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Abstract

Quantum computers are presumed to be able to break nearly all public-key encryption algorithms used today. The National Institute of Standards and Technology (NIST) started the process of soliciting and standardizing one or more quantum computer resistant public-key cryptographic algorithms in late 2017. It is estimated that the current and last phase of the standardization process will last till 2022-2024. Among those candidates, code-based and multivariate-based cryptography are a promising solution for thwarting attacks based on quantum computers. Nevertheless, although code-based and multivariate-based cryptography, e.g., McEliece, Niederreiter, and Luov cryptosystems, have good error correction capabilities, research has shown their hardware architectures are vulnerable to faults due to the complexity and large footprint of the finite field arithmetic architectures used in those architectures. In this dissertation, error detection schemes on various post-quantum cryptosystems that use finite fields are derived, proving the high efficiency and error coverage of such schemes, and the acceptable overhead needed to implement them in deeply-embedded architectures. Moreover, general error detection schemes are derived for finite field arithmetic with polynomial and normal basis, applicable to any classical or post-quantum cryptographic algorithms that use finite field block in their designs.
1.1 Overview of Cryptography

In the IoT-connected world, cryptography plays a crucial role when transmitting sensitive information from one device to another in the presence of third parties. The main idea behind cryptography is to encrypt sensitive information through a mathematical algorithm in a way that only a specific key can decrypt and unveil the original data, providing confidentiality, data integrity, authentication, and non-repudiation. Cryptography has existed for many years and many different cryptographic algorithms have been studied, each one with its own advantages and drawbacks. There are two main classes of cryptography: Symmetric-key cryptography and asymmetric-key cryptography.

Symmetric-key cryptography uses the same key for both encryption and decryption. This type of cryptography is traditionally much faster than asymmetric-key cryptography and it is used to transmit data in bulk. However, it requires both the sender and the recipient to have the secret key and it does not provide data integrity and authentication. The concept of data integrity is to ensure full confidence that the data sent to the recipient is the actual valid data from the sender and has not been tampered with or manipulated, while authenticity means that the recipient can establish that the data is originated from a trusted entity. Currently, the Advanced Encryption Standard (AES) [1] is the symmetric-key cryptographic algorithm chosen by NIST to protect sensitive information. NIST started the development of the AES in 1997 since the Data Encryption Standard (DES) [2] was becoming vulnerable to brute-force attacks.

Asymmetric-key cryptography uses a pair of keys, i.e., public key and private key, instead of just a secret key, tackling the problem of data integrity and authentication that
symmetric-key cryptography has. Public keys are published in the public domain (e.g., Internet), while the private key is unique and infeasible to obtain from the encryption or decryption operations or from the public key. Some public key algorithms provide digital signatures (e.g., Digital Signature Algorithm [3]), some provide key distribution and secrecy (e.g., Diffie–Hellman key exchange [4]), and there are others that provide both (e.g., RSA [5]). Asymmetric encryption is slower than good symmetric encryption, which is inconvenient for many applications. The elliptic curve cryptography (ECC) was a pioneer for public key cryptography till the announcement by NSA and NIST to transition to post-quantum algorithms. As a result, today’s cryptographic systems use both symmetric and asymmetric encryption techniques (e.g., TLS, Secure Shell).

1.2 Post-Quantum Cryptography

The prospects of emergence of low-power and low-energy quantum computers have brought the need for developing public-key cryptosystems secure against attacks potentially enabled by these computers. For instance, the quantum Shor’s algorithm allows breaking traditional asymmetric-key cryptosystems by solving integer-factorization problems in polynomial time [6]. The NIST started the process of soliciting and standardizing one or more quantum computer resistant public-key cryptographic algorithms in late 2017 [7]. Several solutions have been proposed for this post-quantum era, called post-quantum cryptography (PQC).

There are five popular PQC algorithm classes: Code-based, hash-based, isogeny-based, lattice-based, and multivariate-based cryptosystems. Code-based cryptography, such as the McEliece [8] and Niederreiter cryptosystems [9], differs from others by that its security relies on the hardness of decoding in a linear error correcting code. Hash-based cryptography creates signature algorithms based on the security of a selected cryptographic hash function [10], [11]. The security of isogeny-based cryptography is based on the hard problem to find an isogeny between two given supersingular elliptic curves [12], [13], [14]. Lattice-based cryptography is capable of creating a public-key cryptosystem based on lattices [15],[16], [17].
Lastly, multivariate-based cryptography is founded on asymmetric cryptography primitives using multivariate polynomials over a finite field [18], [19]. Many traditional and post-quantum cryptographic algorithms, e.g., ECC, AES, McEliece, and Luchov, use finite field operations in their schemes. Among the different finite field operations, multiplication and inversion are the most studied due to their complexity.

1.3 Fault Diagnosis

Finite field arithmetic, especially finite field multiplications and inversions, are very complex and require large area footprint. Therefore, it is a complex task to implement such operations resilient to natural and malicious faults [20], [21]. Side-channel attacks are a type of attack that relies on knowledge obtained from the execution of a computer system rather than flaws in the system’s cryptographic algorithm. Among the different side-channel attacks, the most known are cache attacks, where the third party monitors the cache accesses that the sender/receiver makes in a shared physical system; power-monitoring attacks, where the third party monitors the differences in power consumption during the systems’ computation; timing attacks, where the third party measures the time needed for a specific computation; and electromagnetic attacks, where the third party analyzes the leaked electromagnetic radiation to obtain the secret key or the plaintext.

These type of side-channel attacks are passive, or in other words, the attacker mainly observes the different leakages or aspects of a system to discover the key or the sensitive data. Differential fault analysis (DPA), on the other hand, are active, meaning that the attacker induces faults, tampering the system, to compare the faulty outputs with the original outputs and reveal information. Depending on the duration of such faults (as a result from the physical stress applied), there are three types of faults: Transient faults, permanent faults, and destructive faults.

Transient faults are the most common ones and they only last one or a few clock cycles, the system will retry the same operation and the fault will have disappeared. Permanent
faults last longer than transient faults, the system will have to be reset or the value where
the fault injection took place will have to be overwritten for the device to output the correct
values. Lastly, destructive faults are those which destroy a physical structure of the device,
causing a specific variable or bit to be fixed in all the device runs. The main difference
between transient faults, permanent faults, and destructive faults is that the latter one is
not reversible. Transient faults are also known as soft faults and can be classified into
parametric or logical depending on the effect of the fault. Parametric faults affect voltage,
current, or speed, while logical faults affect the Boolean function through the circuit.

To determine if the fault injections are being performed in a system, fault detection
schemes are applied. There are many works on fault detection analysis [22], [23], [24], [25],
[26], [27], and [28]. The different fault detection techniques can be classified into: Concur-
rent error detection, Off-Line Detection, and Roving Fault Detection. In this dissertation,
concurrent error detection schemes are studied. Concurrent error detection adds additional
logic to the system to detect faults. By performing a set of derivations, the system will be
compare the actual output with the predicted output and if the error flag is high, a mismatch
has been found among the two outputs (fault detected). Redundancy is a type of concur-
rent error detection which is used in hardware implementations to achieve error control and
reliability. These redundancy schemes can be divided into: Hardware, time, hybrid, and
information redundancy. Hardware redundancy duplicates the function and compares both
outputs, time redundancy computes the function twice and compares both results, hybrid
redundancy performs the inverse of one part of the function, or the inverse of the whole func-
tion and compares it, and information redundancy adds some check bits along the function
and validates it when the result is obtained.

1.4 Objectives

Through this dissertation, different error detection schemes based on normal, interleaved,
two-part, three-part, and CRC signatures are proposed. The choice of the utilized signatures
can be tailored based on the reliability requirements and the overhead to be tolerated. In other words, for applications such as game consoles in which performance is critical (and power consumption is not because these are plugged in), one can increase the size of the signatures. However, for deeply-embedded systems such as implantable and wearable medical devices, smaller signatures are preferred. The main contributions of this dissertation are summarized as follows:

- Error detection schemes based on normal, interleaved, two-part, three-part, and CRC signatures for different finite field arithmetic operation blocks, which include addition, subtraction, multiplication, squaring, and inversion (both Fermat’s little theorem (FLT) and the Itoh-Tsujii algorithm (ITA)) used in code-based and multivariate-based cryptosystems are proposed. Additionally, such schemes are applied to the code-based McEliece and Niederreiter cryptosystems and the multivariate-based Luov cryptosystem.

- New formulations for the error detection schemes performing software implementations are derived for the sake of verification. Such derivations cover a wide range of applications and security levels. Nevertheless, the presented schemes are not confined to these case studies.

- The error coverage of the proposed error detection schemes is analyzed by embedding the error detection schemes into the original constructions. The implementations are performed using different Xilinx field-programmable gate array (FPGA) families to confirm that the schemes are overhead-aware and that they provide high error coverage.

1.5 Dissertation Outline

In this dissertation, error detection for different cryptosystems are presented through the following chapters:

- Chapter 2: This chapter presents countermeasures against side-channel attacks for the implementation of different composite field arithmetic units used in the McEliece cryptosystem.
• Chapter 3: In this chapter, error detection schemes are applied to the key generation of the McEliece cryptosystem.

• Chapter 4: Error detection schemes for the different blocks of the key generator in the Niederreiter cryptosystem, e.g., $GF(2^m)$ multiplication, squaring, inversion, and addition, are proposed in this chapter.

• Chapter 5: This chapter introduces efficient hardware architectures for the Luov cryptographic algorithm.

• Chapter 6: Through this chapter, CRC signatures are derived for both FLT and ITA algorithms, used to perform finite field inversion over $GF(2^m)$ with normal basis field element representation.

• Chapter 7: This chapter concludes the dissertation by summarizing the different error detection schemes that have been implemented on the various cryptosystems.
Chapter 2: Reliable Architectures for Composite-Field-Oriented Constructions of McEliece Post-Quantum Cryptography on FPGA

2.1 McEliece Cryptosystem

The McEliece cryptosystem is successfully advanced to the third and last round of the post-quantum cryptography standardization competition in 2020. Since the McEliece cryptosystem uses public-key encryption, it can serve in a wide variety of applications such as digital signatures, authentication protocols, exchange of a secret key over an insecure channel, or even digital cash systems such as Bitcoin. Even though there are different alternatives to Goppa codes such as LDPC and MDPC codes, Reed-Solomon codes, or convolutional codes, they are not as secure as the binary Goppa codes [30]. Since the key size of the McEliece scheme is very large, other slight variations of binary Goppa codes such as quasi-cyclic and quasi-dyadic codes had also been explored [31], [32]. These alternate codes allow a smaller key size, but they are more sensitive to fault injection attacks [33]. Having the architectures of [34] as example, the McEliece cryptosystem uses Goppa codes in its different arithmetic units. The McEliece cryptosystem is based on linear error-correcting codes; however, it is vulnerable to fault injection attacks as it has been previously indicated [35].

Side-channel attacks such as differential power analysis (DPA) for the McEliece cryptosystems have been studied in a number of previous works, e.g., [36] and [37]. In [36], the authors present a successful DPA of a state-of-the-art McEliece implementation based on quasi-cyclic MDPC codes. Authors in [37] successfully demonstrate side-channel attacks of the McEliece cryptosystem implemented on constrained devices. Approaches on countering fault attacks such as [38], [39], [40], [41], [42], and [43] have been the center of research

\footnote{This chapter was published in the IEEE Transactions on Computer-Aided Design Integr. Circuits Syst. [29] ©2020 IEEE.}
attention for cryptography. In this chapter, error detection schemes are derived for different Goppa arithmetic units that the McEliece cryptosystem uses, e.g., evaluation, multiplication, squaring, division, square root, inversion, and greatest common division. These error detection schemes are based on signatures providing high error coverage. The term signature here refers to appended bits used for error detection through error detecting codes and not the typical signatures commonly used for proof of authenticity in cryptography. Additionally, the overhead of the proposed schemes is calculated by implementing the arithmetic units used in the McEliece cryptosystem on FPGA.

The McEliece cryptosystem includes three operations: Key generation, which generates a pair of keys (public key and private key) needed to keep the message secret; encryption, which creates the ciphertext using the public key; and decryption, which allows to obtain the original message using the private key. The key generation in the McEliece cryptosystem uses the dimension of the code subspace $m$, the maximum number of errors that can be corrected $t$, the code length $n$, and code rank $k$. In this work, the security parameters used are $m=13$, $t=128$, and $n=8,192$ ($k$ can be calculated by performing $k = n - mt$), which are one of the possible security parameters submitted to NIST in late 2017 [8]. However, the proposed approaches are oblivious of the sizes of these three parameters. The McEliece cryptosystem produces the pair of keys by first constructing a basic finite field $GF(2^m)$. Since $m=13$, this field contains 8,192 elements, i.e., $\alpha_0, \alpha_1, \ldots, \alpha_{8191}$, where each element is a vector of 13 bits. 

Next, a random monic irreducible polynomial $g(x) = x^t + g_{t-1}x^{t-1} + \ldots + g_1x + g_0$, with degree $t$ is also generated, called Goppa polynomial. This monic irreducible polynomial conforms part of the private key, and all its coefficients are elements of the basic finite field. After producing the Goppa polynomial, a control matrix $H$ is constructed by multiplying three auxiliary matrices based on the private key, denoted as $X$, $Y$, and $Z$. The control matrix is permutated by using a random permutation matrix called $P$. Then, it is expanded into a binary form $H_2$ over $GF(2)$, converted into the systematic form $\tilde{G}$, and transposed into $G$ to obtain its public key.
Table 1: McEliece operations and corresponding processes.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goppa Division</td>
<td>Key Generation, Decryption</td>
</tr>
<tr>
<td>Goppa Multiplication/Addition</td>
<td>Key Generation, Encryption, Decryption</td>
</tr>
<tr>
<td>Goppa Squaring</td>
<td>Key Generation</td>
</tr>
<tr>
<td>Goppa Square Root</td>
<td>Decryption</td>
</tr>
<tr>
<td>Goppa GDC, Goppa Inversion and Goppa Polynomial</td>
<td>Key Generation, Decryption</td>
</tr>
<tr>
<td>Decomposition</td>
<td></td>
</tr>
<tr>
<td>Goppa Polynomial Evaluation</td>
<td>Key Generation, Decryption</td>
</tr>
</tbody>
</table>

To get the ciphertext $z$, a random $n$-bit error vector $e$ is created. The error vector $e$ has to contain a total of $t$ bits having the value 1. Then, $z$ is calculated by performing $z = pG \oplus e$, where $p$ refers to plaintext. The decryption process is fairly more complex than the encryption process. First, an error locator polynomial $\sigma(x)$ is created, which will reveal all errors of the elements $\alpha_i$. Then, the error vector is reconstructed and gone through the $CCA2$-safe ciphertext to obtain the $CCA2$-safe plaintext. Lastly, if the $CCA2$-safe padding data is valid after the $CCA2$-related padding is removed, the plaintext is correct and ready to be returned; if not, an error is given. Since this chapter focuses mainly on the key generation, readers interested in other aspects of the McEliece cryptosystem can refer to [34].

2.2 Proposed Fault Detection Schemes

The McEliece cryptosystem is based on three different Galois fields: The Goppa field $GF((2^m)^t)$ used by the Goppa polynomial (i.e., $GF((2^{13})^{128})$ in this chapter); $GF(2^{13})$, which is the field polynomial (we use $p(x) = x^{13} + x^4 + x^3 + x + 1$ as described by [8]); and the binary field $GF(2)$. The McEliece cryptosystem uses (based on the underlying composite fields) different Goppa field arithmetic units to perform a number of its operations, e.g., evaluation, multiplication, squaring, division, square root, inversion, and greatest common division. These Goppa field operations work on polynomials of degree $t-1$ with coefficients from $GF(2^m)$. In Table 1, the McEliece operations and corresponding processes are shown.
2.2.1 Goppa Division

Polynomial division is required to find the greatest common divisor. It follows the long division method by first, inverting the highest coefficient of the polynomial divisor. This inverted coefficient is then multiplied by the highest-degree coefficient of the dividend to obtain the quotient. Next, the quotient coefficient is multiplied by all the coefficients of the polynomial divisor and the product is finally subtracted from the dividend polynomial using modulo-2 addition. Since each coefficient is in $GF(2^{13})$, signatures for inversion, multiplication, and XORing in the field $GF(2^{13})$ are needed. Authors in [44] perform error detection over binary extension fields by adding parities which can only detect an odd number of faults and therefore, to obtain higher error coverage, two other signatures are derived in this chapter. The first alternative, called two-part signature, divides the 13 bits into two blocks (from bit 0 to bit 6, and from bit 7 to bit 12), and the other alternative, called three-part signature, divides the bits into three blocks (from bit 0 to bit 4, from bit 5 to bit 9, and from bit 10 to bit 12).

2.2.2 Goppa Addition and Goppa Multiplication

Goppa addition and Goppa multiplication need a total of $t$ $GF(2^m)$ additions and $t$ $GF(2^m)$ multiplications, respectively. As it is shown in [44], the multiplication of any two elements $A$ and $B$ of $GF(2^m)$ can be represented as

$$A \cdot B \mod p(x) = \sum_{i=0}^{m-1} b_i \cdot ((A\alpha^i) \mod p(x)) = \sum_{i=0}^{m-1} b_i \cdot X^{(i)},$$

where the set of $\alpha^i$’s is the polynomial basis of element $A$, the set of $b_i$’s is the $B$ coefficients, $p(x)$ is the field polynomial, $X^{(i)} = \alpha \cdot X^{(i-1)} \mod p(x)$, and $X^{(0)} = A$. To perform polynomial basis multiplications over binary extension fields, $\alpha$, $sum$, and pass-thru modules are used. The pass-thru module multiplies a $GF(2^m)$ element by a $GF(2)$ element, the $\alpha$ module multiplies an element of $GF(2^m)$ by $\alpha$ and it reduces the result modulo $p(x)$, and the $sum$
module adds two elements in $GF(2^m)$ using $m$ two-input XOR gates. The latter one is used for addition of polynomials in $GF(2^{13})$.

In the \textit{sum} module, the parity bits of the inputs $A$ and $B$, and the predicted parities of the output $P$ are divided into two or three blocks, depending on if two-part signature or three-part signature is used. If two-part signature is used, the parity bits of $A$ and $B$ are divided into $p_{A1}$ and $p_{A2}$, and $p_{B1}$ and $p_{B2}$, respectively. The addition of elements $A$ and $B$ in $GF(2^m)$ produce the predicted parities

$$\hat{p}_P = p_{A1} + p_{B1}$$

and

$$\hat{p}_P = p_{A2} + p_{B2}.$$ 

On the other hand, if three-part signature is used, the parity bits of $A$ are divided into $p_{A1}$, $p_{A2}$, and $p_{A3}$, and $p_{B1}$, $p_{B2}$, and $p_{B3}$, obtaining the predicted parities

$$\hat{p}_P = p_{A1} + p_{B1},$$

$$\hat{p}_P = p_{A2} + p_{B2},$$

and

$$\hat{p}_P = p_{A3} + p_{B3}.$$ 

In the \textit{pass-thru} module, the parity bits of the input $A$ and the predicted parities of the output $P$ are also divided into two or three blocks. If two-part signature is used, the parity bits of $A$ are multiplied by an element $b$ of $GF(2)$ to obtain the predicted parities

$$\hat{p}_P = b \cdot p_{A1}$$
\[
\hat{p}_{P2} = b \cdot p_{A2}.
\]

On the other hand, if three-part signature is used, the predicted parities of output \(P\) are

\[
\hat{p}_{P1} = b \cdot p_{A1},
\]

\[
\hat{p}_{P2} = b \cdot p_{A2},
\]

and

\[
\hat{p}_{P3} = b \cdot p_{A3}.
\]

Next, for the \(\alpha\) module, Theorems 2.1 and 2.2 are derived for two-part signature and three-part signature, respectively.

**Theorem 2.1** Let \(p_{A1} = \sum_{i=0}^{m-1} a_i\) be the first parity for bits of \(A\), and \(p_{A2} = \sum_{i=\frac{m-1}{2}+1}^{m-1} a_i\) be the last parity for bits of \(A\), where \(m\) is assumed to be odd, used for the dimension of the code subspace, and \(f_i \in GF(2)\) for \(i = 0, 1, \ldots, m - 1\). Then, the predicted parities \(\hat{p}_{X1}\) and \(\hat{p}_{X2}\), are

\[
\hat{p}_{X1} = a_{m-1} + \sum_{i=1}^{\frac{m-1}{2}} (a_{i-1} + a_{m-1} \cdot f_i)
\]

and

\[
\hat{p}_{X2} = \sum_{i=\frac{m-1}{2}+1}^{m-1} (a_{i-1} + a_{m-1} \cdot f_i).
\]

For \(m=13\), to the following concise formulations are obtained:

\[
\hat{p}_{X1} = p_{A1} + a_6
\]

and

\[
\hat{p}_{X2} = p_{A2} + a_6 + a_{12}.
\]
Proof. Using the below formulations to calculate the X coordinates [44],

\[
x_i = \begin{cases} 
  a_{i-1} + a_{m-1} \cdot f_i & 1 \leq i \leq m - 1, \\
  a_{m-1} & i = 0, 
\end{cases}
\]

the predicted parity \( \hat{p}_X \) can be split as

\[
\hat{p}_X = a_{m-1} + \sum_{i=1}^{\lfloor \frac{m-1}{2} \rfloor} (a_{i-1} + a_{m-1} \cdot f_i) + \sum_{i=\lfloor \frac{m-1}{2} \rfloor + 1}^{m-1} (a_{i-1} + a_{m-1} \cdot f_i) = \hat{p}_{X1} + \hat{p}_{X2}.
\]

Since \( p(x) = x^3 + x^4 + x^3 + x + 1 \), one obtains \( f_{13} = f_4 = f_3 = f_1 = f_0 = 1 \), achieving the concise formulations. This completes the proof.

**Theorem 2.2** Let \( p_{A1} = \sum_{i=0}^{\lfloor \frac{m-1}{3} \rfloor} a_i \) be the first parity for bits of \( A \), \( p_{A2} = \sum_{i=\lfloor \frac{m-1}{3} \rfloor + 1}^{2(\lfloor \frac{m-1}{3} \rfloor) + 1} a_i \) be the second parity for bits of \( A \), and \( p_{A3} = \sum_{i=2(\lfloor \frac{m-1}{3} \rfloor) + 1}^{m-1} a_i \) be the last parity for bits of \( A \). Then, the predicted parities of output \( X \), referred to as \( \hat{p}_{X1}, \hat{p}_{X2}, \) and \( \hat{p}_{X3} \), are

\[
\hat{p}_{X1} = a_{m-1} + \sum_{i=1}^{\lfloor \frac{m-1}{3} \rfloor} (a_{i-1} + a_{m-1} \cdot f_i),
\]

\[
\hat{p}_{X2} = \sum_{i=\lfloor \frac{m-1}{3} \rfloor + 1}^{2(\lfloor \frac{m-1}{3} \rfloor) + 1} (a_{i-1} + a_{m-1} \cdot f_i),
\]

and

\[
\hat{p}_{X3} = \sum_{i=2(\lfloor \frac{m-1}{3} \rfloor) + 1}^{m-1} (a_{i-1} + a_{m-1} \cdot f_i).
\]

For the case study of \( m=13 \), the following concise formulations are obtained:

\[
\hat{p}_{X1} = p_{A1} + a_4,
\]

\[
\hat{p}_{X2} = p_{A2} + a_4 + a_9,
\]
\[ \hat{p}_{X3} = p_{A3} + a_9 + a_{12}. \]

**Proof.** The predicted parity \( \hat{p}_X \) can be split as

\[
\hat{p}_X = a_{m-1} + \sum_{i=1}^{\lfloor \frac{m-1}{3} \rfloor} (a_{i-1} + a_{m-1} \cdot f_i) + \sum_{i=\lfloor \frac{m-1}{3} \rfloor + 1}^{2(\lfloor \frac{m-1}{3} \rfloor + 1)} (a_{i-1} + a_{m-1} \cdot f_i) + \sum_{i=2(\lfloor \frac{m-1}{3} \rfloor + 1)}^{m-1} (a_{i-1} + a_{m-1} \cdot f_i) = \hat{p}_{X1} + \hat{p}_{X2} + \hat{p}_{X3}.
\]

This completes the proof.

Fig. 2.1 illustrates the architecture of the Goppa multiplication unit with the proposed fault detection schemes. It follows a *shift-and-add* approach with a chain of 127 \( GF(2^{13}) \) multiplications, and therefore, a total of 127 signatures are needed. These signatures are shown as \( P_i \) for \( i=0,1,...,127 \), and they can be implemented as normal, two-part, or three-part signatures (depicted by dark-grey, shaded blocks). \( a_i, b_i, \) and \( g_i \)'s are coefficients of the field \( GF(2^{13}) \). \( R_i \) is the intermediate result of the 127 multiplications, expressed as...
\[ R_i = \sum_{j=0}^{127} r_{i,j} x^j, \] where \( r_{i,j} = b_i a_j \mod p(x) \). The multiplication in Fig. 2.1 is essentially a schoolbook multiplication. First, \( a_i \) is multiplied with \( b_i \), obtaining \( R_i \). If \( i \neq 0 \), \( R_i \) is shifted 13 bits using the left shift register (shown as LSR in Fig. 2.1). Then, \( R_i \) is reduced depending on the value of \( r_{i,127} \): If \( r_{i,127} = 0 \), there is no reduction; if \( r_{i,127} = 1 \), \( R_i \) is XOR-ed with \( g \); and if \( r_{i,127} > 1 \), \( R_i \) is XOR-ed with \( r_{i,127} \cdot g \). Lastly, the reduced result is XOR-ed with the previous result \( R_{i-1} \). If a faulty output is detected in any of the 127 \( GF(2^{13}) \) multiplication modules, Error_Flag is asserted.

2.2.3 Goppa Inversion

To perform Goppa inversion, \( t \) \( GF(2^m) \) inversions are needed. The polynomial variant of Fermat’s Little Theorem (FLT) is used. FLT achieves higher performance, allowing to calculate the inverse \( GF(2^{13}) \) using 12 squarings and 12 multiplications. Next, Theorem 2.3 and Theorem 2.4 are derived for signatures of squaring.

**Theorem 2.3** Let \( p_{A1} = \sum_{i=0}^{m-1} a_i \) be the first parity for bits of \( A \), and \( p_{A2} = \sum_{i=\frac{m-1}{2}+1}^{m-1} a_i \) be the last parity for bits of \( A \). Then, the predicted parities of output \( \nu \) (instead of \( X \) to avoid confusion), referred to as \( \hat{p}_{\nu 1} \) and \( \hat{p}_{\nu 2} \), are

\[
\hat{p}_{\nu 1} = a_{m-1} \cdot f_{m-1} + a_{m-2} + a_{m-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_1 + \\
\sum_{i=2}^{m-1} (a_{m-1} \cdot f_{i-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_i + a_i - 2)
\]

and

\[
\hat{p}_{\nu 2} = \sum_{i=\frac{m-1}{2}+1}^{m-1} (a_{m-1} \cdot f_{i-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_i + a_i - 2).
\]

For the case study of \( m=13 \), the following concise formulations are obtained:

\[
\hat{p}_{\nu 1} = p_{A1} + a_5 + a_6
\]
and
\[ \hat{p}_{\nu 2} = p_{A2} + a_5 + a_6 + a_{11} + a_{12}. \]

**Proof.** The predicted parity \( \hat{p}_{\nu} \) can be split as

\[
\hat{p}_{\nu} = a_{m-1} \cdot f_{m-1} + a_{m-2} + a_{m-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_1 + \sum_{i=2}^{m-1} (a_{m-1} \cdot f_{i-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_i + a_{i-2}) + \sum_{i=m-1}^{m-1} (a_{m-1} \cdot f_{i-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_i + a_{i-2})
\]

\[ = \hat{p}_{\nu 1} + \hat{p}_{\nu 2}. \]

This completes the proof.

**Theorem 2.4** Let \( p_{A1} = \sum_{i=0}^{\lfloor \frac{m-1}{3} \rfloor} a_i \) be the first parity for bits of \( A \), \( p_{A2} = \sum_{i=1}^{2\lfloor \frac{m-1}{3} \rfloor + 1} a_i \) be the second parity for bits of \( A \), and \( p_{A3} = \sum_{i=2\lfloor \frac{m-1}{3} \rfloor + 1}^{m-1} a_i \) be the last parity for bits of \( A \).

Then, the predicted parities of output \( \nu \), referred to as \( \hat{p}_{\nu 1}, \hat{p}_{\nu 2}, \) and \( \hat{p}_{\nu 3} \), are

\[
\hat{p}_{\nu 1} = a_{m-1} \cdot f_{m-1} + a_{m-2} + a_{m-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_1 + \sum_{i=2}^{\lfloor \frac{m-1}{3} \rfloor} (a_{m-1} \cdot f_{i-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_i + a_{i-2}),
\]

\[
\hat{p}_{\nu 2} = 2^{\lfloor \frac{m-1}{3} \rfloor + 1} \sum_{i=\lceil \frac{m-1}{3} \rceil + 1}^{m-1} (a_{m-1} \cdot f_{i-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_i + a_{i-2}),
\]

and

\[
\hat{p}_{\nu 3} = \sum_{i=2^\lceil \frac{m-1}{3} \rceil + 1}^{m-1} (a_{m-1} \cdot f_{i-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_i + a_{i-2}).
\]

For the case study of \( m=13 \), the following concise formulations are obtained:

\[
\hat{p}_{\nu 1} = p_{A1} + a_3 + a_4 + a_{12},
\]

\[
\hat{p}_{\nu 2} = p_{A2} + a_8 + a_9 + a_{12},
\]

\[
\hat{p}_{\nu 3} = p_{A3} + a_3 + a_4 + a_{12}.
\]
and

\[ \hat{p}_{\nu 3} = p_{A3} + a_{11} + a_{12}. \]

**Proof.** The predicted parity \( \hat{p}_{\nu} \) can be split as

\[
\hat{p}_{\nu} = a_{m-1} \cdot f_{m-1} + a_{m-2} + a_{m-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_1 + \\
\sum_{i=2}^{\lfloor \frac{m-1}{3} \rfloor} (a_{m-1} \cdot f_{i-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_i + a_{i-2}) + \\
\sum_{i=2}^{2(\lfloor \frac{m-1}{3} \rfloor + 1)} (a_{m-1} \cdot f_{i-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_i + a_{i-2}) + \\
\sum_{i=2}^{m-1} (a_{m-1} \cdot f_{i-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_i + a_{i-2})
\]

\[ = \hat{p}_{\nu 1} + \hat{p}_{\nu 2} + \hat{p}_{\nu 3}. \]

This completes the proof.

2.2.4 Goppa Square Root

Square root is needed in the decryption process. It is a rather time-consuming task because first, it multiplies the input polynomial by a matrix \( Q^{-1} \) (a polynomial of order \( t \) and with coefficients of \( GF(2^m) \) where its rows are formed by the square of a monomial modulo the Goppa polynomial), and then, it does the square root of each coefficient \( GF(2^m) \) obtained. In total, 16,384 finite field multiplications and 128 square roots are needed for the case study of \( m=13 \). Since all the elements are in the field \( GF(2^{13}) \), 12 \( GF(2^{13}) \) squarings are needed to perform the square root of each element.

2.2.5 GGCD, Goppa Inversion, and GCDIPD

Goppa Polynomial Decomposition (GCDIPD) unit performs three different operations in the Goppa field \( GF((2^m)^t) \). It finds the Goppa greatest common divisor (GGCD) of two polynomials of order \( t \), it inverts the syndrome, and it does polynomial decomposition. To perform such operations, Goppa division, Goppa multiplication, and \( GF(2^{13}) \) inversion are needed. The architecture of the proposed fault detection constructions for this unit is shown in Fig. 2.2, where \( r \) stands for remainder, \( q \) stands for quotient, \( \alpha \) is the intermediate
Figure 2.2: Goppa greatest common division, Goppa inversion, and Goppa polynomial decomposition with the error detection scheme.

remainder, and $\beta = (b(x) \mod a(x))^{-1} = t(x)$. Goppa division and Goppa multiplication have their own signatures inside their blocks denoted as P\_DIV and P\_MULT, respectively, while the signatures for inversion block are separated in Fig. 2.2, since it performs $GF(2^{13})$ inversion, instead of Goppa inversion. First, the polynomials $t_1(x)$ and $t_2(x)$ are set to 1 and 0, respectively. While $b(x) \neq 0$ : $g(x)$ is divided over $b(x)$ to obtain $q(x)$; $g(x)$ is mod with $b(x)$ to obtain $r(x)$; $t(x)$ is obtained by performing $t_2(x) - q(x)t_1(x)$; and lastly, $g(x), b(x), t_2(x),$ and $t_1(x)$ are set to $b(x), r(x), t_1(x),$ and $t(x),$ respectively. If the degree of $r(x)$ is less than 25 and the mode is Patterson (which reconstructs the error vector needed in the process of decryption), $\alpha(x)$ and $\beta(x)$ are set to $r(x)$ and $t(x),$ respectively. If the mode is gcd, $gcd(g(x), b(x))$ is returned. Moreover, if the mode is inverse, $r^{-1}(x)$ is multiplied with $t_1(x)$ to obtain $b^{-1}(x)$. The Error\_Flag becomes high for faults in any of the polynomial operations.
2.2.6 Goppa Polynomial Evaluation (GPE)

Goppa Polynomial Evaluation (GPE) unit is utilized in the key generation and decryption processes. Adopting the Horner scheme, it only needs to use a $GF(2^{13})$ multiplier because it allows removing high-degree polynomial multiplications, e.g., the element $f_1 + f_2\alpha_2 + f_3\alpha_2^2$ is written as $f_1 + (f_2 + f_3\alpha_2)\alpha_2$.

2.3 Error Coverage and FPGA Implementations

Since the GPE unit uses less signatures than most of the other units, an analysis is perform to show the efficiency of the proposed error detection schemes even for the smallest units of the McEliece cryptosystem. The GPE unit uses the Horner scheme over the Goppa polynomial, which has order $t$ and coefficients of $GF(2^m)$. To perform the Goppa polynomial evaluation, a total of 128 $GF(2^{13})$ finite field multiplications and 128 $GF(2^{13})$ finite field additions are required. Each finite field multiplication and addition requires $\alpha$, $\text{sum}$, and $\text{pass-thru}$ modules. More precisely, a total of 12 $\alpha$, 12 $\text{sum}$, and 13 $\text{pass-thru}$ modules are needed for each finite field multiplication, and a total of 12 $\text{sum}$ modules are required for each finite field addition. Moreover, the total number of signatures needed in the GPE unit is $128_{\text{mult}} \cdot (12\alpha + 12\text{sum} + 13\text{pass-thru}) + 128_{\text{add}} \cdot (12\text{sum})$ or a total of close to $6 \cdot 10^3$ signatures for the normal signature scheme. The percentage of error detection is calculated by applying the formula $100 \cdot \left(1 - \frac{\text{#sign}}{2}\right) \%$, where $\text{#sign}$ is as the total number of signatures. Therefore, the percentage error coverage by this unit is approximately $100 \cdot \left(1 - \frac{1}{2}\right) (6 \cdot 10^3) \%$, which is close to 100\%. In the two-part signature scheme, for every module, there are two error flags instead of one (as it is with normal signatures). Moreover, two-part signature scheme uses $2_{\text{error-flags}} \cdot (128_{\text{mult}} \cdot (12\alpha + 12\text{sum} + 13\text{pass-thru}) + 128_{\text{add}} \cdot (12\text{sum}))$ or a total of close to $1.2 \cdot 10^4$ signatures, which makes an error percentage of approximately $100 \cdot \left(1 - \frac{1}{2}\right) (1.2 \cdot 10^4) \%$. Lastly, in the three-part signature scheme, for every module, there are three error flags needing $3_{\text{error-flags}} \cdot (128_{\text{mult}} \cdot (12\alpha + 12\text{sum} + 13\text{pass-thru}) + 128_{\text{add}} \cdot (12\text{sum}))$ or a total of close to $1.8 \cdot 10^4$ signatures with error coverage of $100 \cdot \left(1 - \frac{1}{2}\right) (1.8 \cdot 10^4) \%$. 
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Table 2: Overheads of the proposed error detection schemes based of normal signatures (NS), two-part signatures (2PS), and three-part signatures (3PS) for the GPE unit.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Area (occupied slices)</th>
<th>Delay (ns)</th>
<th>Power (mW) @50 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPE (Kintex-7)</td>
<td>1370</td>
<td>4.205</td>
<td>0.205</td>
</tr>
<tr>
<td>GPE-NS. (Kintex-7)</td>
<td>1447 (5.62%)</td>
<td>4.494 (6.87%)</td>
<td>0.213 (3.90%)</td>
</tr>
<tr>
<td>GPE-2PS (Kintex-7)</td>
<td>1484 (8.32%)</td>
<td>4.415 (4.99%)</td>
<td>0.213 (3.90%)</td>
</tr>
<tr>
<td>GPE-3PS (Kintex-7)</td>
<td>1487 (8.54%)</td>
<td>4.402 (4.68%)</td>
<td>0.213 (3.90%)</td>
</tr>
<tr>
<td>GPE (Spartan-7)</td>
<td>1339</td>
<td>5.386</td>
<td>0.219</td>
</tr>
<tr>
<td>GPE-NS (Spartan-7)</td>
<td>1470 (9.78%)</td>
<td>5.461 (1.39%)</td>
<td>0.225 (2.74%)</td>
</tr>
<tr>
<td>GPE-2PS (Spartan-7)</td>
<td>1491 (11.35%)</td>
<td>5.431 (0.84%)</td>
<td>0.225 (2.74%)</td>
</tr>
<tr>
<td>GPE-3PS (Spartan-7)</td>
<td>1467 (9.57%)</td>
<td>5.440 (1.00%)</td>
<td>0.225 (2.74%)</td>
</tr>
</tbody>
</table>

Error detection schemes are implemented on two different Xilinx FPGA families. The target platform does not necessarily affect the results because the chosen FPGAs belong to the same series (Xilinx series 7), being very similar from a technological point of view. The design entry is Verilog. The proposed error schemes are added to the GPE unit. In Table 2, the overheads in terms of area (occupied slices), delay, and power (at the frequency of 50 MHz) of the different signatures on the GPE unit are presented. The overheads obtained are very acceptable, especially since the error detection coverage is close to 100%. There are several hardware implementations of the McEliece cryptosystem, e.g., [45] and [46]. The authors in [45] produce a hardware/software implementation which is able to decipher 8,192 bit-length in 47.39 ms. In [46], the authors propose a new variant of McEliece cryptosystem and its encryption-decryption co-processor based on the generalized non-binary Orthogonal Latin Square Code (OLSC). The error detection schemes proposed in this work are suitable for any cryptosystem that uses any of the mentioned Goppa modules such as the works in [45] and [46]. There has not been any prior work done on this type of error detection methods for the McEliece cryptosystem to the best of the author’s knowledge. For qualitative comparison to verify that the overheads incurred are acceptable, let us go over some case studies. The work in [47] presented signature-based fault diagnosis for cryptographic block ciphers LED and HIGHT, obtaining a combined area and delay overhead of 21.9% and 31.9% for LED
and HIGHT, respectively. Additionally, the authors in [38] propose efficient error detection architectures of hash-counter-hash tweakable enciphering schemes, obtaining a combined area and throughput overhead of less than 13.5%. The proposed schemes in this chapter have combined area and delay overheads of less than 12% (worst-case scenario). Such prior works on classical cryptography verify that the proposed error detection architectures obtain acceptable overhead.
Chapter 3: Efficient and Low-Power Hardware Constructions for Error Detection of Key Generation in McEliece Cryptosystem

3.1 Key Generator in the McEliece Cryptosystem

Most of the runtime in the McEliece cryptosystem is spent performing operations in finite fields for the key generation. Finite field arithmetic operations include addition, subtraction, multiplication, squaring, and inversion, among which the computation of inversion is the most time-consuming one. To perform inversion over $GF(2^m)$, many solutions have been proposed to increase the performance of such operation for polynomial basis field element representation. FLT and ITA are among the main approaches to compute finite field inversion over $GF(2^m)$. The latter approach was first intended to be applied over binary extension fields with normal basis [48]; however, in more recent studies, it has been shown that it can be used for other field element representations [49], [50]. These approaches extensively use multiplication and squaring, requiring thousands of gates. Thus, these constructions are vulnerable to faults and it is a complex task to implement such architectures resilient to natural and malicious faults. Not only do these structures need low overhead but the error coverage needs to be acceptable. Deteriorated performance can lead to catastrophic results for sensitive applications; accordingly, research has focused on ways to eliminate errors and achieve greater reliability with reasonable overhead [39], [40], [43], [51], [52], [53], [54], [55].

This chapter focuses on providing countermeasures oblivious to the source of the faults. Mounting attacks (or having natural defects) in such finite field arithmetic blocks is one among other possibilities to cause erroneous outputs which is considered in this chapter. Protecting such blocks in the key generator is highly important, especially when the private
key is re-computed from a seed before each decryption operation, so the attacker cannot target the generation of the same private key repeatedly.

In this dissertation, the first work on error detection based on normal, interleaved, and CRC signatures for the key generation of code-based cryptosystems is proposed. Error detection and correction is crucial in the key generation, especially for remote systems, e.g., satellites, where fault-free key generation is needed for the reliability of the overall system. Key generation has the highest area complexity and its hardware implementation is thus the most involved within McEliece. The proposed approach is applicable to the control matrix $H$ generation in key generation and error detection schemes are also added for other remaining parts of the key generation block to account for the entire block, with a special focus on the inversion block. Nevertheless, the underlying blocks which perform operations in finite field are utilized not only in this architecture but are used in other cryptographic implementations. Therefore, the derivations here can be extended to be used beyond key generation in McEliece. In classical cryptography, there has been previous work on countering fault attacks [38], [43], [54], [55], [56], [57], [58]. Although the approach is derived in this chapter for the matrix generation in the encryption of McEliece and implemented the result on FPGA, the proposed approach is applicable to the other important variants of code-based cryptography, e.g., Niederreiter public key cryptography, and is also oblivious of the platform, expecting similar results on application-specific integrated circuit (ASIC) hardware platform. Previous research work [59] implements and analyzes each block of the key encryption independently to prove that the key generation process is the most expensive operation in the Niederreiter cryptosystem. The main contributions in this chapter are summarized as follows:

- Derivation of closed formulations for normal, interleaved, and CRC signatures for the different finite field arithmetic operation blocks, which include addition, subtraction, multiplication, squaring, and inversion, of the McEliece public-key cryptosystem. Moreover, error detection schemes for other remaining parts of the key generation to account for the entire block are proposed.
To maximize the probability of error detection, the proposed error detection approaches are used in different blocks of key generation since it is, in general, formed by multiplication and inversion.

Analysis of the error coverage by the proposed error detection schemes. The encryption matrix generator within McEliece cryptosystem is implemented with signatures through the proposed approaches on FPGA to benchmark the overhead of proposed schemes.

The key generation in MECS (an implementation of the McEliece cryptoprocessor performed in [34]) uses the parameters \( m, t, \) and \( n \) previously mentioned, and dimension \( k. \) MECS generates a pair of keys: a private key, produced by a generator matrix, and a public key, which uses a control matrix. First, the key generator randomly creates a monic irreducible polynomial in the form \( f(\alpha) = \alpha^t + f_{t-1}\alpha^{t-1} + \ldots + f_1\alpha + f_0, \) with degree \( t, \) called Goppa polynomial. To construct the Goppa polynomial, the coefficients of a basic finite field \( GF(2^m) \) are used. Taking \( m=13 \) as an example based on the 2017 NIST submission recommendations, the basic finite field contains 8,192 elements, i.e., \( \alpha_0, \alpha_1, \ldots, \alpha_{8191}, \) where each element is a vector of 13 bits. The Goppa polynomial of the field \( GF(2^m) \) is kept secret since it is the private key. Based on this private key and three auxiliary matrices denoted as \( X, Y, \) and \( Z, \) the control matrix \( H \) is generated. Next, to obtain the public key, a permutation transformation using a random matrix \( P \) is performed. This produces a lengthy public key \( \tilde{H} \) which is reduced by first, transforming \( \tilde{H} \) into its binary form \( H_2 \) over \( GF(2) \) and next, into the systematic form \( \tilde{G} \) using the matrices \( \Pi_{mt} \) and \( R. \) Lastly, \( \tilde{G} \) is transposed into \( G \) to obtain its public key which is denoted as \( R^T. \)

### 3.2 Proposed Fault Detection Schemes

The fault model in this chapter considers both transient faults and permanent internal faults (and the proposed schemes are oblivious of these). Based on the used fault model, stuck-at faults (both stuck-at zero and stuck-at one), adjacent (for interleaved case), and single/multiple stuck-at faults are considered. This is similar to the notion of predictor
in coding theory. In such constructions, for instance in cyclic redundancy check, generator polynomials are used to derive added redundancy for predicting the signatures and comparing with the actual ones. Fault analysis attacks are those which intend to recover the private key by comparing the correct output with the faulty one. The proposed detection architectures are especially important against fault injection when the private key is recomputed from a seed before each decryption operation, allowing the attacker to target the generation of the same private key repeatedly. There are different fault models depending on the type of attack, e.g., the number of bits affected, how the faults are injected, the location of the faults, and the fault duration. Therefore, specific countermeasures are needed to make the McEliece cryptosystem secure against such attacks. Fault analysis attack implementation exhibits (i) fault injection at physical level (timing, power, heating, light, electromagnetic field), (ii) fault manifestation at circuit level (logic cells, memory cells), (iii) fault propagation at micro-architecture level, and finally (iv) fault observation and exploitation at software and firmware level.  

Key generation has the highest area complexity and its hardware implementation is thus the most involved within McEliece. The most complex and time-consuming sub-block of the key generator architecture is the “H-generator”. The “H-generator” produces the control matrix \( H \) needed to obtain the public key of the MECS cryptosystem. This part of the cryptosystem is vulnerable to faults whose aims are to cause algorithm malfunction. In presenting the respective error detection approaches, the typical compromise between error detection capabilities of signatures and the overhead to be tolerated are taken into account.  

As seen before, the control matrix \( H \) is obtained by multiplying the auxiliary matrices \( X, Y, \) and \( Z \). The auxiliary matrix \( X \) comes from the “G-generator” which uses a field polynomial \( p(x) \) of degree \( m \) (utilized to derive and construct the different parities). For this architecture, the field polynomial used is \( p(x) = x^{13} + x^4 + x^3 + x + 1 \); however, the proposed approaches are oblivious of the field size. The auxiliary matrix \( Y \) is created inside the “H-generator” by generating the 8,192 elements of the \( GF(2^m) \) where \( \alpha_i, i \in \{0, 1, \ldots, 8, 191\} \),
needing to calculate all the powers from 0 to 127 (we note that three fields within the composite fields of complex Goppa codes, i.e., $GF((2^{13})^{128})$, $GF(2^{13})$, and $GF(2)$, are used for example in the NIST submission recommendation). Next, $Z$ is constructed by performing the inversion of $f(\alpha_i)$. The first multiplication that takes place is $XY$. This multiplication can leverage Horner schemes, increasing the efficiency by performing easier and less time-consuming multiplications, e.g., the element $f_1 + f_2 \alpha_2 + f_3 \alpha_2^2$ is written as $f_1 + (f_2 + f_3 \alpha_2)\alpha_2$.

To perform $(XY)Z$, $\alpha_i$ is multiplied by the correct element available from $XY$ to obtain $f(\alpha_i)$, e.g., to calculate $f(\alpha_0)$, the element $f_1 + f_2 \alpha_2 + f_3 \alpha_0^2$ is multiplied by $\alpha_0$, and so on. Then, $f(\alpha_i)$ is inverted by using $GF(2^m)$ inverse.

The multiplicative inverse of an element $A \neq 0$ in the field $GF(2^m)$ is defined as the process of finding the unique element $A^{-1} \epsilon GF(2^m)$ such that $A \cdot A^{-1} = 1$. To find the multiplicative inverse of an element $A$, both FLT and ITA schemes are studied in this work. FLT specifies that the inverse of an element $A$ can be derived as follows:

$$A^{2^m-1} \equiv 1 \mod p(x)$$
$$A^{2^m-2} \cdot A \equiv 1 \mod p(x)$$
$$A^{2^m-2} \cdot A \cdot A^{-1} \equiv A^{-1} \mod p(x)$$
$$A^{2^m-2} \equiv A^{-1} \mod p(x).$$

For hardware implementations, this theorem leads to a total of $2^m - 2$ finite field multiplications, and it may require additional memory to store the precomputed values. Approaches to reduce the complexity of finite field inversions have been studied, e.g., square-and-multiply algorithm [60], Kaliski inversion [61], and ITA algorithm.

The latter method, introduced by Itoh and Tsujii [48], yields dramatic reductions in the number of multiplications needed in the exponentiation by an efficient use of addition chains. The inverse can be rewritten as

$$A^{-1} = [\beta_{m-1}(A)]^2,$$
where $\beta_k(A) = A^{2^k-1} \in GF(2^m)$ and $k \in N$. In the work of [50], a recursive sequence is used with an addition chain for $m-1$ to compute $\beta_{m-1}(A)$. To calculate an addition chain $C = \{c_1, c_2, \ldots, c_t\}$ with a field polynomial $p(x)$ of $m$ degree, $c_1 = 1$ and $c_t = m - 1$. If $c_i$ is even, $c_{i-1} = c_i/2$ and if $c_i$ is odd, $c_{i-1} = c_i - 1$.

Implementing the control matrix $H$ is a costly and complex task. Since all the blocks of the “H-generator” are constructed through finite field multiplications and inversions over finite fields $GF(2^m)$, normal, interleaved, and CRC signatures are used for these two underlying finite field operations. The first contribution is to develop interleaved and CRC signatures for $GF(2^m)$ addition and multiplication, and normal, interleaved, and CRC signatures for squaring in $GF(2^m)$. The latter three are used for inversion, after the square-and-multiply scheme (or, for instance, ITMIA scheme) is applied.

Signatures used throughout this chapter refer to a footprint of the output of a block used for error detection. Signature derivation allows to monitor and detect if there is an error in the output $C$ of the multiplication of the inputs $A$ and $B$, where $A$, $B$, and $C$ are in $GF(2^m)$. In this chapter, three different schemes for fault detection are proposed: Normal signatures, interleaved signatures, and CRC signatures. The first two are based on parity prediction, while the latter one is based on cyclic error-correcting codes. For CRC, a generator polynomial $g(\alpha)$ is required to implement CRC, which becomes the divisor in a long division of polynomials. The message becomes as the dividend, the quotient is discarded and the result is generated by the remainder. A fixed number of check bits are appended to the data and these check bits are checked when the output is obtained to detect any errors [62].

To perform polynomial basis multiplications over binary extension fields, the hardware architecture is divided into three different modules. These modules are called $\alpha$, sum, and pass-thru modules. The $\alpha$ module multiplies an element of $GF(2^m)$ by $\alpha$ and it reduces the result modulo $F(\alpha)$. The sum module adds two elements in $GF(2^m)$ using $m$ two-input XOR gates. Finally, the pass-thru module multiplies a $GF(2^m)$ element by a $GF(2)$ element.
The merit of the proposed work in this chapter is that it is practical for embedded systems because of its acceptable overhead and high error coverage. Encrypting a test message with a fresh public key and then decrypting it using the private key to compare it with the original message would add high performance overhead which might not be acceptable for constrained usage models.

3.2.1 Normal and Interleaved Signatures

Normal signatures for the $\alpha$ module can be found in [44]. The motivation to this first derivation is to make sure adjacent faults are also detected. For interleaved parity in the $\alpha$ module, assuming that $A$ and $X$ are the input and output, respectively, the following theorem is derived. Without losing generality, let us assume $m$ is odd in this theorem (using minor tweaks, it can be adopted for even $m$).

**Theorem 3.1** Let $p_{Ae} = \sum_{i=0}^{m-1} a_{2i}$ be the even parity for bits of $A$, and $p_{Ao} = \sum_{i=1}^{m-1} a_{2i-1}$ be the odd parity for bits of $A$, where $m$ is assumed to be odd and is used for the dimension of the code subspace, and also $f_i \in GF(2)$ for $i = 0, 1, \ldots, m - 1$. Then, the even and odd predicted parities of $X$, referred to as $\hat{p}_{Xe}$ and $\hat{p}_{Xo}$, respectively, are

$$\hat{p}_{Xe} = a_{m-1} + \sum_{i=1}^{m-2} (a_{2i-1} + a_{m-1} \cdot f_{2i})$$

and

$$\hat{p}_{Xo} = \sum_{i=1}^{m-1} (a_{(2i-1)-1} + a_{m-1} \cdot f_{2i-1}).$$

For the case study of $m=13$, the following concise formulations are obtained: $\hat{p}_{Xe} = p_{Ao}$ and $\hat{p}_{Xo} = p_{Ae} + a_{12}$. 
Proof. Using the below formulations to calculate the $X$ coordinates,

\[
x_i = \begin{cases} 
    a_{i-1} + a_{m-1} \cdot f_i & 1 \leq i \leq m - 1, \\
    a_{m-1} & i = 0,
\end{cases}
\]

the predicted parity $\hat{p}_X$ can be split as

\[
\hat{p}_X = a_{m-1} + \sum_{i=1}^{m-1} (a_{i-1} + a_{m-1} \cdot f_i) = a_{m-1} + \sum_{i=1}^{m-1} (a_{2i-1} + a_{m-1} \cdot f_{2i}) + \\
\sum_{i=1}^{m-1} (a_{(2i-1)-1} + a_{m-1} \cdot f_{2i-1}) = \hat{p}_{Xe} + \hat{p}_{Xo}.
\]

Since the field polynomial used in this architecture is $p(x) = x^{13} + x^4 + x^3 + x + 1$, one obtains $f_{13} = f_4 = f_3 = f_1 = f_0 = 1$. Then, $\hat{p}_{Xe} = a_{12} + a_1 + a_3 + a_{12} + a_5 + a_7 + a_9 + a_{11} = p_{Ao}$ and $\hat{p}_{Xo} = a_0 + a_{12} + a_2 + a_{12} + a_4 + a_6 + a_8 + a_{10} = p_{Ae} + a_{12}$. This completes the proof.

In the sum module, the even and odd predicted parities of output $D$, which is the result of the addition of elements $A$ and $B$ in $GF(2^m)$, are referred to as $\hat{p}_{De}$ and $\hat{p}_{Do}$, respectively, and are derived as $\hat{p}_{De} = p_{Ae} + p_{Be}$ and $\hat{p}_{Do} = p_{Ao} + p_{Bo}$.

Lastly, in the pass-thru module, the parity bits of $A$ are also divided into $p_{Ae}$ and $p_{Ao}$, which are multiplied by an element $b$ of $GF(2)$, resulting in the output $G$. Then, the even and odd predicted parities of $G$, referred to as $\hat{p}_{Ge}$ and $\hat{p}_{Go}$, respectively, are $\hat{p}_{Ge} = b \cdot p_{Ae}$ and $\hat{p}_{Go} = b \cdot p_{Ao}$.

Since for the multiplicative inversion in finite field squaring is used, an architecture which only uses two modules is utilized, i.e., the $\alpha^2$ and the sum modules. In $\alpha^2$ module, an element $A$ is multiplied by $\alpha^2$ to achieve:

\[
A(\alpha) \cdot \alpha^2 = a_{m-1} \cdot \alpha^{m+1} + a_{m-2} \cdot \alpha^{m} + \ldots + a_0 \cdot \alpha^2,
\]

where

\[
\alpha^{m+1} = f_{m-1} \cdot \alpha^m + f_{m-2} \cdot \alpha^{m-1} + \ldots + f_0 \cdot \alpha \mod p(x)
\]
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and

$$\alpha^m = f_{m-1} \cdot \alpha^{m-1} + f_{m-2} \cdot \alpha^{m-2} + \ldots + f_0 \mod p(x),$$

considering the utilized field polynomial. Therefore, the $X$ coordinates can be written as

$$x_i = \begin{cases} 
  a_{m-1} \cdot f_{i-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_i + a_{i-2} & 2 \leq i \leq m - 1, \\
  a_{m-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_1 & i = 1, \\
  a_{m-1} \cdot f_{m-1} + a_{m-2} & i = 0.
\end{cases}$$

In Fig. 3.1, the architecture for the $\alpha^2$ module is shown, where $a_0 - a_{m-1}$ are the coefficients of input $A$, $f_0 - f_{m-1}$ stand for the coefficients of the field polynomial $p(x)$, and $\alpha_0 - \alpha_{m-1}$ are the coefficients of output $X$. Fig. 3.1 shows the formulations derived for $\alpha^2$ module. Two
Theorems are proposed below for deriving the normal and interleaved signatures of the $\alpha^2$ module.

**Theorem 3.2** Let $p_A = \sum_{i=0}^{m-1} a_i$ be the parity for bits of $A$, where $m$ is used for the dimension of the code subspace, and also $f_i \in GF(2)$ for $i = 0, 1, \ldots, m - 1$. Then, the predicted parity of $X$ is

$$
\hat{p}_X = a_{m-1} \cdot f_{m-1} + a_{m-2} + a_{m-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_1 + \sum_{i=2}^{m-1} (a_{m-1} \cdot f_{i-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_i + a_{i-2}).
$$

For the case study of $m=13$, the following concise formulation is obtained: $\hat{p}_X = p_A + a_{11} + a_{12}$.

**Proof.** The field polynomial used in this architecture is $p(x) = x^{13} + x^4 + x^3 + x + 1$. Therefore, $f_{13} = f_4 = f_3 = f_1 = f_0 = 1$. Then, one obtains

$$
\hat{p}_X = a_{11} + a_{12} + a_{11} + a_{12} + a_0 + a_{11} + a_1 + a_{12} + a_{11} + a_2 + a_{12} + a_3 + a_4 + a_5 + a_6 + a_7 + a_8 + a_9 + a_{10} = p_A + a_{11} + a_{12}.
$$

This completes the proof.

**Theorem 3.3** Let $p_{Ae} = \sum_{i=0}^{m-1} a_{2i}$ be the even parity for bits of $A$, and $p_{Ao} = \sum_{i=1}^{m-1} a_{2i-1}$ be the odd parity for bits of $A$, where $m$ is odd and used for the dimension of the code subspace, and also $f_i \in GF(2)$ for $i = 0, 1, \ldots, m - 1$. Then, the even and odd predicted parities of $X$, referred to as $\hat{p}_{Xe}$ and $\hat{p}_{Xo}$, respectively, are

$$
\hat{p}_{Xe} = a_{m-1} \cdot f_{m-1} + a_{m-2} + \sum_{i=1}^{m-1} (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_{2i-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_{2i} + a_{2i-2})
$$

and

$$
\hat{p}_{Xo} = a_{m-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_1 + \sum_{i=1}^{m-3} (a_{m-1} \cdot f_{2i} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_{2i-1} + a_{2i-1}).
$$
For the case study of \( m=13 \), the following concise formulations are obtained:  
\[
\hat{p}_X = p_{Ae} + a_{12}
\]
and  
\[
\hat{p}_X = p_{Ao} + a_{11}.
\]

**Proof.** The predicted parity \( \hat{p}_X \) can be split as  
\[
\hat{p}_X = a_{m-1} \cdot f_{m-1} + a_{m-2} + a_{m-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_1 + \sum_{i=1}^{m-1} (a_{m-1} \cdot f_{2i-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_{2i} + a_{2i-2}) = \hat{p}_X + \hat{p}_X.
\]
Since the field polynomial used in this architecture is  
\[
p(x) = x^{13} + x^4 + x^3 + x + 1,
\]
on one obtains  
\[
f_{13} = f_4 = f_3 = f_1 = f_0 = 1.
\]
Then,  
\[
\hat{p}_X = a_{11} + a_{12} + a_0 + a_{12} + a_{11} + a_2 + a_4 + a_6 + a_8 + a_{10} = p_{Ae} + a_{12}
\]
and  
\[
\hat{p}_X = a_{12} + a_{11} + a_{11} + a_1 + a_{12} + a_3 + a_5 + a_7 + a_9 = p_{ Ao} + a_{11}.
\]
This completes the proof.

In Table 3, a summary of the different normal and interleaved signatures for the \( \alpha \) and \( \alpha^2 \) modules is shown. Additionally, Fig. 3.2 illustrates the architecture of the “H-generator” with the proposed error detection schemes. This architecture allows to perform the multiplication of matrices \( X, Y, \) and \( Z \) to obtain the control matrix \( H \). This “H-generator” can use both normal and interleaved signatures denoted as \( P_1 \) - \( P_4 \) in Fig. 3.2. \( P_2 \) and \( P_4 \) blocks are signatures for finite field multiplication operations, as derived in Theorem 3.1. \( P_1 \) is also for finite field multiplications, after the Horner schemes are applied. \( P_3 \) block performs normal and interleaved parities for finite field multiplications and squarings, derived through Theorem 3.1 for the finite field multiplications, and through Theorem 3.2 and Theorem 3.3 for normal and interleaved signatures of finite field squarings, respectively. Using the derived formulations, one obtains the eventual error indication flag denoted as \( H_{GEN\_Error} \) in Fig. 3.2, which is the union of four error indication flags through the four signatures presented in this figure. Below the “H-generator” in Fig. 3.2, the architectures
Table 3: Normal and interleaved signatures for the $\alpha$ and $\alpha^2$ modules.

<table>
<thead>
<tr>
<th>Module</th>
<th>Case Study</th>
<th>Normal Signatures</th>
<th>Interleaved Signatures</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>General</td>
<td>$\hat{p}<em>X = a</em>{m-1} \cdot \sum_{i=1}^{m-1} f_i + \sum_{i=0}^{m-1} a_i$</td>
<td>$\hat{p}<em>{Xe} = a</em>{m-1} + \sum_{i=1}^{m-1} (a_{2i-1} + a_{m-1} \cdot f_{2i})$, $\hat{p}<em>{Xo} = \sum</em>{i=1}^{m-1} (a_{(2i-1)-1} + a_{m-1} \cdot f_{2i-1})$</td>
</tr>
<tr>
<td>m=13</td>
<td></td>
<td>$\hat{p}<em>X = p_A + a</em>{12}$</td>
<td>$\hat{p}<em>{Xe} = p</em>{Ae} + a_{12}$, $\hat{p}<em>{Xo} = p</em>{Ao} + a_{11}$</td>
</tr>
<tr>
<td>$\alpha^2$</td>
<td>General</td>
<td>$\hat{p}<em>X = a</em>{m-1} \cdot f_{m-1} + a_{m-2} + a_{m-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_1 + \sum_{i=2}^{m-1} (a_{m-1} \cdot f_{1} + a_{i-2}) \cdot \hat{f}<em>i + \sum</em>{i=1}^{m-1} (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_1 + \sum_{i=1}^{m-3} (a_{m-1} \cdot f_{2i+1} + a_{2i-1})$</td>
<td>$\hat{p}<em>{Xe} = a</em>{m-1} \cdot f_{m-1} + a_{m-2} + \sum_{i=1}^{m-1} (a_{m-1} \cdot f_{2i-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_{2i} + a_{2i-2})$, $\hat{p}<em>{Xo} = a</em>{m-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_1 + \sum_{i=1}^{m-2} (a_{m-1} \cdot f_{1} + a_{i-2}) \cdot \hat{f}<em>i + \sum</em>{i=1}^{m-3} (a_{m-1} \cdot f_{2i+1} + a_{2i-1})$</td>
</tr>
<tr>
<td>m=13</td>
<td></td>
<td>$\hat{p}<em>X = p_A + a</em>{11} + a_{12}$</td>
<td>$\hat{p}<em>{Xe} = p</em>{Ae} + a_{12}$, $\hat{p}<em>{Xo} = p</em>{Ao} + a_{11}$</td>
</tr>
</tbody>
</table>

for the $\alpha$ and $\alpha^2$ modules of the normal and interleaved signature blocks are derived as an example. $P_1$, $P_2$, and $P_4$ use only finite field multiplications, while $P_3$ utilizes both finite field multiplications and squarings.

3.2.2 CRC Signatures

The choice of the utilized CRCs can be tailored based on the reliability requirements and the overhead to be tolerated. CRC signatures in the sum and pass-thru modules do not require as much derivations as the ones needed for $\alpha$ and $\alpha^2$ modules. For the sum module, the predicted CRC-1 signature $\hat{p}_x$ is equal to the sum of the parity bits of the input elements $A$ and $B$ in $GF(2^m)$, $\hat{p}_X = p_A + p_B$. Moreover, for the pass-thru module, $\hat{p}_X = b \cdot p_A$, where $b$ is an element in $GF(2)$. For any CRC-X scheme, instead of summing all the parity bits (which is done in CRC-1), it checks $X$ bits at a time in the sum and pass-thru modules. In the following, the NIST field $GF(2^{13})$ is used with CRC-2 and CRC-8; however, the proposed
fault detection schemes are applicable to any field size and CRC signature. Additionally, the
field polynomial used is \( p(x) = x^{13} + x^4 + x^3 + x + 1 \).

1. CRC for \( \alpha \) Module: In the \( \alpha \) module, the multiplication of any element in \( GF(2^{13}) \)
by \( x \) gives
\[
A(x) \cdot x = a_{12} \cdot x^{13} + a_{11} \cdot x^{12} + \ldots + a_1 \cdot x^2 + a_0 \cdot x,
\]
where
\[
x^{13} = f_{12} x^{12} + f_{11} x^{11} + \ldots + f_1 x + f_0 \mod p(x).
\]
For $m=13$ with CRC-2, the generator polynomial used is $g_0(x) = x^2 + x + 1$. To find its signatures, $g_0(x)$ is used as follows,

\[
\begin{align*}
x^2 &\equiv x + 1 \mod g_0(x) \\
x^3 &\equiv 1 \mod g_0(x) \\
x^4 &\equiv x \mod g_0(x) \\
x^5 &\equiv x + 1 \mod g_0(x) \\
x^6 &\equiv 1 \mod g_0(x) \\
x^7 &\equiv x \mod g_0(x) \\
x^8 &\equiv x + 1 \mod g_0(x) \\
x^9 &\equiv 1 \mod g_0(x) \\
x^{10} &\equiv x \mod g_0(x) \\
x^{11} &\equiv x + 1 \mod g_0(x) \\
x^{12} &\equiv 1 \mod g_0(x).
\end{align*}
\]

The irreducible polynomial $p(x) = x^{13} + x^4 + x^3 + x + 1$ is applied to obtain

\[
A(x) \cdot x \equiv a_{12}x^4 + a_{12}x^3 + a_{12}x + a_{12} + a_{11}x^{12} + a_{10}x^{11} + a_9x^{10} + a_8x^9 + a_7x^8 + a_6x^7 + a_5x^6 + a_4x^5 + a_3x^4 + a_2x^3 + a_1x^2 + a_0x \mod p(x).
\]

Then, the generator polynomial $g_0(x)$ is applied to calculate the predicted CRC-2 for $GF(2^{13})$ in the $\alpha$ module ($PCRC_{213}$),

\[
A(x) \cdot x \equiv a_{11} + a_{10}(x + 1) + a_9x + a_8 + a_7(x + 1) + a_6x + a_5 + a_4(x + 1) + a_3x + a_2 + a_1(x + 1) + a_0x \mod g_0(x),
\]

or

\[
PCRC_{213} = (a_{10} + a_9 + a_7 + a_6 + a_4 + a_3 + a_1 + a_0)x + (a_{11} + a_{10} + a_8 + a_7 + a_5 + a_4 + a_2 + a_1).
\]
We rename the coefficients to calculate the actual CRC-2 for $GF(2^{13})$ in the $\alpha$ module $(ACRC_{2}^{2^{13}})$: $a_{11}$ as $\gamma_{12}, \ldots, a_{0}$ as $\gamma_{1}$,

$$A(x) \cdot x \equiv \gamma_{12}x^{12} + \gamma_{11}x^{11} + \gamma_{10}x^{10} + \gamma_{9}x^{9} + \gamma_{8}x^{8} + \gamma_{7}x^{7} + \gamma_{6}x^{6} + \gamma_{5}x^{5} + \gamma_{4}x^{4} + \gamma_{3}x^{3} + \gamma_{2}x^{2} + \gamma_{1}x + \gamma_{0} \mod g_{0}(x),$$

and the generator polynomial is applied as follows

$$A(x) \cdot x \equiv \gamma_{12} + \gamma_{11}(x + 1) + \gamma_{10}x + \gamma_{9} + \gamma_{8}(x + 1) + \gamma_{7}x + \gamma_{6} + \gamma_{5}(x + 1) + \gamma_{4}x + \gamma_{3} + \gamma_{2}(x + 1) + \gamma_{1}x + \gamma_{0} \mod g_{0}(x),$$

or

$$ACRC_{2}^{2^{13}} = (\gamma_{11} + \gamma_{10} + \gamma_{8} + \gamma_{7} + \gamma_{5} + \gamma_{4} + \gamma_{2} + \gamma_{1})x +$$

$$(\gamma_{12} + \gamma_{11} + \gamma_{9} + \gamma_{8} + \gamma_{6} + \gamma_{5} + \gamma_{3} + \gamma_{2} + \gamma_{0}).$$

Fig. 3.3 illustrates how the error detection scheme based on CRC-2 works in the $\alpha$ module.
• For $m=13$ with CRC-8, the generator polynomial used is $g_1(x) = x^8 + x^2 + x + 1$. To find its signatures, $g_1(x)$ is used as follows,

$$x^8 \equiv x^2 + x + 1 \mod g_1(x)$$
$$x^9 \equiv x^3 + x^2 + x \mod g_1(x)$$
$$x^{10} \equiv x^4 + x^3 + x^2 \mod g_1(x)$$
$$x^{11} \equiv x^5 + x^4 + x^3 \mod g_1(x)$$
$$x^{12} \equiv x^6 + x^5 + x^4 \mod g_1(x).$$

The irreducible polynomial $p(x) = x^{13} + x^4 + x^3 + x + 1$ is applied to obtain

$$A(x) \cdot x \equiv a_{12} x^4 + a_{12} x^3 + a_{12} x + a_{12} + a_{11} x^{12} + a_{10} x^{11} + a_{9} x^{10} + a_{8} x^9 + a_7 x^8 + a_6 x^7 + a_5 x^6 + a_4 x^5 + a_3 x^4 + a_2 x^3 + a_1 x^2 + a_0 x \mod p(x).$$

Then, the generator polynomial $g_1(x)$ is applied to calculate the predicted CRC-8 for $GF(2^{13})$ in the $\alpha$ module ($PCRC_{813}$),

$$A(x) \cdot x \equiv a_{12} (x^4 + x^3 + x + 1) + a_{11} (x^6 + x^5 + x^4) + a_{10} (x^5 + x^4 + x^3) + a_9 (x^4 + x^3 + x^2) + a_8 (x^3 + x^2 + x) + a_7 (x^2 + x + 1) + a_6 x^7 + a_5 x^6 + a_4 x^5 + a_3 x^4 + a_2 x^3 + a_1 x^2 + a_0 x \mod g_1(x),$$

or

$$PCRC_{813} = a_6 x^7 + (a_{11} + a_5) x^6 + (a_{11} + a_{10} + a_4) x^5 + (a_{12} + a_{11} + a_{10}) + a_9 + a_3 \cdot x^4 + (a_{12} + a_{10} + a_9 + a_8 + a_2) x^3 + (a_9 + a_8 + a_7 + a_1) x^2 + (a_{12} + a_8 + a_7 + a_0) x + (a_{12} + a_7).$$

We rename the coefficients to calculate the actual CRC-8 for $GF(2^{13})$ in the $\alpha$ module ($ACRC_{813}$): $a_{11}$ as $\gamma_{12}, \ldots, a_0$ as $\gamma_1$,

$$A(x) \cdot x \equiv \gamma_{12} x^{12} + \gamma_{11} x^{11} + \gamma_{10} x^{10} + \gamma_9 x^9 + \gamma_8 x^8 + \gamma_7 x^7 + \gamma_6 x^6 + \gamma_5 x^5 + \gamma_4 x^4 + \gamma_3 x^3 + \gamma_2 x^2 + \gamma_1 x + \gamma_0 \mod g_1(x),$$
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and the generator polynomial is applied as follows

\[ A(x) \cdot x \equiv \gamma_{12}(x^6 + x^5 + x^4) + \gamma_{11}(x^5 + x^4 + x^3) + \gamma_{10}(x^4 + x^3 + x^2) + \\
\gamma_9(x^3 + x^2 + x) + \gamma_8(x_2 + x + 1) + \gamma_7x^7 + \gamma_6x^6 + \gamma_5x^5 + \gamma_4x^4 + \gamma_3x^3 \\
+ \gamma_2x^2 + \gamma_1x + \gamma_0 \mod g_1(x), \]

or

\[ ACRC_{13} = \gamma_7x^7 + (\gamma_{12} + \gamma_6)x^6 + (\gamma_{12} + \gamma_{11} + \gamma_5)x^5 + (\gamma_{12} + \gamma_{11} + \gamma_{10} + \\
\gamma_4)x^4 + (\gamma_{11} + \gamma_{10} + \gamma_9 + \gamma_3)x^3 + (\gamma_{10} + \gamma_9 + \gamma_8 + \gamma_2)x^2 + (\gamma_9 + \gamma_8 + \gamma_1)x \\
+ (\gamma_8 + \gamma_0). \]

Next, for \( \alpha^2 \) module, the NIST field \( GF(2^{13}) \) is used with CRC-2 and CRC-8; however, the proposed fault detection schemes are applicable to any field size and CRC signature.

2. CRC for \( \alpha^2 \) Module: In the \( \alpha^2 \) module, the multiplication of any element in \( GF(2^{13}) \) by \( x \) gives

\[ A(x) \cdot x^2 = a_{12} \cdot x^{14} + a_{11} \cdot x^{13} + ... + a_1 \cdot x^3 + a_0 \cdot x^2, \]

where

\[ x^{14} = f_{12}x^{13} + f_{11}x^{12} + ... + f_1x^2 + f_0x \mod p(x) \]

and

\[ x^{13} = f_{12}x^{12} + f_{11}x^{11} + ... + f_1x + f_0 \mod p(x). \]

- For \( m=13 \) with CRC-2, the irreducible polynomial \( p(x) = x^{13} + x^4 + x^3 + x + 1 \) is applied to obtain

\[ A(x) \cdot x^2 \equiv a_{12}x^5 + a_{12}x^4 + a_{12}x^2 + a_{12}x + a_{11}x^4a_{11}x^3 + a_{11}x + a_{11} + \\
a_{10}x^{12} + a_9x^{11} + a_8x^{10} + a_7x^9 + a_6x^8 + a_5x^7 + a_4x^6 + a_3x^5 + a_2x^4 + \\
a_1x^3 + a_0x^2 \mod p(x). \]
Then, the generator polynomial $g_0(x)$ is applied to calculate the predicted CRC-2 for $GF(2^{13})$ in the $\alpha^2$ module $(PCRC2_{13})$,

$$A(x) \cdot x^2 \equiv a_{10} + a_9(x + 1) + a_8x + a_7 + a_6(x + 1) + a_5x + a_4 + a_3(x + 1) + a_2x + a_1 + a_0(x + 1) \mod g_0(x),$$

or

$$PCRC2_{13} = (a_9 + a_8 + a_6 + a_5 + a_3 + a_2 + a_0)x + (a_{10} + a_9 + a_7 + a_6 + a_4 + a_3 + a_1 + a_0).$$

We rename the coefficients to calculate the actual CRC-2 for $GF(2^{13})$ in the $\alpha^2$ module $(ACRC2_{13})$, obtaining the same formulations as for the $\alpha$ module.

- For $m=13$ with CRC-8, the irreducible polynomial $p(x) = x^{13} + x^4 + x^3 + x + 1$ is applied to obtain

$$A(x) \cdot x^2 \equiv a_{12}x^5 + a_{12}x^4 + a_{12}x^2 + a_{11}x + a_{11}x^4 + a_{11}x^3 + a_{11}x + a_{11} + a_{10}x^{12} + a_9x^{11} + a_8x^{10} + a_7x^9 + a_6x^8 + a_5x^7 + a_4x^6 + a_3x^5 + a_2x^4 + a_1x^3 + a_0x^2 \mod p(x).$$

Then, the generator polynomial $g_1(x)$ is applied to calculate the predicted CRC-8 for $GF(2^{13})$ in the $\alpha^2$ module $(PCRC8_{13})$,

$$A(x) \cdot x^2 \equiv a_{12}(x^5 + x^4 + x^2 + x) + a_{11}(x^4 + x^3 + x + 1) + a_{10}(x^6 + x^5 + x^4) + a_9(x^5 + x^4 + x^3) + a_8(x^4 + x^3 + x^2) + a_7(x^3 + x^2 + x) + a_6(x^2 + x + 1) + a_5x^7 + a_4x^6 + a_3x^5 + a_2x^4 + a_1x^3 + a_0x^2 \mod g_1(x)$$

or

$$PCRC8_{13} = a_5x^7 + (a_{10} + a_4)x^6 + (a_{12} + a_{10} + a_9 + a_3)x^5 + (a_{12} + a_{11} + a_9 + a_8 + a_2)x^4 + (a_{11} + a_9 + a_8 + a_7 + a_1)x^3 + (a_{12} + a_8 + a_7 + a_6 + a_0)x^2 + (a_{12} + a_{11} + a_7 + a_6)x + (a_{11} + a_6).$$
Table 4: Different CRC signatures for the $\alpha$ and $\alpha^2$ modules.

<table>
<thead>
<tr>
<th>Module</th>
<th>CRC</th>
<th>Predicted CRC signatures</th>
<th>Actual CRC signatures</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>CRC-2</td>
<td>$(a_{10} + a_9 + a_7 + a_6 + a_4 + a_3 + a_1 + a_0)x + (a_{11} + a_{10} + a_9 + a_7 + a_6 + a_4 + a_2 + a_1)$</td>
<td>$(\gamma_{11} + \gamma_{10} + \gamma_8 + \gamma_7 + \gamma_5 + \gamma_4 + \gamma_2 + \gamma_1)x + (\gamma_{12} + \gamma_{11} + \gamma_9 + \gamma_8 + \gamma_6 + \gamma_5 + \gamma_3 + \gamma_2 + \gamma_0)$</td>
</tr>
<tr>
<td>$\alpha^2$</td>
<td>CRC-8</td>
<td>$a_6 x^6 + (a_{11} + a_5) x^6 + (a_{11} + a_{10} + a_4) x^5 + (a_{12} + a_{11} + a_{10} + a_9 + a_3) \cdot x^4 + (a_{12} + a_{11} + a_9 + a_8 + a_2) x^3 + (a_9 + a_8 + a_7 + a_1) x^2 + (a_{12} + a_8 + a_7 + a_0) x + (a_{12} + a_7)$</td>
<td>$\gamma_7 x^7 + (\gamma_{12} + \gamma_6) x^6 + (\gamma_{12} + \gamma_{11}) x^5 + (\gamma_{12} + \gamma_{11} + \gamma_{10} + \gamma_9 + \gamma_{10} + \gamma_4) x^4 + (\gamma_{11} + \gamma_{10} + \gamma_9 + \gamma_8 + \gamma_7 + \gamma_{12} + \gamma_{11}) x^3 + (\gamma_{10} + \gamma_9 + \gamma_8 + \gamma_2) x^2 + (\gamma_9 + \gamma_8 + \gamma_1) x + (\gamma_8 + \gamma_0)$</td>
</tr>
<tr>
<td></td>
<td>CRC-2</td>
<td>$(a_9 + a_8 + a_6 + a_5 + a_3 + a_2 + a_0) x + (a_{10} + a_9 + a_7 + a_6 + a_4 + a_3 + a_1 + a_0)$</td>
<td>$(\gamma_{11} + \gamma_{10} + \gamma_8 + \gamma_7 + \gamma_5 + \gamma_4 + \gamma_2 + \gamma_1)x + (\gamma_{12} + \gamma_{11} + \gamma_9 + \gamma_8 + \gamma_6 + \gamma_5 + \gamma_3 + \gamma_2 + \gamma_0)$</td>
</tr>
<tr>
<td></td>
<td>CRC-8</td>
<td>$a_5 x^6 + (a_{10} + a_4) x^6 + (a_{12} + a_{10} + a_9 + a_3) x^5 + (a_{12} + a_{11} + a_{10} + a_9 + a_8 + a_2) x^4 + (a_{11} + a_9 + a_8 + a_7 + a_1) x^3 + (a_{12} + a_8 + a_7 + a_6 + a_0) x^2 + (a_{12} + a_7 + a_6 + a_0) x + (a_{11} + a_7 + a_6)$</td>
<td>$\gamma_7 x^7 + (\gamma_{12} + \gamma_6) x^6 + (\gamma_{12} + \gamma_{11} + \gamma_5 + \gamma_4 + \gamma_2 + \gamma_1)x + (\gamma_{12} + \gamma_{11} + \gamma_{10} + \gamma_9 + \gamma_{10} + \gamma_4) x^4 + (\gamma_{11} + \gamma_{10} + \gamma_9 + \gamma_3) x^3 + (\gamma_{10} + \gamma_9 + \gamma_8 + \gamma_2) x^2 + (\gamma_9 + \gamma_8 + \gamma_1) x + (\gamma_8 + \gamma_0)$</td>
</tr>
</tbody>
</table>

We rename the coefficients to calculate the actual CRC-8 for $GF(2^{13})$ in the $\alpha^2$ module ($ACRC_{8_{13}}$), obtaining the same formulations as for the $\alpha$ module.

In Table 4, the different CRC signatures proposed in this work for the $\alpha$ and $\alpha^2$ modules are shown.

### 3.3 Error Coverage and FPGA Implementations

As mentioned earlier, finite field multiplications use three different modules ($\alpha$, $sum$, and $pass-thru$ modules), squarings use two modules ($\alpha^2$ and $sum$ modules), and XOR operations use only the sum module. Since $m=13$, for bit-parallel structures using normal signatures, 12 $\alpha$, 12 $sum$, and 13 $pass-thru$ modules are needed in each finite field multiplication; 12 $\alpha^2$,
Table 5: Steps to perform the inverse of $A \in GF(2^{13})$ using addition chain.

<table>
<thead>
<tr>
<th>Step</th>
<th>$\beta_V(x)$</th>
<th>$\beta_{V+U}(x)$</th>
<th>Exponentiation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\beta_1(x)$</td>
<td>-</td>
<td>$A$</td>
</tr>
<tr>
<td>2</td>
<td>$\beta_2(x)$</td>
<td>$\beta_{1+1}(x)$</td>
<td>$(\beta_1)^2 \beta_1 = A^{2^1-1}$</td>
</tr>
<tr>
<td>3</td>
<td>$\beta_3(x)$</td>
<td>$\beta_{2+1}(x)$</td>
<td>$(\beta_2)^2 \beta_1 = A^{2^2-1}$</td>
</tr>
<tr>
<td>4</td>
<td>$\beta_6(x)$</td>
<td>$\beta_{3+3}(x)$</td>
<td>$(\beta_3)^2 \beta_3 = A^{2^3-1}$</td>
</tr>
<tr>
<td>4</td>
<td>$\beta_{12}(x)$</td>
<td>$\beta_{6+6}(x)$</td>
<td>$(\beta_6)^2 \beta_6 = A^{2^{12}-1}$</td>
</tr>
</tbody>
</table>

and 12 sum modules in finite field squaring; and 12 sum modules in finite field addition. For normal signatures, the number of signatures used by each $P_i, 1 \leq i \leq 4$, block is calculated as follows:

1. For deriving the matrix multiplication $XY$, a $128 \times 128$ matrix $X$ is created. Then, Horner implementation is applied to perform effective polynomial evaluations. For each column of $XY$ (which is a $128 \times 8,192$ matrix), 127 finite field multiplications and 127 XOR operations are used. Therefore, for the Horner block, $8,192 \cdot 127 \cdot (12 + 12 + 13)$ signatures for multiplications and $8,192 \cdot 127 \cdot 12$ signatures for XOR operations are needed, which makes a total of more than $5 \cdot 10^7$ signatures.

2. For deriving $Z$, first, the Mult.(1) block in Fig. 3.2 performs $8,192$ multiplications and $8,192$ XOR operations. Therefore, $8,192 \cdot (12 + 12 + 13)$ signatures for multiplications, and $8,192 \cdot 127 \cdot 12$ signatures for XOR operations are needed, which makes a total of more than $10^7$ signatures.

3. Next, for the inverse block, $8,192$ inversions are needed. The addition chain $C$ obtained is $C = \{1, 2, 3, 6, 12\}$. The computational steps to calculate the inverse of $A \in GF(2^{13})$ using such addition chain are illustrated in Table 5, where $V_i$ are the integers in the addition chain, $V_j = V_{i-1}$, and $U_k = V_i - V_j$. As it is shown in Table 5, 4 finite field multiplications and 12 finite field squaring are required. Each multiplication in $GF(2^{13})$ uses 12 sum modules, 12 $\alpha$ modules, and 13 pass-thru modules; on the other hand, each squaring in $GF(2^{13})$ uses 12 sum modules and 12 $\alpha^2$ modules. Therefore, the total number of operations and signatures is $8,192 \cdot (4 \cdot (12 + 12 + 13) + 12 \cdot (12 + 12))$ or close to $3.6 \cdot 10^6$. 
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Table 6: Implementation results on Xilinx FPGA family Kintex-7 for device xc7k70tfbv676-1.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Area (occupied slices)</th>
<th>Delay (ns)</th>
<th>Power (mW) @50 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horner block</td>
<td>2976</td>
<td>28.267</td>
<td>0.144</td>
</tr>
<tr>
<td>Horner Normal Sign.</td>
<td>3138 (5.44%)</td>
<td>28.541 (Neg.)</td>
<td>0.147 (Neg.)</td>
</tr>
<tr>
<td>Horner Inter. Sign.</td>
<td>3402 (14.31%)</td>
<td>29.410 (Neg.)</td>
<td>0.157 (9.03%)</td>
</tr>
<tr>
<td>Horner CRC-2 Sign.</td>
<td>3285 (10.38%)</td>
<td>28.850 (Neg.)</td>
<td>0.154 (6.94%)</td>
</tr>
<tr>
<td>Horner CRC-8 Sign.</td>
<td>3572 (20.03%)</td>
<td>29.803 (5.43%)</td>
<td>0.158 (9.72%)</td>
</tr>
<tr>
<td>Inversion block</td>
<td>783</td>
<td>28.820</td>
<td>0.101</td>
</tr>
<tr>
<td>Inversion Normal Sign.</td>
<td>976 (24.65%)</td>
<td>29.013 (Neg.)</td>
<td>0.108 (6.93%)</td>
</tr>
<tr>
<td>Inversion Inter. Sign.</td>
<td>1083 (38.31%)</td>
<td>28.995 (Neg.)</td>
<td>0.110 (8.91%)</td>
</tr>
<tr>
<td>Inversion CRC-2 Sign.</td>
<td>1121 (43.17%)</td>
<td>28.720 (Neg.)</td>
<td>0.112 (10.89%)</td>
</tr>
<tr>
<td>Inversion CRC-8 Sign.</td>
<td>1166 (48.91%)</td>
<td>31.124 (7.99%)</td>
<td>0.113 (11.88%)</td>
</tr>
</tbody>
</table>

4. Lastly, to obtain \( XYZ \), a total of \( 8 \cdot 192 \cdot 128 \) multiplications are performed. Therefore, for the Mult.(2) block in Fig. 3.2, \( 8 \cdot 192 \cdot 128 \cdot (12 + 12 + 13) \) signatures for multiplications are needed, which makes a total of approximately \( 3 \cdot 10^7 \) signatures.

5. After generating the control matrix \( H \), other operations are performed. The control matrix is permuted by multiplying it with a random permutation matrix \( P \). The signatures can be integrated into the \( \hat{H} \) generator since it performs close to \( 8.6 \cdot 10^9 \) multiplications \( (8, 192 \cdot 8, 192 \cdot 128) \) and also close to \( 8.6 \cdot 10^9 \) additions \( (8, 192 \cdot 8, 192 \cdot 128) \) of 13 bit-vectors. The key generation also uses the Gauss Systemizer block, which performs row permutation and XOR addition of two rows. Permutation in this case can be accomplished by rewiring, not modifying the signatures. Lastly, in the XOR addition of two rows, the signatures described here are added, since it performs XOR addition between vectors of 13 bits.

To calculate the error coverage percentage of the proposed signatures, the following formula

\[
100 \cdot (1 - \left(\frac{1}{2}\right)^{\#\text{sign}})\% \quad \text{is used, where the number of signatures is denoted as } \#\text{sign}.
\]

Therefore, the high error coverage percentage with the proposed normal signatures is approximately \( 100 \cdot \left(1 - \left(\frac{1}{2}\right)^{10^8}\right)\% \), the error coverage percentage with the proposed interleaved and CRC-2 signatures is \( 100 \cdot \left(1 - \left(\frac{1}{2}\right)^{2 \cdot 10^8}\right)\% \), and the error coverage percentage with the proposed CRC-8 signatures is \( 100 \cdot \left(1 - \left(\frac{1}{2}\right)^{8 \cdot 10^8}\right)\% \). Furthermore, for local faults, one will only
take into account the signatures needed for one of the four blocks in the proposed scheme depicted in Fig. 3.2. As an example, if the faults are confined to the inversion block, the error coverage is \(100 \cdot (1 - \left(\frac{1}{2}\right)^{3.6 \cdot 10^6})\)% for normal signatures, \(100 \cdot (1 - \left(\frac{1}{2}\right)^{7.2 \cdot 10^6})\)% for interleaved and CRC-2 signatures, and \(100 \cdot (1 - \left(\frac{1}{2}\right)^{2.9 \cdot 10^7})\)% for CRC-8 signatures. In Table 6, the overhead of the error detection architectures in terms of area (occupied slices), delay, and power (at the frequency of 50 MHz) for Horner and inversion blocks is presented. The different architectures have been implemented on Xilinx FPGA family Kintex-7. However, the target platform does not necessarily affect the results because of platform-obliviousness of the schemes. As shown in Table 6, when larger signatures are applied to the original architectures, with higher error coverage, they end up having higher overhead in terms of area and power. In terms of delay, the overheads difference is minimal and it varies according to the gates used in each architecture. Additionally, it can be seen that the bigger the entire architecture is, the less overhead is obtained. The inversion block performs less operations than the Horner block, which makes the overall overheads larger. Interleaved and CRC-2 signatures are very similar since both have the same number of error flags, while CRC-8 is the most expensive error detection scheme. This is expected since CRC signatures perform more operations ending up having higher error coverage, as seen in the assessments. The proposed schemes in this chapter have combined area and delay overheads of less than 49% (worst-case scenario for the inversion block with CRC-8 signatures) and more than 5% (best-case scenario for the Horner block with normal signatures). The choice of the utilized signatures can be tailored based on the reliability requirements and the overhead to be tolerated. The overhead achieved is acceptable taking into account the very high error coverage of close to 100%.
Chapter 4: CRC-Oriented Error Detection Schemes Assessed on FPGA for the Niederreiter Key Generator

4.1 Niederreiter Cryptosystem

The Niederreiter cryptosystem is a variant of code-based cryptography, similar to the McEliece cryptosystem. At first, the Niederreiter cryptosystem used Reed-Salomon codes, but it has been proven that the Niederreiter cryptosystem is more secure using binary Goppa codes than Reed-Salomon codes, since the latter can be broken [63]. Researchers have developed other variants of the Niederreiter cryptosystem by using different codes other than binary Goppa codes such as quasi-cyclic codes and quasi-dyadic codes. The aim has been to lower the key size. While it is shown that other variants of the Niederreiter cryptosystem do not show particular weaknesses [64], [65], [66], it has been shown that the Niederreiter cryptosystem using binary Goppa codes is more secure against fault injection attacks than its variants [67]. Moreover, the size of the parameters is a high determining factor in the security of the cryptosystem. In this work, the chosen sizes for its binary field $m$ are $11 \leq m \leq 14$. This is one of the merits of this work, not getting confined to one field size. The security parameters submitted to NIST in late 2017 [8] were for $m=13$. However, there exist prominent other works with different security parameters based on security necessities and system constraints [30], [59], [68], [69]. Therefore, the work in this chapter provides flexibility and tunable security by covering such works as well.

There has been previous work on countering fault attacks and providing reliability for PQC [40], [55], [70], and [71]. The authors in [40] and [55] perform fault detection for stateless hash-based PQC signatures; in [70], the authors use error detection schemes of number-theoretic transform; and the authors in [71] investigate several countermeasures
based on error detection checksum codes, and spatial/temporal redundancies for the NTRU encryption algorithm. Even though Niederreiter is based on error-correcting codes, it has been previously shown that it is vulnerable to fault injection attacks in the key generation process [67]. Redundancy is used in hardware implementations to achieve error control and reliability increase at the expense of area, delay, or product. These redundancy schemes can be classified into four different categories: Hardware, time, hybrid, and information redundancy. Hardware redundancy duplicates the function and compares both outputs, highly increasing the overhead. Time redundancy computes the function twice and compares both results, obtaining a significant delay overhead on the system. Hybrid redundancy performs the inverse of one part of the function, or the inverse of the whole function, which can suffer from more than 100% throughput. Lastly, information redundancy adds some check bits along the function and it validates when the result is obtained, producing some area overhead depending on the system implemented.

The Niederreiter cryptosystem consists of three operations: key generation, encryption, and decryption. The work performed in this chapter focuses on the key generation, which is the most expensive operation in the Niederreiter cryptosystem. In this process, a public key needed for the encryption of the message and a private key needed to decrypt the message are created. There are four important parameters, which can highly affect how secure the cryptosystem is: $m$, which is the extension field dimension; $t$, which is the number of correctable errors; the code length $n$; and the dimension $k$.

To create the private and public keys, $n$ elements in $GF(2^m)$ are chosen randomly, i.e., $\alpha_0, \alpha_1, ..., \alpha_{n-1}$. Next, a monic irreducible polynomial in the form $g(\alpha) = \alpha^t + g_{t-1}\alpha^{t-1} + ... + g_1\alpha + g_0$, with degree $t$ is created. A parity check matrix $H$ is then computed with the following form:
\[ H = \begin{bmatrix}
\frac{1}{g(\alpha_0)} & \frac{1}{g(\alpha_1)} & \cdots & \frac{1}{g(\alpha_{n-1})} \\
\frac{\alpha_0}{g(\alpha_0)} & \frac{\alpha_1}{g(\alpha_1)} & \cdots & \frac{\alpha_{n-1}}{g(\alpha_{n-1})} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\alpha_{t-1}}{g(\alpha_0)} & \frac{\alpha_{t-1}}{g(\alpha_1)} & \cdots & \frac{\alpha_{t-1}}{g(\alpha_{n-1})}
\end{bmatrix}. \]

Computing \( H \) is a costly process since it performs addition, multiplication, and inversion in \( GF(2^m) \). In this chapter, the inversion is derived with squaring and multiplications by employing the polynomial variant of FLT to obtain a better performance. To get the binary parity check matrix, each element of the matrix \( H \) is replaced with a column of \( m \) bits. Lastly, the key generator transforms the modified \( mt \times n \) \( H \) matrix to its systematic form \([\Pi_{mt}|K]\), and returns the public key \( K \) and the private key \((g(x), (\alpha_0, \alpha_1, ..., \alpha_{n-1}))\).

In the process of encryption, the sender encodes the message as an error vector \( e \) of length \( n \) and weight at most \( t \) and computes the ciphertext by multiplying the public parity matrix \( H \). Such operation produces a specific syndrome which is sent to the receiver as the ciphertext \( c \). When the receiver obtains such ciphertext, the original plaintext is recovered by using the private key \((g(x), (\alpha_0, \alpha_1, ..., \alpha_{n-1}))\). The decryption process takes polynomial time by using an efficient syndrome decoding algorithm of the binary Goppa code. Since this chapter focuses mainly on the key generation, readers interested in other aspects of the Niederreiter cryptosystem can refer to [72].

### 4.2 Proposed Fault Detection Schemes

Fault analysis attacks are those which intend to recover the private key by comparing the correct output with the faulty one. The proposed detection architectures are especially important against fault injection when the private key is re-computed from a seed before each decryption operation, allowing the attacker to target the generation of the same private key repeatedly.
In this chapter, different fault detection schemes based on normal and interleaved signatures, CRC-3, and CRC-4 are proposed. These schemes aim to detect transient and permanent internal faults on the key generator. In fault attacks (intentional, malicious fault injections), preferably, single-bit faults using the stuck-at model are injected. By repeatedly comparing the erroneous and error-free outputs, the last sub-key is derived, and eventually, the secret key is compromised (noting the technological constraints, an attacker may not be able to inject a single stuck-at fault; therefore, multiple bits might be flipped). The stuck-at fault model (both single and multiple) is able to model both natural and malicious faults and thus is utilized throughout this chapter to achieve this twofold goal of the proposed schemes [73]. This is one of the reasons that adjacent stuck-at faults need to be considered in fault models as well. Such fault models consider both malicious faults and also natural faults based on stuck-at faults considered in this chapter. Normal parity detects 1-bit errors, which is useful when 1-bit or an odd number of bits are affected. Interleaved parity is used for 2-bit error detection, and it is proposed when faults are adjacent since it divides the predicted parities into an odd-term and an even-term part. Lastly, the CRCs proposed in this chapter (CRC-3 and CRC-4) allow multiple error detections by detecting 3-bit and 4-bit errors. To implement CRC, a generator polynomial $g_p(\beta)$ is required and a fixed number of check bits are appended to the data to detect any errors [62]. In the error schemes proposed in this chapter, the formulations for predicted CRC signatures are compared via XOR gates with the actual CRC.
The main operations within the key generator of the Niederreiter cryptosystem are \( GF(2^m) \) addition, \( GF(2^m) \) multiplication, and \( GF(2^m) \) inversion. The proposed error detection architectures can be embedded in the original blocks of the key generator. The security parameters used are shown in Table 7, where it can be seen how \( m \) varies from 12 to 14 bits, which appears in [69], [59], [30], and [68], respectively. Moreover, the set for \( m=13 \) corresponds to the Classic McEliece NIST submission [8].

4.2.1 \( GF(2^m) \) Addition and \( GF(2^m) \) Multiplication

To perform \( GF(2^m) \) addition, the sum module described in [44] is used. \( GF(2^m) \) multiplication is done in three different modules: sum, \( \alpha \), and pass-thru modules. The sum module adds two elements in \( GF(2^m) \) using \( m \) two-input XOR gates; the \( \alpha \) module multiplies an element of \( GF(2^m) \) by \( \alpha \) and it reduces the result modulo \( F(\alpha) \); and the pass-thru module multiplies a \( GF(2^m) \) element by a \( GF(2) \) element.

In multiplication using polynomial basis, the inputs \( A \) and \( B \) are elements of \( GF(2^m) \) in the form of

\[
A = \sum_{i=0}^{m-1} a_i \alpha^i, \quad a_i \in \{0, 1\}
\]

and

\[
B = \sum_{i=0}^{m-1} b_i \alpha^i, \quad b_i \in \{0, 1\},
\]

where \( \alpha^i \) and \( b^i \) are the coordinates of each input. The multiplication of these two elements can be represented as:

\[
A \cdot B = A \cdot \sum_{i=0}^{m-1} b_i \alpha^i = \sum_{i=0}^{m-1} b_i (A \alpha^i).
\]

This, in turn, obtains the output \( C \) as follows:

\[
C = A \cdot B \mod F(\alpha) = \sum_{i=0}^{m-1} b_i X^{(i)},
\]
where
\[
X(i) = \alpha \cdot X(i-1) \mod F(\alpha), \quad 1 \leq i \leq m - 1
\]
\[
X(0) = A.
\]

1. Normal Signature: For the sum and pass-thru modules, the predicted parities of the output \(\hat{p}_x\) are calculated with the same formulations for all \(m\)'s. For the sum module, \(\hat{p}_x\) is equal to the \textit{sum} of the parity bits of the input elements \(A\) and \(B\) in \(GF(2^m)\), \(\hat{p}_X = p_A + p_B\). Moreover, for the pass-thru module, \(\hat{p}_X = b \cdot p_A\), where \(b\) is an element in \(GF(2)\). Lastly, for the \(\alpha\) module, \(\hat{p}_X = p_A + a_{m-1}\).

2: Interleaved Signature: To find the predicted parities of the output \(X\), the parity bits of \(A\) and \(B\) are divided into even parity bits, \(\hat{p}_{Ae}\) and \(\hat{p}_{Be}\), and odd parity bits, \(\hat{p}_{Ao}\) and \(\hat{p}_{Bo}\). For the sum module, \(\hat{p}_{Xe} = p_{Ae} + p_{Be}\) and \(\hat{p}_{Xo} = p_{Ao} + p_{Bo}\) for all \(m\)'s. Furthermore, for the pass-thru module, \(\hat{p}_{Xe} = b \cdot p_{Ae}\) and \(\hat{p}_{Xo} = b \cdot p_{Ao}\) for all \(m\)'s.

The multiplication of any element in \(GF(2^m)\) by \(\alpha\) gives
\[
A(\alpha) \cdot \alpha = a_{m-1} \alpha^m + a_{m-2} \alpha^{m-1} + \ldots + a_0 \alpha.
\]

In the \(\alpha\) module, if \(m\) is odd then the parity bits of element \(A\) are divided into \(p_{Ae} = \sum_{i=0}^{m-1} a_{2i}\) and \(p_{Ao} = \sum_{i=1}^{m-1} a_{2i-1}\), obtaining:
\[
\hat{p}_{Xe} = a_{m-1} + \sum_{i=1}^{\frac{m-1}{2}} \left( a_{2i-1} + a_{m-1} \cdot f_{2i} \right)
\]
and
\[
\hat{p}_{Xo} = \sum_{i=1}^{\frac{m-1}{2}} \left( a_{(2i-1)-1} + a_{m-1} \cdot f_{2i-1} \right).
\]
Moreover, if \(m\) is even then the parity bits of element \(A\) are divided into \(p_{Ae} = \sum_{i=0}^{m-2} a_{2i}\) and \(p_{Ao} = \sum_{i=1}^{m} a_{2i-1}\), obtaining:
\[
\hat{p}_{Xe} = a_{m-1} + \sum_{i=1}^{\frac{m-2}{2}} \left( a_{2i-1} + a_{m-1} \cdot f_{2i} \right)
\]
Table 8: Predicted interleaved parities for different \( m \)'s in the \( \alpha \) module.

<table>
<thead>
<tr>
<th>( m )</th>
<th>Predicted Even Parity</th>
<th>Predicted Odd Parity</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>( p_{Ao} )</td>
<td>( p_{Ae} + a_{10} )</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>( p_{Ae} + a_{11} )</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>( p_{Ae} + a_{12} )</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>( p_{Ae} + a_{13} )</td>
</tr>
</tbody>
</table>

and

\[
\hat{p}_{Xo} = \sum_{i=1}^{m} (a_{(2i-1)-1} + a_{m-1} \cdot f_{2i-1}).
\]

In Table 8, the predicted interleaved parities for the different \( m \)'s in the \( \alpha \) module are presented. The derivations and proofs of these are not presented for the sake of brevity.

3. Cyclic Redundancy Check: For the sum and pass-thru modules, it follows the same approach as the parity checks. However, instead of 1-bit or 2-bit checks as shown previously for the normal and interleaved signatures, respectively; it checks 3 bits and 4 bits at a time for CRC-3 and CRC-4, respectively. For the \( \alpha \) module, \( g_{p1}(\beta) = \beta^3 + \beta + 1 \) is used as the generator polynomial for CRC-3, and \( g_{p2}(\beta) = \beta^4 + \beta + 1 \) is used as the generator polynomial for CRC-4. To find the different signatures for each \( m \), the fixed polynomials \( g_{p1}(\beta) \) and \( g_{p2}(\beta) \) are used, respectively.

   According to \( g_{p1}(\beta) \):

\[
\beta^3 \equiv \beta + 1 \mod g_{p1}(\beta)
\]
\[
\beta^4 \equiv \beta^2 + \beta \mod g_{p1}(\beta)
\]
\[
\beta^5 \equiv \beta^3 + \beta^2 \equiv \beta^2 + \beta + 1 \mod g_{p1}(\beta)
\]
\[
\vdots
\]
\[
\beta^{13} \equiv \beta^3 + \beta^2 + \beta \equiv \beta^2 + 1 \mod g_{p1}(\beta).
\]

According to \( g_{p2}(\beta) \):
Table 9: Different CRC signatures for $\alpha$ module when $m=11$ and $m=12$.

<table>
<thead>
<tr>
<th>m</th>
<th>CRC</th>
<th>Predicted CRC Signature</th>
<th>Actual CRC Signatures</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>3</td>
<td>$(a_{10} + a_8 + a_5 + a_4 + a_3 + a_1)\alpha^2$  + $(a_9 + a_7 + a_4 + a_3 + a_2 + a_0)\alpha$  + $(a_{10} + a_9 + a_6 + a_5 + a_4 + a_2)$</td>
<td>$(\gamma_9 + \gamma_6 + \gamma_5 + \gamma_4 + \gamma_2)\alpha^2$  + $(\gamma_{10} + \gamma_8 + \gamma_5 + \gamma_4 + \gamma_3$  + $\gamma_1)\alpha + (\gamma_{10} + \gamma_7 + \gamma_6$  + $\gamma_5 + \gamma_3 + \gamma_0)$</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>$(a_8 + a_6 + a_5 + a_2)\alpha^3$  + $(a_{10} + a_9$  + $a_7 + a_5 + a_4 + a_1)\alpha^2$  + $(a_9 + a_8$  + $a_6 + a_3 + a_0)\alpha$  + $(a_{10} + a_9 + a_7 + a_6 + a_3)$</td>
<td>$(\gamma_9 + \gamma_7 + \gamma_6 + \gamma_3)\alpha^3$  + $(\gamma_{10} + \gamma_8 + \gamma_5 + \gamma_2)$  + $\gamma_4^2 + (\gamma_{10} + \gamma_9 + \gamma_7 + \gamma_5 + \gamma_4 + \gamma_0)$</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>$(a_{10} + a_8 + a_5 + a_4 + a_3 + a_1)\alpha^2$  + $(a_{10} + a_9 + a_7 + a_4 + a_3 + a_2$  + $a_9)\alpha + (a_9 + a_6 + a_5 + a_4 + a_2)$</td>
<td>$(\gamma_{11} + \gamma_9 + \gamma_6 + \gamma_5 + \gamma_4$  + $\gamma_2)\alpha^2 + (\gamma_{11} + \gamma_{10} + \gamma_8$  + $\gamma_7 + \gamma_6 + \gamma_5 + \gamma_3 + \gamma_0)$</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>$(a_{11} + a_{10} + a_8 + a_6 + a_5 + a_2)\alpha^3$  + $(a_{11} + a_{10} + a_9 + a_7 + a_5 + a_4 + a_1)\alpha^2$  + $(a_{10} + a_9 + a_8 + a_6 + a_4 + a_3 + a_0)\alpha + (a_9 + a_7 + a_6 + a_3)$</td>
<td>$(\gamma_{11} + \gamma_9 + \gamma_7 + \gamma_6 + \gamma_3)\alpha^3$  + $(\gamma_{11} + \gamma_{10} + \gamma_8 + \gamma_6 + \gamma_5$  + $\gamma_2)\alpha^2 + (\gamma_{11} + \gamma_{10} + \gamma_9 + \gamma_7 + \gamma_5 + \gamma_4 + \gamma_0)$</td>
</tr>
</tbody>
</table>

$\beta^4 \equiv \beta + 1 \mod g_{p_2}(\beta)$

$\beta^5 \equiv \beta^2 + \beta \mod g_{p_2}(\beta)$

$\beta^6 \equiv \beta^3 + \beta^2 \mod g_{p_2}(\beta)$

$\vdots$

$\beta^{13} \equiv \beta^4 + \beta^3 + \beta^2 + \beta \equiv \beta^3 + \beta^2 + 1 \mod g_{p_2}(\beta)$.

Applying these generator polynomials, the CRC-3 and CRC-4 signatures are obtained for the different $m$’s as shown in Table 9 and Table 10. To clarify this process, the case for $m=11$ is explained below.

If $m=11$, \[ A(\alpha) \cdot \alpha = a_{10} \alpha^{11} + a_9 \alpha^{10} + ... + a_1 \alpha^2 + a_0 \alpha. \]

Then, applying the irreducible polynomial $p(\alpha) = \alpha^{11} + \alpha^2 + 1$, one obtains...
Table 10: Different CRC signatures for α module when \( m=13 \) and \( m=14 \).

<table>
<thead>
<tr>
<th>m</th>
<th>CRC</th>
<th>Predicted CRC Signature</th>
<th>Actual CRC Signatures</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>3</td>
<td>((a_{12} + a_{11} + a_{10} + a_8 + a_5 + a_4 + a_3 + a_1)\alpha^2 + (a_{12} + a_{11} + a_{10})\alpha + a_9 + a_7 + a_4 + a_3 + a_2 + a_0)α + ((a_{11} + a_9 + a_6 + a_5 + a_4 + a_2))</td>
<td>((\gamma_{12} + \gamma_{11} + \gamma_{9} + \gamma_{6} + \gamma_{5} + \gamma_{4} + \gamma_{3})\alpha^2 + (\gamma_{12} + \gamma_{11} + \gamma_{10} + \gamma_{7} + \gamma_{6} + \gamma_{5} + \gamma_{3} + \gamma_{0}))</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>((a_{12} + a_{11} + a_{10} + a_8 + a_6 + a_5 + a_4 + a_3 + a_1)\alpha^3 + (a_{11} + a_{10} + a_9 + a_7 + a_6 + a_5 + a_4 + a_3 + a_2 + a_0)\alpha + a_9 + a_8 + a_6 + a_5 + a_4 + a_3 + a_2 + a_0)α + ((a_{11} + a_9 + a_7 + a_6 + a_5 + a_4 + a_3))</td>
<td>((\gamma_{12} + \gamma_{11} + \gamma_{9} + \gamma_{7} + \gamma_{6} + \gamma_{3} + \gamma_{1})\alpha^3 + (\gamma_{12} + \gamma_{11} + \gamma_{10} + \gamma_{9} + \gamma_{7} + \gamma_{6} + \gamma_{5} + \gamma_{3} + \gamma_{0}))</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>((a_{13} + a_{12} + a_{11} + a_{10} + a_8 + a_5 + a_4 + a_3 + a_2 + a_1)\alpha^2 + (a_{11} + a_{10} + a_9 + a_7 + a_6 + a_5 + a_4 + a_3 + a_2 + a_1)\alpha + a_9 + a_8 + a_6 + a_5 + a_4 + a_3 + a_2 + a_1)α + ((a_{12} + a_{11} + a_9 + a_7 + a_6 + a_5 + a_4 + a_3 + a_2 + a_1))</td>
<td>((\gamma_{13} + \gamma_{12} + \gamma_{11} + \gamma_{9} + \gamma_{7} + \gamma_{6} + \gamma_{3} + \gamma_{1})\alpha^3 + (\gamma_{13} + \gamma_{12} + \gamma_{11} + \gamma_{9} + \gamma_{7} + \gamma_{6} + \gamma_{5} + \gamma_{3} + \gamma_{0}))</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>((a_{13} + a_{12} + a_{11} + a_{10} + a_8 + a_5 + a_4 + a_3 + a_2 + a_1)\alpha^3 + (a_{12} + a_{11} + a_{10} + a_9 + a_7 + a_6 + a_5 + a_4 + a_3 + a_2 + a_1)\alpha + a_9 + a_8 + a_6 + a_5 + a_4 + a_3 + a_2 + a_1)α + ((a_{12} + a_{11} + a_9 + a_7 + a_6 + a_5 + a_4 + a_3 + a_2 + a_1))</td>
<td>((\gamma_{13} + \gamma_{12} + \gamma_{11} + \gamma_{9} + \gamma_{7} + \gamma_{6} + \gamma_{3} + \gamma_{1})\alpha^3 + (\gamma_{13} + \gamma_{12} + \gamma_{11} + \gamma_{9} + \gamma_{7} + \gamma_{6} + \gamma_{5} + \gamma_{3} + \gamma_{0}))</td>
</tr>
</tbody>
</table>

\[
A(\alpha) \cdot \alpha \equiv a_{10}\alpha^2 + a_{10} + a_9\alpha^{10} + a_8\alpha^9 + a_7\alpha^8 + a_6\alpha^7 + a_5\alpha^6 + a_4\alpha^5 + a_3\alpha^4 + a_2\alpha^3 + a_1\alpha^2 + a_0\alpha \mod p(\alpha).
\]

To calculate the predicted CRC-3 for \( m=11 \) in the α module \((PCRC3_{11})\), the generator polynomial is applied as follows

\[
A(\alpha) \cdot \alpha \equiv a_{10}\alpha^2 + a_{10} + a_9(\alpha + 1) + a_8\alpha^2 + a_7\alpha + a_6 + a_5(\alpha^2 + 1) + a_4(\alpha^2 + \alpha + 1) + a_3(\alpha^2 + \alpha) + a_2(\alpha + 1) + a_1\alpha^2 + a_0\alpha \mod q_1(\alpha)
\]
or

\[ PCRC3_{11} = (a_{10} + a_8 + a_5 + a_4 + a_3 + a_1)\alpha^2 + (a_9 + a_7 + a_4 + a_3 + a_2 + a_0) \]
\[ \cdot \alpha + (a_{10} + a_9 + a_6 + a_5 + a_4 + a_2). \]

Lastly, to calculate the actual CRC-3 for \( m=11 \) in the \( \alpha \) module (ACRC3\(_{11}\)), the coefficients are renamed: \( a_9 \) as \( \gamma_1 \), \( a_{10} + a_1 \) as \( \gamma_2 \), \( a_0 \) as \( \gamma_3 \), and \( a_{10} \) as \( \gamma_0 \).

\[
A(\alpha) \cdot \alpha = \gamma_{10}\alpha^{10} + \gamma_9\alpha^9 + \gamma_8\alpha^8 + \gamma_7\alpha^7 + \gamma_6\alpha^6
\]
\[ + \gamma_5\alpha^5 + \gamma_4\alpha^4 + \gamma_3\alpha^3 + \gamma_2\alpha^2 + \gamma_1\alpha^1 + \gamma_0, \]

and the generator polynomial is applied as follows,

\[
A(\alpha) \cdot \alpha = \gamma_{10}(\alpha + 1) + \gamma_9\alpha^2 + \gamma_8\alpha^1 + \gamma_7 + \gamma_6(\alpha^2
\]
\[ + 1) + \gamma_5(\alpha^2 + \alpha + 1) + \gamma_4(\alpha^2 + \alpha) + \gamma_3(\alpha + 1)
\]
\[ + \gamma_2\alpha^2 + \gamma_1\alpha^1 + \gamma_0 \mod g_1(\alpha), \]

or

\[
ACRC3_{11} = (\gamma_9 + \gamma_6 + \gamma_5 + \gamma_4 + \gamma_2)\alpha^2
\]
\[ + (\gamma_{10} + \gamma_8 + \gamma_5 + \gamma_4 + \gamma_3 + \gamma_1)\alpha
\]
\[ + (\gamma_{10} + \gamma_7 + \gamma_6 + \gamma_5 + \gamma_3 + \gamma_0). \]

### 4.2.2 \( GF(2^m) \) Inversion

To perform \( GF(2^m) \) inversion, the schemes on this chapter are based on FLT, which applies traditional exponentiation techniques to solve \( A^{-1} = A^{2^{m-2}} \), requiring \( m-2 \) multiplications and \( m-1 \) squarings. Another algorithm to perform \( GF(2^m) \) inversion was introduced by Itoh and Tsujii (ITA), which is based on the observation that \( 1 + 2 + 2^2 + \cdots + 2^{m-2} \) can be decomposed as \( 1 + 2^n + 2^{2n} + \cdots + 2^{(k-2)n} \) as shown in [74], requiring \( \lfloor \log_2 (m-1) \rfloor + H_2(m-1) - 1 \) multiplications (where \( H_2(m-1) \) is the Hamming weight) and \( m-1 \) squarings. Next, an example for both FLT and ITA for \( m=14 \) is done to clarify the differences.
• For ITA:

\[
A^{-1} = A^{2m-2} = A^{2^{14}-2} = A^{2(1+2+\cdots+2^{12})}. \]

Then, \((1 + 2 + \cdots + 2^{12})\)

can be written as:

\[
1 + 2 + \cdots + 2^{12} = 1 + 2 \times (1 + 2) \times (1 + 2^2) \times (1 + 2^4) \times (1 + 2^4).
\]

• For FLT:

\[
A^{-1} = A^{2m-2} = A^{2^{14}-2} = A^{16382} = (((((((((((((A^2 \times A)^2 \times A)^2 \times A)^2 \times A)^2 \times A)^2 \times A)^2 \times A)^2 \times A)^2 \times A)^2 \times A)^2 \times A)^2 \times A)^2 \times A)^2.
\]

Since both methods use multiplications and squarings in Galois fields, FLT and ITA can be used with the proposed error detection approaches for finite field multiplication presented in this chapter. The goal is not to compare such inversion methods but to emphasize that the proposed schemes for the sub-blocks of these schemes can be generally used for both. In other words, the above formulae for both schemes have multiplication as the main building blocks, for which error detection are proposed.

Fault detection schemes for \(GF(2^m)\) squaring are presented below. \(GF(2^m)\) squaring uses the sum module and an \(\alpha^2\) module instead of the \(\alpha\) module presented previously. In the \(\alpha^2\) module, an element \(A\) is multiplied by \(\alpha^2\) to achieve:

\[
A(\alpha) \cdot \alpha^2 = a_{m-1}\alpha^{m+1} + a_{m-2}\alpha^m + \cdots + a_0\alpha^2
\]

For normal and interleaved parities,

\[
\alpha^{m+1} = f_{m-1}\alpha^m + f_{m-2}\alpha^{m-1} + \cdots + f_0 \alpha \mod p(x)
\]
Table 11: Predicted parities for the different \(m\)'s in the \(\alpha^2\) module.

<table>
<thead>
<tr>
<th>(m)</th>
<th>Parity Type</th>
<th>Predicted Parity</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>Normal</td>
<td>(p_A + a_{10} + a_9)</td>
</tr>
<tr>
<td></td>
<td>Interleaved</td>
<td>(p_{Ae} + a_{10}) Even (p_{Ao} + a_9) Odd</td>
</tr>
<tr>
<td>12</td>
<td>Normal</td>
<td>(p_A + a_{11} + a_{10})</td>
</tr>
<tr>
<td></td>
<td>Interleaved</td>
<td>(p_{Ae} + a_{11}) Even (p_{Ao} + a_{10}) Odd</td>
</tr>
<tr>
<td>13</td>
<td>Normal</td>
<td>(p_A + a_{12} + a_{11})</td>
</tr>
<tr>
<td></td>
<td>Interleaved</td>
<td>(p_{Ae} + a_{12}) Even (p_{Ao} + a_{11}) Odd</td>
</tr>
<tr>
<td>14</td>
<td>Normal</td>
<td>(p_A + a_{13} + a_{12})</td>
</tr>
<tr>
<td></td>
<td>Interleaved</td>
<td>(p_{Ae} + a_{13}) Even (p_{Ao} + a_{12}) Odd</td>
</tr>
</tbody>
</table>

and

\[
\alpha^m = f_{m-1} \alpha^{m-1} + f_{m-2} \alpha^{m-2} + \ldots + f_0 \mod p(x).
\]

1. Normal Signature: By following the previous equations, one can obtain the predicted parity of \(X\) as

\[
\hat{p}_X = a_{m-1} \cdot f_{m-1} + a_{m-2} + a_{m-1} + (a_{m-1} \\
\cdot f_{m-1} + a_{m-2}) \cdot f_1 + \sum_{i=2}^{m-1} (a_{m-1} \cdot f_{i-1} \\
+ (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_i + a_{i-2}).
\]

In Table 11, the predicted parities for the different \(m\)’s in the \(\alpha^2\) module are presented.

2. Interleaved Signature: To obtain the predicted even and odd parities of \(X\) in the \(\alpha^2\) module, the previous equations are used to obtain

\[
\hat{p}_{Xe} = a_{m-1} \cdot f_{m-1} + a_{m-2} + \sum_{i=1}^{m-1} (a_{m-1} \\
\cdot f_{2i-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_{2i} + a_{2i-2})
\]

and

\[
\hat{p}_{Xo} = a_{m-1} + (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_1 + \sum_{i=1}^{m-3} (a_{m-1} \cdot f_{2i} \\
+ (a_{m-1} \cdot f_{m-1} + a_{m-2}) \cdot f_{2i+1} + a_{2i-1}).
\]
In Table 11, the predicted interleaved parities for the different \( m \)’s in the \( \alpha^2 \) module are presented.

3. Cyclic Redundancy Check: The element \( A \) is multiplied by \( \alpha^2 \); therefore, the actual and predicted CRCs for the different values of \( m \) differ. In Table 12 and Table 13, the predicted CRC signatures for the \( \alpha^2 \) module are presented (the actual CRC signatures of the \( \alpha^2 \) module are the same as the ones from the \( \alpha \) module). To clarify this process, \( m=14 \) is used as an example to show how the predicted CRC-4 and actual CRC-4 are calculated.

First,

\[
A(\alpha) \cdot \alpha^2 = a_{13}\alpha^{15} + a_{12}\alpha^{14} + \ldots + a_1\alpha^3 + a_0\alpha^2.
\]

Then, applying the irreducible polynomial \( p(\alpha) = \alpha^{14} + \alpha^8 + \alpha^6 + \alpha + 1 \), one obtains

\[
A(\alpha) \cdot \alpha^2 = a_{13}\alpha^9 + a_{13}\alpha^7 + a_{13}\alpha^2 + a_{13}\alpha + a_{12}\alpha^8a_{12}\alpha^6 + a_{12}\alpha + a_{12} + a_{11}\alpha^{13} + a_{10}\alpha^{12} + a_9\alpha^{11} + a_8\alpha^{10} + a_7\alpha^9 + a_6\alpha^8 + a_5\alpha^7 + a_4\alpha^6 + a_3\alpha^5 + a_2\alpha^4 + a_1\alpha^3 + a_0\alpha^2.
\]
Table 13: Different CRC signatures for $\alpha^2$ module when $m=13$ and $m=14$.

<table>
<thead>
<tr>
<th>m</th>
<th>CRC</th>
<th>Predicted CRC Signature</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>3</td>
<td>$(a_{12} + a_{11} + a_{10} + a_9 + a_7 + a_4 + a_3 + a_2 + a_0)\alpha^2 + (a_{12} + a_{11} + a_{10} + a_9 + a_8 + a_6 + a_3 + a_2 + a_1)\alpha + a_4 + a_3 + a_2 + a_1$</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>$(a_{12} + a_{11} + a_{10} + a_9 + a_7 + a_4 + a_3 + a_2 + a_0)\alpha^2 + (a_{13} + a_{10} + a_9 + a_8 + a_6 + a_3 + a_2 + a_1)\alpha + (a_{13} + a_{11} + a_{10} + a_9 + a_8 + a_6 + a_5 + a_4 + a_3 + a_1)$</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>$(a_{12} + a_{11} + a_{10} + a_9 + a_7 + a_4 + a_3 + a_2 + a_0)\alpha^2 + (a_{13} + a_{11} + a_{10} + a_9 + a_8 + a_6 + a_4 + a_3 + a_2 + a_1)\alpha + (a_{13} + a_{12} + a_{10} + a_9 + a_8 + a_7 + a_6 + a_5 + a_4 + a_3 + a_2 + a_1)$</td>
</tr>
</tbody>
</table>

To calculate the predicted CRC-4 for $m=14$ in the $\alpha^2$ module ($PCRC_{4,14}^2$), the generator polynomial is applied as follows:

$$A(\alpha) \cdot \alpha^2 = a_{13}(\alpha^3 + \alpha) + a_{13}(\alpha^3 + \alpha + 1) + a_{13}\alpha^2 + a_{12}(\alpha^2 + 1) + a_{12}(\alpha^3 + \alpha^2) + a_{12}\alpha + a_{12} + a_{11}(\alpha^3 + \alpha^2 + 1) + a_{10}(\alpha^3 + \alpha^2 + \alpha + 1) + a_9(\alpha^3 + \alpha^2 + \alpha + 1) + a_9(\alpha + a_8(\alpha^2 + \alpha + 1) + a_7(\alpha^3 + \alpha) + a_6(\alpha^2 + 1) + a_5(\alpha^3 + \alpha + 1) + a_4(\alpha^3 + \alpha^2) + a_3(\alpha^2 + \alpha) + a_2(\alpha + 1) + a_1\alpha^2 + a_0\alpha,$$
or

\[ PCRC4_{14} = (a_{12} + a_{11} + a_{10} + a_{9} + a_{7} + a_{5} + a_{4} + a_{1})\alpha^{3} + (a_{13} + a_{11} + a_{10} + a_{9} + a_{8}) \]
\[ + a_{6} + a_{4} + a_{3} + a_{0})\alpha^{2} + (a_{13} + a_{12} + a_{10} + a_{9} + a_{8} + a_{7} + a_{5} + a_{3} + a_{2})\alpha + (a_{13} + a_{11} + a_{10} + a_{8} + a_{6} + a_{5} + a_{2}). \]

Lastly, to calculate the actual CRC-4 for \( m=14 \) in the \( \alpha^{2} \) module (\( ACRC4_{14_{2}} \)), the coefficients are renamed: \( a_{12} \) as \( \gamma_{13} \), \( a_{13} + a_{0} \) as \( \gamma_{1} \), and \( a_{13} \) as \( \gamma_{0} \),

\[ A(\alpha) \cdot \alpha^{2} = \gamma_{13}\alpha^{13} + \gamma_{12}\alpha^{12} + \gamma_{11}\alpha^{11} + \gamma_{10}\alpha^{10} \]
\[ + \gamma_{9}\alpha^{9} + \gamma_{8}\alpha^{8} + \gamma_{7}\alpha^{7} + \gamma_{6}\alpha^{6} + \gamma_{5}\alpha^{5} + \gamma_{4}\alpha^{4} \]
\[ + \gamma_{3}\alpha^{3} + \gamma_{2}\alpha^{2} + \gamma_{1}\alpha^{1} + \gamma_{0}, \]

and again, the generator polynomial is applied as follows:

\[ A(\alpha) \cdot \alpha^{2} = \gamma_{13}(\alpha^{3} + \alpha^{2} + 1) + \gamma_{12}(\alpha^{3} + \alpha^{2} + \alpha + 1) \]
\[ + \gamma_{11}(\alpha^{3} + \alpha^{2} + \alpha) + \gamma_{10}(\alpha^{2} + \alpha + 1) + \gamma_{9}(\alpha^{3} + \alpha) \]
\[ + \gamma_{8}(\alpha^{2} + 1) + \gamma_{7}(\alpha^{3} + \alpha + 1) + \gamma_{6}(\alpha^{3} + \alpha^{2}) + \gamma_{5}(\alpha^{2} + \alpha) \]
\[ + \alpha) + \gamma_{4}(\alpha + 1) + \gamma_{3}\alpha^{3} + \gamma_{2}\alpha^{2} + \gamma_{1}\alpha^{1} + \gamma_{0} \]

or

\[ ACRC4_{14_{2}} = (\gamma_{12} + \gamma_{11} + \gamma_{10} + \gamma_{9} + \gamma_{7} + \gamma_{5} \]
\[ + \gamma_{4} + \gamma_{1})\alpha^{3} + (\gamma_{13} + \gamma_{11} + \gamma_{10} + \gamma_{9} + \gamma_{8} + \gamma_{6} \]
\[ + \gamma_{4} + \gamma_{3} + \gamma_{0})\alpha^{2} + (\gamma_{13} + \gamma_{12} + \gamma_{10} + \gamma_{9} + \gamma_{8} \]
\[ + \gamma_{7} + \gamma_{5} + \gamma_{3} + \gamma_{2})\alpha + (\gamma_{13} + \gamma_{11} + \gamma_{10} + \gamma_{8} \]
\[ + \gamma_{6} + \gamma_{5} + \gamma_{2}). \]

In Fig. 4.1, the proposed architecture with CRC-3 or CRC-4 signatures is presented. As shown in Fig. 4.1, three or four error indication flags denoted as \( e_{a0} \), \( e_{a1} \), \( e_{a2} \), and \( e_{a3} \) are obtained to indicate if an error has been found using CRC-3 or CRC-4, respectively.
This figure represents the $\alpha$ module as well as the $\alpha^2$ module. The XOR gates are used to compare the outputs of the CRC modules. The output from the actual CRC module is divided into 3 or 4 sub-outputs (CRC-3 or CRC-4, respectively) and they are compared with the sub-outputs of the predicted CRC module.

### 4.3 Error Coverage and FPGA Implementations

To calculate the error coverage provided by the different error detection schemes presented in this chapter, the total number of operations need to be taken into account. Computing $H$ is a costly process since it performs addition, multiplication, and inversion in $GF(2^m)$. First, to obtain a polynomial $g(\alpha)$ for $\alpha \in (\alpha_0, \alpha_1, \ldots, \alpha_{n-1})$, $n$ finite field multiplications and $n \times t$ XOR operations are needed. Each finite field multiplication uses three different modules. A total of $m-1$ $\alpha$ modules, $m-1$ sum modules, and $m$ pass-thru modules are needed to perform each finite field multiplication; and a total of $m-1$ sum modules are needed to perform an XOR operation. Next, a total of $n$ inversions are needed. Depending on the value of $m$, a different number of squaring and multiplications will be needed to perform each inversion. To perform a finite field square operation, $m-1$ $\alpha^2$ modules and $m-1$ sum
modules are needed. After that, the results are multiplied by \( n \) distinct elements in \( GF(2^m) \), needing an extra \( n \times t \) finite field multiplications.

Each of the modules requires one, two, three, or four signatures depending on the choice of normal parity, interleaved parity, CRC-3, or CRC-4, respectively. For each value of \( m \), the error coverage percentage is calculated as follows:

1. For \( m=11 \), a total of 2,048 finite field multiplications and 81,920 XOR operations are needed to obtain a polynomial \( g(\alpha_i) \); each inverse calculation can be derived by 10 squaring and 9 multiplication operations for \( f(\alpha) \), or a total of 20,480 squarings and 18,432 multiplications; and lastly, 81,920 finite field multiplications are needed to multiply the previous outputs by \( n \) distinct elements in \( GF(2^m) \). Therefore, a total of \( 2,048 \cdot (10 + 10 + 11) + 81,920 \cdot (10) + 20,480 \cdot (10) + 18,432 \cdot (9) \cdot (10) + 81,920 \cdot (10 + 10 + 11) \) or close to \( 7.1 \times 10^6, 1.4 \times 10^7, 2.1 \times 10^7, \) or \( 2.8 \times 10^7 \) normal, interleaved, CRC-3, or CRC-4 signatures are needed, respectively.

2. For \( m=12 \), a total of \( 3,408 \cdot (11 + 11 + 12) + 228,336 \cdot (11) + 37,488 \cdot (11) \cdot (11) + 34,080 \cdot (10) \cdot (11) + 228,336 \cdot (11 + 11 + 12) \) or close to \( 1.8 \times 10^7, 3.7 \times 10^7, 5.6 \times 10^7, \) or \( 7.5 \times 10^7 \) normal, interleaved, CRC-3, or CRC-4 signatures are needed, respectively.

3. For \( m=13 \), a total of \( 6,960 \cdot (12 + 12 + 13) + 828,240 \cdot (12) + 83,520 \cdot (12) \cdot (12) + 76,560 \cdot (11) \cdot (12) + 828,240 \cdot (12 + 12 + 13) \) or close to \( 6 \times 10^7, 1.2 \times 10^8, 1.9 \times 10^8, \) or \( 2.5 \times 10^8 \) normal, interleaved, CRC-3, or CRC-4 signatures are needed, respectively.

4. For \( m=14 \), a total of \( 16,384 \cdot (13 + 13 + 14) + 245,760 \cdot (13) + 212,992 \cdot (13) \cdot (13) + 196,608 \cdot (12) \cdot (13) + 245,760 \cdot (13 + 13 + 14) \) or close to \( 8 \times 10^7, 1.6 \times 10^8, 2.4 \times 10^8, \) or \( 3.2 \times 10^8 \) normal, interleaved, CRC-3, or CRC-4 signatures are needed, respectively.

The lowest percentage (representing the worst case scenario) of error coverage will be obtained by applying normal parity with \( m=11 \), where the error coverage percentage is \( 100\left(1 - \left(\frac{1}{7.1 \times 10^6}\right)^7\right)\% \). In Table 14, the overhead of the error detection architectures in terms of area (occupied slices), delay, and power (at the frequency of 50 MHz) are presented for the Horner block, where finite field multiplications and additions of a polynomial \( g(\alpha) \) are
Table 14: Overheads of the proposed error detection schemes for the Horner Unit using $m=14$ on Xilinx FPGA family Spartan-7 and also Xilinx FPGA family Artix-7.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Area (occupied slices)</th>
<th>Delay (ns)</th>
<th>Power (mW) @50 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horner (Spartan-7)</td>
<td>191</td>
<td>5.97</td>
<td>0.116</td>
</tr>
<tr>
<td>Horner-Parity (Spartan-7)</td>
<td>206 (7.85%)</td>
<td>5.629 (0.57%)</td>
<td>0.117 (0.86%)</td>
</tr>
<tr>
<td>Horner-CRC3 (Spartan-7)</td>
<td>235 (23.03%)</td>
<td>5.782 (3.31%)</td>
<td>0.121 (4.31%)</td>
</tr>
<tr>
<td>Horner-CRC4 (Spartan-7)</td>
<td>242 (26.70%)</td>
<td>5.725 (2.29%)</td>
<td>0.121 (4.31%)</td>
</tr>
<tr>
<td>Horner (Artix-7)</td>
<td>190</td>
<td>5.517</td>
<td>0.110</td>
</tr>
<tr>
<td>Horner-Parity (Artix-7)</td>
<td>200 (5.26%)</td>
<td>5.627 (1.99%)</td>
<td>0.111 (0.91%)</td>
</tr>
<tr>
<td>Horner-CRC3 (Artix-7)</td>
<td>233 (22.63%)</td>
<td>5.598 (1.47%)</td>
<td>0.116 (5.45%)</td>
</tr>
<tr>
<td>Horner-CRC4 (Artix-7)</td>
<td>242 (27.37%)</td>
<td>5.749 (4.21%)</td>
<td>0.116 (5.45%)</td>
</tr>
</tbody>
</table>

Table 15: Overheads of the proposed error detection schemes for the entire Key Generator using the parameters $m=13$, $t=119$, and $n=6,960$ on Xilinx Kintex UltraScale+ FPGA.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Area (CLBs)</th>
<th>Delay (ns)</th>
<th>Power (mW) @50 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key Gen. (adopted from [9])</td>
<td>7942</td>
<td>9.404</td>
<td>0.844</td>
</tr>
<tr>
<td>Key Gen. with CRC-3</td>
<td>8282 (4.28%)</td>
<td>9.695 (3.09%)</td>
<td>0.849 (0.59%)</td>
</tr>
<tr>
<td>Key Gen. with CRC-4</td>
<td>8301 (4.52%)</td>
<td>9.918 (5.47%)</td>
<td>0.851 (0.83%)</td>
</tr>
</tbody>
</table>

applied. To calculate the overheads, the implementations are performed in two different FPGA families and devices. As shown in Table 14, when CRC signatures are applied to the original architecture, with higher error coverage, they end up having higher overhead in terms of area, delay, and power. This is expected since CRC signatures perform more operations ending up having higher error coverage, as seen in the assessments.

Moreover, the proposed error detection schemes are added for the “modified” Key Generator adopted from [59]. The presented implementations are performed using Xilinx Vivado with the parameters $m=13$, $t=119$, and $n=6,960$ on Xilinx Kintex Ultrascale+ FPGA. The implementation results for original work and the presented error detection schemes are shown in Table 15 in terms of area, delay/frequency, power, throughput, and efficiency. As seen in this table, acceptable overheads are obtained with efficiency degradation of at most 8.8%.
Chapter 5: Reliable CRC-Based Error Detection Constructions for Finite Field Multipliers with Applications in Cryptography

5.1 Finite Field Multipliers in Luov’s Cryptosystem

Many modern, sensitive applications and systems use finite field operations in their schemes. Finite field multipliers perform multiplication modulo an irreducible polynomial used to define the finite field. For post-quantum cryptography (PQC), the inputs can be very large and the finite field multipliers may require millions of logic gates. Therefore, it is a complex task to implement such architectures resilient to natural and malicious faults; consequently, research has focused on ways to eliminate errors and obtain more reliability with acceptable overhead [38], [54], [55], [51], [76], [77]. Moreover, there has been previous work on countering fault attacks and providing reliability for PQC. In [70], Sarker et al. use error detection schemes of number-theoretic transform to detect both permanent and transient faults. Mozaffari Kermani et al. perform fault detection for stateless hash-based PQC signatures in [40]. Additionally, error detection hash trees for stateless hash-based signatures are proposed in [78] to make such schemes more reliable against natural faults and help protecting them against malicious faults. In [56], algorithm-oblivious constructions are proposed through recomputing with swapped ciphertext and additional authenticated blocks, which can be applied to the GCM architectures using different finite field multipliers in $\text{GF}(2^{128})$. Several countermeasures based on error detection checksum codes and spatial/temporal redundancies for the NTRU encryption algorithm have been presented in [71].

---
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In this chapter, finite fields $GF(2^m)$ with $m \neq 1$ are considered. The polynomials that such multipliers use as inputs have the form

$$p(x) = a_{m-1}x^{m-1} + ... + a_1x + a_0,$$

with degree $m-1$ and $a_i \in GF(2)$. To reduce the output, the finite field multiplier uses an irreducible polynomial or field polynomial

$$f(x) = x^t + f_{t-1}x^{t-1} + ... + f_1x + f_0,$$

with degree $t$ and $f_i \in GF(2)$. The multiplication of elements $A$ and $B$ is represented as $A(x) \times B(x) \mod f(x)$.

Luov is a multivariate public key cryptosystem and an adaptation of the Unbalanced Oil and Vinegar (UOV) signature scheme, but there is a restriction on the coefficients of the public key. Instead, the scheme uses two finite fields, one is the binary field of two elements, the other is its extension of degree $m$. $F_2$ is the binary field and $F_{2^m}$ is its extension of degree $m$. The central map $F : F_{2^m}^n \rightarrow F_{2^m}^n$ is a quadratic map, where $o$ and $v$ satisfy $n = o + v$, $\alpha_{i,j,k}$, $\beta_{i,k}$ and $\gamma_k$ are chosen from the base field $F_2$, and whose components $f_1, \ldots, f_o$ are in the form:

$$fk(x) = \sum_{i=1}^{v} \sum_{j=i}^{n} \alpha_{i,j,k}x_ix_j + \sum_{i=1}^{n} \beta_{i,k}x_i + \gamma_k.$$

The aim of this chapter is to provide countermeasures against natural faults and fault injections for the finite field multipliers used in cryptosystems such as the Luov algorithm as a case study, noting that the proposed error detection schemes can be adapted to other applications and cryptographic algorithms whose building blocks need finite field multiplications. Readers interested in more details about the Luov’s cryptographic algorithm are encouraged to refer to [79].
5.2 Proposed Fault Detection Schemes

As seen in previous chapters, the multiplication of any two elements \(A\) and \(B\) of \(GF(2^m)\), following the approach in [44], can be presented as

\[
A \cdot B \mod f(x) = \sum_{i=0}^{m-1} b_i \cdot ((A\alpha^i) \mod f(x)) = \sum_{i=0}^{m-1} b_i \cdot X^{(i)},
\]

where the set of \(\alpha^i\)'s is the polynomial basis of element \(A\), the set of \(b_i\)'s is the \(B\) coefficients, \(f(x)\) is the field polynomial, \(X^{(i)} = \alpha \cdot X^{(i-1)} \mod f(x)\), and \(X^{(0)} = A\). Fault injection can occur in any of these modules and formulations for parity signatures in \(GF(2^m)\) are derived in [44].

In this work, the main goal is the derivation of error detection schemes that provide a broader and higher error coverage than parity signatures (the major drawback of parity signatures is that their error coverage is approximately 50\%, i.e., if the number of faults is even, the approach would not be able to detect the faults) and explore the application of such schemes to the Luov algorithm. Thus, CRC signatures [80] are derived and applied to the finite field multipliers used in Luov algorithm. This would be a step forward towards detecting natural and malicious intelligent faults, especially and as discussed in this chapter, considering both primitive and standardized CRCs with different fault multiplicity coverage.

The entire finite field multiplier with the proposed error detection schemes is shown in Fig. 5.1, where ACRC and PCRC stand for actual CRC signatures and predicted CRC signatures, respectively. In Fig. 5.1, only one error flag (EF) is shown for clarity; however, for CRC-5, which is the case study proposed in this work, 5 error flags are computed on each module. In Fig. 5.2, the \(\alpha\) module is shown more in depth to clarify how the proposed CRC signatures work in each finite field multiplier.

For the \textit{sum} and \textit{pass-thru} modules, it follows the approach as for parity signatures described in [44]. For the \textit{sum} module in CRC-1, \(\hat{p}_x\) is equal to the \textit{sum} of the parity bits of the input elements \(A\) and \(B\) in \(GF(2^m)\), \(\hat{p}_X = p_A + p_B\). Furthermore, for the \textit{pass-thru}
module in CRC-1, \( \hat{p}_X = b \cdot p_A \), where \( b \) is an element in \( GF(2) \). For any other CRC-\( n \) scheme, instead of summing all the bits, it checks \( n \) bits at a time in the sum and pass-thru modules.

For the \( \alpha \) module:

\[
A(x) \cdot x = a_{m-1} \cdot x^m + a_{m-2} \cdot x^{m-1} + \ldots + a_0 \cdot x,
\]

for which a set of derivations is needed to implement CRC-\( n \) into it. In these chapter, four different generator polynomials are studied. The generator polynomial \( g_0(x) = x^5 + x^3 + 1 \) is one of the standards used for radio-frequency identification [62]. The other three generator polynomials \( g_1(x) = x^5 + x^2 + 1 \), \( g_2(x) = x^5 + x^4 + x^2 + x + 1 \), and \( g_3(x) = x^5 + x^4 + x^3 + x^2 + 1 \) are primitive polynomials. The benefit of using a primitive polynomial as the generator that the resulting code has full total block length, which means that all 1-bit errors within that block length have separate remainders. Moreover, since the remainder is a linear function of the block, all 2-bit errors within that block length can be identified.

For the \( \alpha \) module of the Luov’s finite field multipliers, \( g_0(x) = x^5 + x^3 + 1 \) is used as the standardized generator polynomial for CRC-5. To find its CRC signatures, this fixed

---

Figure 5.1: Finite field multiplier with the proposed error detection schemes based on CRC.
A polynomial is used as follows:

\[ x^5 \equiv x^3 + 1 \mod g_0(x) \]
\[ x^6 \equiv x^4 + x \mod g_0(x) \]
\[ x^7 \equiv x^5 + x^2 \equiv x^3 + x^2 + 1 \mod g_0(x) \]
\[ \vdots \]
\[ x^{15} \equiv x^2 + 1 \mod g_0(x). \]

According to the previous equations, \( A(x) \cdot x = a_{15} \cdot x^{16} + a_{14} \cdot x^{15} + \ldots + a_1 \cdot x^2 + a_0 \cdot x. \)

Then, applying the irreducible polynomial \( f(x) = x^{16} + x^{12} + x^3 + x + 1, \) one obtains

\[ A(x) \cdot x \equiv a_{15}x^{12} + a_{15}x^3 + a_{15}x + a_{15} + a_{14}x^{15} + a_{13}x^{14} + a_{12}x^{13} + a_{11}x^{12} + a_{10}x^{11} + a_9x^{10} + a_8x^9 + a_7x^8 + a_6x^7 + a_5x^6 + a_4x^5 + a_3x^4 + a_2x^3 + a_1x^2 + a_1x \mod f(x). \]

To calculate the predicted CRC-5 for \( GF(2^{16}) \) in the \( \alpha \) module \( (PCRC5^{16}) \), the generator polynomial is applied as

\[ A(x) \cdot x \equiv a_{15}(x^4 + x^3 + x^2 + x) + a_{15}x^3 + a_{15}x + a_{15} + a_{14}(x^2 + x) + a_{13}(x + 1) + a_{12}(x^4 + x^2 + 1) + a_{11}(x^4 + x^3 + x^2 + x + 1) + a_9(x^4 + x + 1) + a_8(x^4 + x^3 + x^2 + 1) + a_7(x^4 + x^3 + x) + a_6(x^3 + x^2 + 1) + a_5(x^4 + x) + a_4(x^3 + 1) + a_3x^4 + a_2x^3 + a_1x^2 + a_0x \mod g_0(x). \]
or

\[ PCRC_{16}^5 = (a_{15} + a_{12} + a_{11} + a_9 + a_8 + a_7 \\
  + a_5 + a_3)x^4 + (a_{12} + a_{11} + a_9 + a_8 + a_7 + a_6 \\
  + a_4 + a_2)x^3 + (a_{15} + a_{14} + a_{12} + a_{11} + a_{10} + a_8 \\
  + a_6 + a_1)x^2 + (a_{14} + a_{13} + a_{11} + a_{10} + a_9 + a_7 \\
  + a_5 + a_0)x + (a_{15} + a_{13} + a_{12} + a_{10} + a_9 + a_8 \\
  + a_6 + a_4). \]

To calculate the actual CRC-5 for \( GF(2^{16}) \) in the \( \alpha \) module (\( ACRC_{16}^5 \)), the coefficients are renamed: \( a_{14} \) as \( \gamma_{15}, \ldots, a_0 \) as \( \gamma_1 \),

\[
A(x) \cdot x \equiv \gamma_{15}x^{15} + \gamma_{14}x^{14} + \gamma_{13}x^{13} + \gamma_{12}x^{12} + \\
\gamma_{11}x^{11} + \gamma_{10}x^{10} + \gamma_9x^9 + \gamma_8x^8 + \gamma_7x^7 + \\
\gamma_6x^6 + \gamma_5x^5 + \gamma_4x^4 + \gamma_3x^3 + \gamma_2x^2 + \gamma_1x^1 + \\
\gamma_0 \mod g_0(x),
\]

and the generator polynomial is applied as follows

\[
A(x) \cdot x \equiv \gamma_{15}(x^2 + x) + \gamma_{14}(x + 1) + \gamma_{13}(x^4 + x^2 + 1) \\
+ \gamma_{12}(x^4 + x^3 + x^2 + x) + \gamma_{11}(x^3 + x^2 + x + 1) + \gamma_{10}(x^4 \\
+ x + 1) + \gamma_9(x^4 + x^3 + x^2 + 1) + \gamma_8(x^4 + x^3 + x) \\
+ \gamma_7(x^3 + x^2 + 1) + \gamma_6(x^4 + x) + \gamma_5(x^3 + 1) + \gamma_4x^4 \\
+ \gamma_3x^3 + \gamma_2x^2 + \gamma_1x^1 + \gamma_0 \mod g_0(x)
\]

or

\[
ACRC_{16}^5 = (\gamma_{13} + \gamma_{12} + \gamma_{10} + \gamma_9 + \gamma_8 + \gamma_6 \\
+ \gamma_4)x^4 + (\gamma_{13} + \gamma_{12} + \gamma_{11} + \gamma_9 + \gamma_8 + \gamma_7 + \gamma_5 \\
+ \gamma_3)x^3 + (\gamma_{15} + \gamma_{13} + \gamma_{12} + \gamma_{11} + \gamma_9 + \gamma_7 + \gamma_2) \\
\cdot x^2 + (\gamma_{15} + \gamma_{14} + \gamma_{12} + \gamma_{11} + \gamma_{10} + \gamma_8 + \gamma_6 + \gamma_1) \\
\cdot x + (\gamma_{14} + \gamma_{13} + \gamma_{11} + \gamma_{10} + \gamma_9 + \gamma_7 + \gamma_5 + \gamma_0).
\]
The predicted output and the actual output are divided into five parity groups. These parity groups are XORed with each other to determine if there has been any fault, e.g., flip of bits, during the $\alpha$ module operation. In total, each $\alpha$ module outputs five error flags. Fig. 5.2 shows the implementation of the $\alpha$ module with the proposed error detection schemes. $A(x)$ is the input with the form $p(x) = a_{m-1} x^{m-1} + ... + a_1 x + a_0$, which goes to two different modules that run in parallel. The output from the $\alpha$ module is divided into 5 groups in the actual CRC module, which are denoted as $x_1^a - x_5^a$ in Fig. 5.2. Meanwhile, $A(x)$ is also being divided into 5 groups in the predicted CRC module, which are denoted as $x_1^p - x_5^p$. Once the two CRC modules are done, each group is XORed with its respective one to produce 5 error flags, which are represented as $EF_1 - EF_5$. As an example, to obtain $EF_1$, $x_1^p$ (or $a_{11} + a_{13} + a_{12} + a_{10} + a_9 + a_8 + a_6 + a_4$ for $g_0(x)$) is XORed with $x_1^a$ (or $\gamma_{14} + \gamma_{13} + \gamma_{11} + \gamma_{10} + \gamma_9 + \gamma_7 + \gamma_5 + \gamma_0$ for $g_0(x)$). For this case study, the outputs are divided into 5 groups since CRC-5 is used; however, if any other CRC-$n$ is used, there will be $n$ error flags and the actual and predicted outputs will be divided into $n$ groups. The choice
of the utilized CRC can be tailored based on the reliability requirements and the overhead to be tolerated.

5.3 Error Coverage and FPGA Implementations

Luov polynomial generation is implemented to show that the proposed error detection schemes provide high error coverage with acceptable overhead. Such implementation produces a polynomial \( p(x) = a_{m-1}x^{m-1} + ... + a_1x + a_0 \), which requires \( m-1 \) finite field multiplications and \( m-1 \) XOR operations. As pointed out before, each finite field multiplication uses three different modules called \( \alpha \), sum, and pass-thru modules. A total of \( m-1 \) \( \alpha \) modules, \( m-1 \) sum modules, and \( m \) pass-thru modules are needed to perform each finite field multiplication. Moreover, a total of \( m-1 \) sum modules are needed to perform an XOR operation. For each architecture, the error coverage is calculated as \( 100 \cdot (1 - (\frac{1}{2})^{\text{sign}}) \)%, where \( \text{sign} \) denotes the number of signatures.

Luov uses the finite field \( GF(2^{16}) \), or \( m=16 \). Implementing its polynomials in the form of \( p(x) = a_{15}x^{15} + ... + a_1x + a_0 \) requires 14 finite field multiplications and 15 XOR operations. Since each finite field multiplication uses \( m-1 \) \( \alpha \) modules, \( m-1 \) sum modules, and \( m \) pass-thru modules, \( 14 \times 15 \) \( \alpha \) modules, \( 14 \times 15 \) sum modules, and \( 14 \times 16 \) pass-thru modules are needed. Moreover, a total of \( 14_{\text{multiplications}} \cdot (15_\alpha + 15_{\text{sum}} + 16_{\text{pass-thru}}) + 15_{\text{xor}} \) or 659 signatures are implemented. The error coverage percentage for the generation of Luov’s polynomial using the finite field \( GF(2^{16}) \) is \( 100 \cdot (1 - (\frac{1}{2})^{659}) \)%.

In Table 16, the overhead of the proposed error detection architectures is presented in terms of area (CLBs), delay, and power consumption (at the frequency of 50 MHz) for the generation of polynomial \( p(x) \) where \( p(x) = a_{m-1}x^{m-1} + ... + a_1x + a_0 \).

Xilinx FPGA family Kintex Ultrascale+ for device xcku5p-ffvd900-1-i is utilized, using Verilog as the hardware design entry and Vivado as the tool for the implementations. As shown in Table 16, when CRC signatures are applied to the original architecture, with higher error coverage, they end up having higher overhead in terms of area, delay, and power.
Table 16: Overheads of the proposed error detection schemes for the finite field multipliers used in the Luov algorithm during the polynomial generation on Xilinx FPGA family Kintex Ultrascale+ for device xcku5p-ffvd900-1-i.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Area (CLBs)</th>
<th>Delay (ns)</th>
<th>Power (mW) @50 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luov Multiplier</td>
<td>120</td>
<td>4.044</td>
<td>0.465</td>
</tr>
<tr>
<td>Luov Multiplier-CRC5-(g_0(x))</td>
<td>139 (15.83%)</td>
<td>4.194 (3.71%)</td>
<td>0.466 ((\simeq) 0%)</td>
</tr>
<tr>
<td>Luov Multiplier-CRC5-(g_1(x))</td>
<td>134 (11.67%)</td>
<td>4.242 (4.90%)</td>
<td>0.466 ((\simeq) 0%)</td>
</tr>
<tr>
<td>Luov Multiplier-CRC5-(g_2(x))</td>
<td>131 (9.17%)</td>
<td>4.252 (5.14%)</td>
<td>0.466 ((\simeq) 0%)</td>
</tr>
<tr>
<td>Luov Multiplier-CRC5-(g_3(x))</td>
<td>142 (18.33%)</td>
<td>4.499 (11.25%)</td>
<td>0.466 ((\simeq) 0%)</td>
</tr>
</tbody>
</table>

Configurable logic blocks (CLBs), which are the main resources for implementing general-purpose combinational and sequential circuits, are read in the Vivado’s place utilization report to obtain the area. To determine the delay, the Timing Constraints Wizard function in Vivado is used, setting a primary clock period constraint of 20 ns, which equals to a frequency of 50 MHz. The total on-chip power is also reported, which is the power consumed internally within the FPGA and it is obtained by adding device static power and design power. As seen in this table, acceptable overheads are obtained with efficiency degradations of at most 19%. The error detection architecture that uses the primitive generator polynomial \(g_2(x)\) has the least amount of area overhead with 9.17%; however, the error detection implementation using \(g_0(x)\), or the standardized generator polynomial for CRC-5, performs the fastest, obtaining the least amount of delay overhead with 3.71%. These degradations are acceptable for providing error detection to the original architectures which lack such capability to thwart natural or malicious faults.
Chapter 6: CRC-Oriented Error Detection Schemes for Fast Inversions in 
\(GF(2^m)\) Normal Basis

6.1 Finite Field Inversions

In the previous chapters, finite field arithmetic with polynomial basis have been studied. This chapter explores finite field operations over \(GF(2^m)\) with normal basis. Normal basis has been used in many works such as [81], [82], [83], [84], and [85]. The importance of finite field inversions with normal basis has attracted researchers to investigate many different approaches in an effort to reduce the size, delay, and power of such designs [86], [87], [88]. In this chapter, new error detection approaches for the well-known ITA algorithm, based in the FLT algorithm, are proposed.

Binary fields with normal basis are of special interest for hardware constructions since the squaring is done by simply performing a cyclic right shift. However, some works have been focusing on either proposing faster finite field inversion constructions or in modifying the finite field multipliers used in such architectures [74], [89], [90], [91]. In [89], the authors present new architectures for digit-level single, hybrid-double, and hybrid-triple multiplication over \(GF(2^m)\) elements based on the Gaussian normal basis (GNB) representation. In a more recent work, the authors of [90] propose two new inversion architectures, an improved architecture for classic inversion scheme using a single multiplier and a novel fully-serial-in square-multiply processor. In [74] and [91], authors perform fast inversion over \(GF(2^m)\) by using single and hybrid-double multipliers. Lastly, other works such as [92], [93], and [94] explore different modifications of the ITA. To the best of the author’s knowledge, this is the first work that uses cyclic redundancy check (CRC) signatures to obtain secure finite field inversions over \(GF(2^m)\) with normal basis using the well-known ITA. Some previous works
perform concurrent error detection in classical and post-quantum cryptography, e.g., [55], [95], [76] [96], and [97], and some in bit-serial and digit-normal basis multiplication using parity prediction such as those in [98] and [99], respectively. However, as it has been mentioned previously, the main concern with parity prediction schemes is that the error coverage percentage is at most 50%, since if the natural or injected faults are even, the predicted parity bit will be the same as the original parity bit. The contributions in this chapter can be summarized as follows:

1. Error detection schemes for finite field inversion in $GF(2^m)$ with normal basis are proposed, used in many different traditional and post-quantum cryptographic algorithms. Even though these error detection schemes are based on CRC-3, larger CRCs can be used by applying the similar derivations as presented in this chapter.

2. Formulations for error detection in finite field inversion employing FLT and ITA are derived and verified by performing software implementations. $m=7$ is used for the sake of brevity as a case example. Nonetheless, the error detection schemes presented in this chapter can be applied to any other NIST field [100]. This will allow generalizing the scheme to be used in classical and post-quantum cryptographic algorithms and implementations.

3. The proposed fault-detection architectures are embedded into the original finite field inversion to benchmark the overhead/degradation tolerance using Xilinx FPGA family Virtex-7 for device xc7vx1140tf1g1930-i. The results of the presented work show acceptable overhead and very high error coverage suitable for deeply-embedded constructions.

In this chapter, finite fields $GF(2^m)$ are constructed by using a normal basis $N = \{\alpha, \alpha^2, \alpha^{2^2}, ..., \alpha^{2^{m-1}}\}$, where each $\alpha$ is a normal element of $GF(2^m)$. Any element $A$ in $GF(2^m)$ with normal basis is represented as:

$$A = \sum_{i=0}^{m-1} a_i \alpha^{2^i},$$

where $a_i \in GF(2)$. 
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Gaussian normal basis (GNB) is a specific class of normal basis where $m > 1$ and it is not divisible by 8. A more detailed definition presented in [60] states that $m$ and $t$ are positive integers such that $p = mt + 1$ is a prime number. A Gauss period of type $(m,t)$ over $GF(2)$ is represented as:

$$\alpha = \sum_{i=0}^{t-1} \beta^{t^i},$$

where $\beta$ is the primitive $(mt+1)$th root of unity in $GF(mt+1)$. To calculate $\tau$, which is the primitive $t$th root of unity, the following property is applied: $\tau^t = 1 \mod p$. For example, the GNB with type-4 over $GF(2^7)$ has $\tau = 12$ since $12^4 = 1 \mod 29$. Moreover, $\alpha$ is calculated as follows:

$$\alpha = \sum_{i=0}^{t-1} \beta^{12^i} = \beta + \beta^{12} + \beta^{17} + \beta^{28}.$$

To perform addition of elements $A$ and $B$ over $GF(2^m)$, the coefficients of each element are added such as $\sum_{i=0}^{m-1} (a_i + b_i)\alpha^{2^i}$ using XOR gates. As stated earlier, one of the main advantages of normal basis is that squaring has no cost in hardware, it is performed by just applying cyclic right shifts. Squaring an element $A$ over $GF(2^m)$ in normal basis can be expressed as:

$$A^{2^i} = \sum_{j=0}^{m-1} a_{<j-i>}\alpha^{2^i}.$$

Lastly, to perform multiplication of elements $A$ and $B$ and obtain $C$, the scheme from [99] stating that

$$C = (((a_{m-1} \alpha B^{2^{-(m-1)}})^2 + a_{m-2} \alpha B^{2^{-(m-2)}})^2 + \ldots)^2 + a_0 \alpha B,$$

is used in this work.

### 6.2 Proposed Fault Detection Schemes

The inverse of an element $A \in GF(2^m)$ is expressed as $A^{-1} \in GF(2^m)$ as $A \times A^{-1} = 1$. As previously mentioned, FLT has been used by many hardware implementations since it obtains less logic overhead by reusing finite field multipliers and squarers. Nevertheless, finite
Table 17: Steps to perform the inverse of $A \in GF(2^7)$ using addition chains.

<table>
<thead>
<tr>
<th>Step</th>
<th>$\gamma_{V_i}(x)$</th>
<th>$\gamma_{V_i+V_j}(x)$</th>
<th>Exponentiation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\gamma_1(x)$</td>
<td>-</td>
<td>$A$</td>
</tr>
<tr>
<td>2</td>
<td>$\gamma_2(x)$</td>
<td>$\gamma_{1+1}(x)$</td>
<td>$(\gamma_1)^2, \gamma_1 = A^{2^1-1}$</td>
</tr>
<tr>
<td>3</td>
<td>$\gamma_3(x)$</td>
<td>$\gamma_{2+1}(x)$</td>
<td>$(\gamma_2)^2, \gamma_1 = A^{2^2-1}$</td>
</tr>
<tr>
<td>4</td>
<td>$\gamma_6(x)$</td>
<td>$\gamma_{3+3}(x)$</td>
<td>$(\gamma_3)^2, \gamma_3 = A^{2^3-1}$</td>
</tr>
</tbody>
</table>

Field inversion using FLT requires a total of $m-1$ finite field squarings and $m-2$ finite field multiplications. This might not be practical for some resource-constrained deeply-embedded systems, where low complexity and high performance is a requirement.

ITA has gained attention since it performs not as many finite fields multiplications. ITA is capable of reducing the number of multiplications to $\log_2(m-1)+H_2(m-1)-1$, where $H_2(m-1)$ is the Hamming weight, by renaming $2^0 + 2^1 + 2^2 + \ldots + 2^{m-2}$ into $1 + 2^n + 2^{2n} + \ldots + 2^{(k-2)n}$ and decomposing it as follows: If $k-1 \equiv 0 \mod 2$, then $(1 + 2^n) \times (1 + 2^{2n}) \times (1 + 2^{4n})$ and if $k-1 \equiv 1 \mod 2$, then $1 + 2^n \times (1 + 2^n) \times (1 + 2^{2n}) \times (1 + 2^{4n})$.

Following ITA, the field $GF(2^7)$ has the following decomposition: $1 + 2 + 2^2 + \ldots + 2^5 = (1+2) \times (1+2^2) \times (1+2^4)$. Other approaches perform ITA with the effective use of addition chains. As in [101], the inverse of element $A$ can be expressed as $A^{-1} = [\gamma_{m-1}(A)]^2$, where $\gamma_k(A) = A^{2^k-1}$ and $k \in N$. To find the addition chain $U = \{u_1, u_2, \ldots, u_t\}$, $u_0 = 0$ and $u_t = m - 1$ are assigned, and if $u_i$ is even, $u_{i-1} = u_i/2$, and if $u_i$ is odd, $u_{i-1} = u_i - 1$. For $m=7$, the addition chain is $U = \{1, 2, 3, 6\}$. Once the addition chain is calculated, the steps to perform finite field inversion over $GF(2^7)$ are shown in Table 17, where $V_i$’s correspond to the integers of the addition chain $U$, $V_j = V_{j-1}$, and $Y_k = V_i - V_j$. Unfortunately, addition chains do not reduce the number of multiplications for the case of $GF(2^7)$. Along this work, the original ITA is used; however, the same error detection schemes are applicable for ITA using addition chains.
By employing ITA, only squarings that have no cost and multiplications of elements over $GF(2^m)$ with normal basis are needed. To perform multiplication, (1) is computed as shown in Algorithm 1.

**Algorithm 1** Multiplication of elements in $GF(2^m)$ with normal basis

1: **Input:** $A \in GF(2^m), B \in GF(2^m)$
2: $C_0 \leftarrow 0$
3: **for** $i \leftarrow 1$ **to** $m$ **do**
4: $C_i = C_{i-1}^2 + a_{m-i} \alpha B^{2^{(m-i)}}$
5: **end for**
6: $C = C_m$
7: **return** $C$

The most complex step in Algorithm 1 is done by the $\alpha B$ multiplier, which multiplies $\alpha$ by the field element $B$. To perform $\alpha B$, $\alpha = \gamma + \gamma 2^m + ... + \gamma 2^{m(t-1)}$ is used to produce the normal basis and $B$ is expressed as:

$$B = b_{F(0)} + b_{F(1)}\gamma + ... + b_{F(p-1)}\gamma^{p-1},$$

where $F(2^i 2^m j \mod p) = i$, $0 \leq i \leq m - 1$, $0 \leq j \leq t - 1$. For the case of $GF(2^7)$, the $F$ values of type-4 GNB in $GF(2^7)$ are shown in Table 18.

Moreover, the GNB form of $\alpha B$ is computed as

$$\alpha B = B^{(1)} + B^{(2^m \mod p)} + ... + B^{(2^{m(t-1)} \mod p)},$$

where $B^{(i)} = \sum_{j=0}^{p-1} b_{F(j-i)}\gamma^j$. The normal basis form is then expressed as

$$\alpha B = \sum_{i=0}^{m-1} \bar{b}_i \alpha 2^i,$$

where $\bar{b}_i = \sum_{j=0}^{t-1} b_{F(2^i - 2^m j)} + b_{F(0)}$. If $t$ is even, $b_{F(0)}$ is omitted.

In this chapter, error detection schemes based on CRC signatures are proposed. CRC-X divides the output of an specific block/module into X groups, called actual CRC-X signatures.
Table 18: $F$ values of type-4 GNB in $GF(2^7)$.

<table>
<thead>
<tr>
<th>n</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F(n)$</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F(n)$</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
<th>28</th>
<th>-</th>
<th>-</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F(n)$</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

or $ACRC_x$, and compares them with predicted CRC-X signatures or $PCRC_x$, which are pre-calculated by a set of derivations. $ACRC_x$ and $PCRC_x$ are compared by using $X$ two-input XOR gates. If any of the outputs is a ‘1’, there is a faulty bit in the block/module. For the case study of $GF(2^7)$, CRC-3 is used to provide a low overhead needed for deeply-embedded systems such as implantable or wearable medical devices; however, for not so resource-constrained systems, larger CRC signatures can be applied following the formulations derived next.

For $GF(2^7)$, $B = (b_0, b_1, ..., b_7)$ is the normal basis element and $\alpha = \gamma + \gamma^{12} + \gamma^{17} + \gamma^{28}$ is used to produce the normal basis. The redundant basis of B is expressed using the results form Table 18 and applying them as

\[
B = b_0\gamma + b_1\gamma^2 + b_5\gamma^3 + b_2\gamma^4 + b_1\gamma^5 + b_6\gamma^6 + \\
b_5\gamma^7 + b_3\gamma^8 + b_2\gamma^9 + b_2\gamma^{10} + b_4\gamma^{11} + b_0\gamma^{12} + \\
b_4\gamma^{13} + b_6\gamma^{14} + b_6\gamma^{15} + b_4\gamma^{16} + b_0\gamma^{17} + b_4\gamma^{18} + \\
b_2\gamma^{19} + b_3\gamma^{20} + b_3\gamma^{21} + b_5\gamma^{22} + b_6\gamma^{23} + b_1\gamma^{24} + \\
b_2\gamma^{25} + b_5\gamma^{26} + b_1\gamma^{27} + b_0\gamma^{28}.
\]

To calculate $\alpha B$, the previous derivations are used, obtaining $\alpha B = (\gamma + \gamma^{12} + \gamma^{17} + \gamma^{28})B$, or $\alpha B = B^{(1)} + B^{(12)} + B^{(17)} + B^{(28)}$, where
\[ B^{(1)} = b_0 + b_0 \gamma^2 + b_1 \gamma^3 + b_5 \gamma^4 + b_2 \gamma^5 + b_1 \gamma^6 + \\
 b_0 \gamma^7 + b_5 \gamma^8 + b_3 \gamma^9 + b_3 \gamma^{10} + b_2 \gamma^{11} + b_4 \gamma^{12} + \\
b_0 \gamma^{13} + b_4 \gamma^{14} + b_6 \gamma^{15} + b_0 \gamma^{16} + b_4 \gamma^{17} + b_0 \gamma^{18} + \\
b_4 \gamma^{19} + b_2 \gamma^{20} + b_3 \gamma^{21} + b_3 \gamma^{22} + b_5 \gamma^{23} + b_6 \gamma^{24} + \\
b_1 \gamma^{25} + b_2 \gamma^{26} + b_5 \gamma^{27} + b_1 \gamma^{28}, \]

\[ B^{(12)} = b_0 + b_4 \gamma + b_2 \gamma^2 + b_3 \gamma^3 + b_3 \gamma^4 + b_5 \gamma^5 + \\
b_6 \gamma^6 + b_1 \gamma^7 + b_2 \gamma^8 + b_5 \gamma^9 + b_1 \gamma^{10} + b_0 \gamma^{11} + \\
b_0 \gamma^{13} + b_1 \gamma^{14} + b_5 \gamma^{15} + b_2 \gamma^{16} + b_1 \gamma^{17} + b_6 \gamma^{18} + \\
b_5 \gamma^{19} + b_3 \gamma^{20} + b_3 \gamma^{21} + b_2 \gamma^{22} + b_4 \gamma^{23} + b_0 \gamma^{24} + \\
b_4 \gamma^{25} + b_6 \gamma^{26} + b_6 \gamma^{27} + b_4 \gamma^{28}, \]

\[ B^{(17)} = b_0 + b_4 \gamma + b_6 \gamma^2 + b_0 \gamma^3 + b_4 \gamma^4 + b_0 \gamma^5 + \\
b_4 \gamma^6 + b_2 \gamma^7 + b_3 \gamma^8 + b_3 \gamma^9 + b_5 \gamma^{10} + b_6 \gamma^{11} + \\
b_1 \gamma^{12} + b_2 \gamma^{13} + b_5 \gamma^{14} + b_4 \gamma^{15} + b_0 \gamma^{16} + \\
b_0 \gamma^{18} + b_1 \gamma^{19} + b_5 \gamma^{20} + b_2 \gamma^{21} + b_1 \gamma^{22} + b_6 \gamma^{23} + \\
b_5 \gamma^{24} + b_3 \gamma^{25} + b_3 \gamma^{26} + b_2 \gamma^{27} + b_4 \gamma^{28}, \]

and

\[ B^{(28)} = b_0 + b_1 \gamma^1 + b_5 \gamma^2 + b_2 \gamma^3 + b_1 \gamma^4 + b_6 \gamma^5 + \\
b_5 \gamma^6 + b_3 \gamma^7 + b_3 \gamma^8 + b_2 \gamma^9 + b_4 \gamma^{10} + b_0 \gamma^{11} + \\
b_4 \gamma^{12} + b_6 \gamma^{13} + b_6 \gamma^{14} + b_4 \gamma^{15} + b_0 \gamma^{16} + b_4 \gamma^{17} + \\
b_2 \gamma^{18} + b_3 \gamma^{19} + b_3 \gamma^{20} + b_5 \gamma^{21} + b_6 \gamma^{22} + b_1 \gamma^{23} + \\
b_2 \gamma^{24} + b_5 \gamma^{25} + b_1 \gamma^{26} + b_0 \gamma^{27}. \]
Using these derivations, it can be concluded that

$$\alpha B = (b_4 + b_1 + b_1)\alpha + (b_0 + b_2 + b_0 + b_6)\alpha^2 +$$

$$+ (b_1 + b_6 + b_6 + b_2)\alpha^2 + (b_5 + b_3 + b_4 + b_1)\alpha^2 +$$

$$+ (b_1 + b_6 + b_4 + b_5)\alpha^2 + (b_5 + b_2 + b_3 + b_3)\alpha^2 +$$

$$+ (b_6 + b_2 + b_0 + b_0)\alpha^6.$$

It is noted that the previous equations are derived using $i=7$ in Algorithm 1, which makes $\alpha B^{2^{7-7}}$ or $\alpha B$. To derive the rest of formulations for other $i$’s, the formulation

$$B^{2^{-i}} = \sum_{j=0}^{m-1} b_{<j-i>} \alpha^{2^i}$$

is used. The formulations and the error detection schemes for the other $i$’s in Algorithm 1 are not derived in this chapter for the sake of brevity, but they are presented in Table 19.

To produce CRC-3 error detection schemes in the calculation of $\alpha B$, a generator polynomial $p(x) = x^3 + x + 1$ for CRC-3 is chosen. A set of equations are then derived.
\[x^4 \equiv x^2 + x \mod p(x),\]
\[x^5 \equiv x^3 + x^2 \equiv x^2 + x + 1 \mod p(x),\]
\[x^6 \equiv x^3 + x^2 + x \equiv x^2 + 1 \mod p(x),\]

and the predicted CRC-3 signatures are obtained

\[
PCRC_3 = (b_4 + b_4 + b_1) + (b_0 + b_2 + b_6 + b_5)x + \\
(b_1 + b_3 + b_6 + b_2)x^2 + (b_5 + b_3 + b_4 + b_1)(x+1) + (b_1 + b_6 + b_4 + b_5)(x^2 + x) + (b_5 + b_2 + b_3 + b_3)(x^2 + x + 1) + (b_6 + b_2 + b_0 + b_0)(x^2 + 1)
\]

or

\[
PCRC_3 = (b_3 + b_4 + b_6) + (b_0 + b_3)x + \\
(b_3 + b_4 + b_6 + b_2)x^2.
\]

To calculate the actual CRC-3 signatures, the coefficients are renamed: \(b_0\) as \(\delta_0\), ..., \(b_6\) as \(\delta_6\) to obtain

\[
ACRC_3 = (\delta_0) + (\delta_1)x + (\delta_2)x^2 + (\delta_3)(x + 1) + \\
(\delta_4)(x^2 + x) + (\delta_5)(x^2 + x + 1) + (\delta_6)(x^2 + 1),
\]

or

\[
ACRC_3 = (\delta_0 + \delta_3 + \delta_5 + \delta_6) + (\delta_1 + \delta_3 + \\
\delta_4 + \delta_5)x + (\delta_2 + \delta_4 + \delta_5 + \delta_6)x^2.
\]

The actual CRC-3 signatures are the same for all \(i\)'s. In Fig. 6.1, the error detection schemes proposed in this chapter for the multiplication of \(\alpha B\) are shown. Since CRC-3 is used, three different error flags or \(E_i\) are obtained by XORing the predicted CRC-3 signatures with the actual CRC-3 signatures. \(E_1\) is obtained by XORing the predicted \(CRC_3\) signature \((b_3 + b_4 + b_6)\) with the actual \(CRC_3\) signature \((\delta_0 + \delta_3 + \delta_5 + \delta_6)\) that is obtained after \(\alpha\) is multiplied with input \(B\). In the same way, \((b_0 + b_3)\) is compared with \((\delta_1 + \delta_3 + \delta_4 + \delta_5)\) to obtain \(E_2\), and \((b_5 + b_4 + b_6 + b_2)\) is compared with \((\delta_2 + \delta_4 + \delta_5 + \delta_6)\) to obtain \(E_3\).
6.3 Error Coverage and FPGA Implementations

The error coverage provided by the different error detection schemes presented in this chapter is calculated by finding the number of signatures and by performing $100 \cdot (1 - \left(\frac{1}{2}\right)^s)\%$, where $s$ stands for the number of signatures. To perform the finite field inversion of an element in $GF(2^7)$ with normal basis, a total of $3_{\text{mult}} \cdot (6_{\alpha B} \cdot (3_{EF}))$ or 54 signatures are needed, where $\text{mult}$ denotes the number of finite field multiplications, $\alpha B$ stands for the number of $\alpha B$ operations in each multiplication, and $EF$ is the number of error flags in each $\alpha B$ operation. These 54 signatures translate into an error coverage of $100 \cdot (1 - \left(\frac{1}{2}\right)^{54})\%$ or close to 100%.

To demonstrate that the error detection schemes proposed in this work provide high error coverage with an acceptable overhead, such schemes are embedded into the original $\alpha B$ multipliers to perform finite field inversion using ITA. The implementations are performed on Xilinx FPGA family Virtex-7 device xc7vx1140tflg1930-i using the Vivado tool and Verilog
Table 20: Overheads of the proposed error detection schemes for finite field inversion using ITA and elements in $GF(2^7)$ with normal basis.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Area (CLBs)</th>
<th>Delay (ns)</th>
<th>Power (mW) @50 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original ITA</td>
<td>294</td>
<td>1.452</td>
<td>0.599</td>
</tr>
<tr>
<td>ITA with CRC-3</td>
<td>408 (38.78%)</td>
<td>1.609 (10.81%)</td>
<td>0.610 (1.84%)</td>
</tr>
</tbody>
</table>

as the hardware design entry. The respective overheads are presented in Table 20 in terms of area (occupied slices), delay (ns), and power (mW) with the clock frequency of 50 MHz. As shown in Table 20, CRC-3 obtains an area overhead of less than 39% and a delay overhead of close to 11%.

To the best of the author’s knowledge, there is no previous research on this type of error detection schemes for finite field inversions using ITA for elements in $GF(2^m)$ with normal basis. In [99], authors performed error detection based on parity prediction for normal basis multiplication obtaining a combined worst-case area and delay overhead of 58.1%. Additionally, parity prediction signatures provide an error detection of up to 50%, i.e., if the number of faults is even, the approach would not be able to detect the faults. This highly predictable countermeasure can be circumvented by intelligent fault injection. In this chapter, CRC-3 is proposed as the case study for this chapter, which overcomes this problem and is intended for deeply-embedded systems where high-performance, low-overhead, and low-energy are preferred; however, larger CRC signatures can be employed for devices where power and area are not critical.

In Table 21, worst-case complexity comparisons in terms of XOR gates, finite field multiplications, error flags, and error coverage for larger $GF(2^m)$ finite field inversions with normal basis using ITA are presented. The number of XOR gates is calculated by performing $r \cdot (m - 1) \cdot (m \cdot (t - 1) + 1)$ for constructions without any error detection scheme and $r \cdot (m - 1) \cdot ((m \cdot (t - 1) + 1) + (2 \cdot m \cdot (x - 1) + (x - 1) \cdot x))$ for constructions with CRC-3 signatures. In such formulations, $x$ corresponds to the CRC-X used and $r$ stands for the number of finite field multiplications needed using ITA. Following ITA, the field $GF(2^{163})$ has the decomposi-
Table 21: Comparisons for different $GF(2^m)$ inversions using ITA.

<table>
<thead>
<tr>
<th>Finite field</th>
<th>t-type</th>
<th>Sign.</th>
<th>XOR gates</th>
<th>Mult.</th>
<th>Error Flags</th>
<th>Error Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>$GF(2^{163})$</td>
<td>4</td>
<td>None</td>
<td>635,040</td>
<td>8</td>
<td>3,888</td>
<td>$100 \cdot (1 - \left(\frac{1}{2}\right)^{5,888})%$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRC-3</td>
<td>1,487,808</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$GF(2^{233})$</td>
<td>2</td>
<td>None</td>
<td>635,040</td>
<td>9</td>
<td>6,264</td>
<td>$100 \cdot (1 - \left(\frac{1}{2}\right)^{6,264})%$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRC-3</td>
<td>1,487,808</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$GF(2^{283})$</td>
<td>6</td>
<td>None</td>
<td>635,040</td>
<td>10</td>
<td>8,460</td>
<td>$100 \cdot (1 - \left(\frac{1}{2}\right)^{8,460})%$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRC-3</td>
<td>1,487,808</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$GF(2^{409})$</td>
<td>4</td>
<td>None</td>
<td>635,040</td>
<td>10</td>
<td>12,240</td>
<td>$100 \cdot (1 - \left(\frac{1}{2}\right)^{12,240})%$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRC-3</td>
<td>1,487,808</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$GF(2^{571})$</td>
<td>10</td>
<td>None</td>
<td>635,040</td>
<td>12</td>
<td>20,520</td>
<td>$100 \cdot (1 - \left(\frac{1}{2}\right)^{20,520})%$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRC-3</td>
<td>1,487,808</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The column $GF(2^m)$ multiplications is determined by such decompositions and the error flags are calculated by performing $r \cdot (m - 1) \cdot x$. As it is shown in Table 21, the larger the NIST field is, the more signatures and the more error coverage the architecture will have.
Chapter 7: Conclusion

In this dissertation, many different error detection schemes based on normal, interleaved, two-part, three-part, and CRC signatures have been proposed. Chapters 2, 3, and 4, present fault diagnosis approaches for code-based cryptosystems, i.e., McEliece and Niederreiter cryptosystems. Chapter 5 applies error detection techniques to the multivariate-based Luov’s cryptosystem. Lastly, Chapter 6 presents countermeasures against side-channel attacks for the algorithms FLT and ITA, which are used to perform finite field inversions in a more efficient way. The latter one is not confined to specific cryptosystem, e.g., any cryptographic application that uses finite field inversions within its design can apply such countermeasures to create a more reliable system. Many error detection schemes are derived along this dissertation to provide reliability to a broad type of applications. For applications such as where performance is critical (and power consumption is not because these are plugged in), larger signatures can be applied. However, for deeply-embedded systems such as implantable and wearable medical devices, smaller signatures are preferred.

Such schemes have been implemented on different Xilinx FPGA families to benchmark the overhead of the proposed schemes with the original designs. In most of the implementations, the target platform does not necessarily affect the results because the chosen FPGAs belong to the same series (Xilinx series 7), being very similar from a technological point of view. As there are not any specific FPGA-related sub-blocks in most of them, such as large multipliers or inner multiplexers, the choice for hardware platform does not directly affect the derived overhead. The error coverage percentage for the different designs are all close to 100% with an acceptable overhead.
As long-term extensions to this dissertation, countermeasures for side-channel attacks against lattice-based cryptography will be studied. Lattice-based cryptosystems are not new, they have been used for many years in traditional known public-key schemes such as the RSA, Diffie-Hellman or elliptic-curve cryptosystems. Lattice-based cryptography involves all cryptographic primitives that include lattices, either in the construction itself or in the security proof. Their high efficiency, strong security guarantees from worst-case hardness, and simplicity to implement, make lattice-based cryptography a promising quantum-resistant class. Another type of concurrent error detection technique based on recomputing with shifted, negated, and scaled operands will be applied to their original implementation on FPGA to provide reliability to lattice-based cryptography systems.
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