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Abstract

To save the non-renewable resources and reduce pollution emissions, the integration of renew-

able energy sources (RES) into the main grid is increasing very fast. However, power systems

experience more stability issues that are caused by the higher penetration of RES. The main ob-

jectives of this dissertation are to 1-investigate these stability issues using linear analysis, EMT

simulation results, and experiment results; 2-provide the suitable solutions with the evaluations.

The research results will be presented into two parts based on two modeling approaches. In the

first part, RES units are normally modeled as an aggregated power source for the investigation

because they are installed in the same farm and have the same structure and parameters. Hence,

the investigations in this part are based on the single-inverter aggregated modeling of RES. In the

second part, RES units and/or battery energy storage system (BESS) units are integrated into

the same microgrid but they can be different types and have different parameters. Hence, each

unit needs to be modeled individually. In other words, multi-inverter based modeling is used to

investigate the stability issues in microgrids. In each part, both analytical model and testbed are

built using the same corresponding modeling approach. Analytical models are built in dq frame to

produce the linear analysis while the testbeds are built using EMT software or hardware to provide

more practical results for validations.

The first part of this dissertation investigates stability issues that happened in wind farms con-

nected to the conventional grid using the single-inverter aggregating modeling. Due to the different

reasons, the stability issues in this part are also divided into two categories, weak grid, and series

compensated networks. The investigations on stability issues in the weak grid are started by two

real-world events. In 2016, a subsynchronous oscillation (SSO) was observed in Type-4 wind farms

connected to the weak grid in Northwestern China. This subsynchronous oscillation (SSO) also

caused the torsional interaction between wind farms and remote thermal power plants. However,

x



the previous instability events in the Type-4 wind farms were normally reported with the low-

frequency oscillations such as the event in Texas in 2012. To explore the critical factor behind this

difference, a single-inverter aggregated analytical model is built based on Type-4 wind connected

to the weak grid. According to the linear analysis, this difference in the oscillation frequency is

caused by the dynamics of phase-locked-loop (PLL). This finding is validated using an EMT testbed

which is built in MATLAB/SimPowerSystems. Meanwhile, the torsional interaction with the re-

mote synchronous generator is demonstrated using this testbed. To solve the stability issues caused

by the weak grid, stability control with two strategies is implemented in two aggregated analytical

models. The eigenvalue analysis is used to evaluate its performance. Then, a Type-3 EMT testbed

and a Type-4 EMT testbed are built to validate the analytical results. Furthermore, the stability

control is also implemented in an FPGA-based hardware testbed. The experiment results show the

excellent enhancement of stability.

In the series compensated networks, stability issues are investigated by replicating three real-

world subsynchronous resonance (SSR) events. From August to October 2017, the Electric Re-

liability Council of Texas (ERCOT) reported three SSR events in the same transmission system

which consists of six Type-3 wind plants and a series compensated line. These events were excited

by the line outage but they had different consequences. To provide a reasonable explanation, this

dissertation replicates these three SSR events using the EMT testbed built based on the real sys-

tem. The challenge of replication is the limited information of system parameters. The fragmented

information is collected and combined from different public project reports and websites. To esti-

mate some parameters which are not found such as the number of online wind turbines and wind

speed, the sensitivity analysis is conducted using both simulation results and analytical results.

Note that these results are generated based on the single-inverter aggregated modeling of Type-3

wind. Finally, improved SSR control was implemented in the EMT testbed to mitigate SSR.

The second part of this dissertation discusses the stability issues in microgrids. Different than

the conventional grid, the investigations on microgrid need to consider not only the characteris-

tics of each distributed generation resource (DER) but also the coordinate control among DERs.

In this part, two coordinate controls, voltage-current (V-I) droop and consensus control, will be

xi



investigated under both grid-connected mode and autonomous mode. V-I droop control was pro-

posed in 2015 to enhance the accuracy of reactive power sharing in the microgrid. However, our

simulation results showed that the oscillation issues happened in a microgrid with V-I droop when

small values were selected for droop coefficients. To investigate the effects of droop coefficients, a

two-inverter based analytical model is derived with the multi-input multi-output (MIMO) matrix of

transmission networks. The linear analysis is carried out to identify the root causes of oscillations

under both grid-connected mode and autonomous mode. Analytical results are validated using

the detailed testbed which is built in MATLAB/SimPowerSystems. In the testbed, two DERs are

modeled separately as well. As the second coordinate control investigated in this dissertation, the

consensus control can maximize the efficiency of a microgrid by synchronizing performances of all

parallel BESS. Meanwhile, it only requires each BESS to share the limited information with its

neighboring BESS. To evaluate the performance of the consensus control, a multi-inverter based

analytical model is derived based on the grid-connected microgrid with three BESS. Furthermore,

a controller-hardware-in-the-loop (CHIL) testbed is built to emulate the microgrid which has three

BESS and is integrated into the IEEE 9-bus system. The entire circuit is simulated by a real-time

simulator while three BESS are controlled by three external FPGA-based controllers. This CHIL

testbed provides a more realistic environment to evaluate the consensus control because of the full

dynamics of microgrid and the large-scale power system.

This dissertation has led to four published journal papers and one working paper.

xii



Chapter 1: Overview

1.1 General Introduction

When they bring benefits to our life, RES also bring more challenges to our power systems

because of their less inertia and remote locations. Compared with the conventional electrical

energy sources such as the synchronous generators, RES have much less or no rotational inertia. It

causes that the power system is more sensitive to perturbations when the penetration of renewable

energy becomes higher. The second challenge is from remote locations. RES units are normally

installed in remote areas to maximize efficiency so they have to deliver the energy through the

long transmission line which is one reason to cause the weak grid. Although stability issues in

RES connected to the conventional grid have been studied for a long time, the number of reported

instability events in the real world is even increased instead of reduced. Furthermore, some new

phenomena in recent events cannot be explained by the existing studies. Hence, more stability

analysis need to be conducted to provide suitable explanations.

RES and BESS are also widely used in the microgrid. Compared with the conventional grid,

the microgrid does not need to face the challenge of the weak grid. However, investigations on

microgrid have to consider the stability issues under two operating modes, grid-connected mode,

and autonomous mode. Due to less system inertia, the stability issues in the microgrid are normally

caused by perturbations of power or voltage. On the other hand, they also can be caused by the

poor design of coordinate control which is used to collaborate DERs [1]. To improve the reliability

and efficiency of microgrids, more advanced coordinate controls are proposed so more evaluations

on their performances need to be conducted to avoid poor design.

In the following sections, a more detailed background, literature review, and contributions of

this dissertation will be introduced for both conventional grid and microgrids.

1



1.2 Single-inverter Aggregated Modeling of RES

Because of the same structure and operating condition, RES units in the same farm can be

aggregated as one. This technology is widely used by majority papers to investigate the dynamics

of RES units in the same farm connected to the grid [2–5]. Although the different locations

of RES units in the same farm may have different effects on the whole system dynamics, these

different effects are normally slight and ignored. [6] already used the simulation results to prove that

the simplified aggregated model has similar dynamic characteristics as a complex detailed model.

Therefore, the investigations on the farms of RES in the weak grid and the series compensated

networks will be conducted using the technology of single-inverter aggregated modeling.

1.2.1 Modeling and Control of RES in Weak Grid

The farms of RES are normally located in remote areas so the long transmission lines are

required to transfer the power to the main grid. Based on SCR = 1
XgP

, both high penetration P

and lone transmission line Xg can cause the weak grid. SCR is the acronym of the short-circuit

ratio. The value of SCR determines the strength of the grid. When SCR < 3, the grid can

be considered as the weak grid. Hence, when they have to transfer the power to the grid with

SCR < 3, RES may experience instabilities which are caused by the weak grid.

1.2.1.1 Stability Issues in Weak Grid

In previous reports and existing studies [7–10], the low-frequency oscillations (less than 10 Hz)

were normally observed in the instability events which were caused by Type-4 wind connected to

the weak grid. For example, EROCT reported a 3 − 4 Hz oscillation in Texas Type-4 wind farms

which were connected to the weak grid [7]. Fig. 1.1 from [7] shows the topology of the transmission

systems in Texas and the recorded voltage dynamics with the low-frequency oscillation.

However, in 2014, a sub-synchronous oscillation was observed in Type-4 wind connected to the

weak grid [5]. It happened in Northwestern China and the related transmission system is shown in

Fig. 1.2.

2
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Stability Issue 1: Low-frequency Oscillation in Weak Grids 

In Texas, USA (2011) [1]:  
• Type-4 wind 
• Weak grid 
• Low-frequency oscillation (3-4Hz) 

[1] S.-H. Huang, J. Schmall, J. Conto, J. Adams, Y. Zhang, and C. Carter, “Voltage control challenges on weak grids with high penetration of wind 
generation: Ercot experience,” in Power and Energy Society General Meeting, 2012 IEEE. IEEE, 2012, pp. 1–7. 

Figure: Competitive Renewable Energy  
Zone (CREZ) transmission system 

Figure: Recorded voltage oscillations 

Figure 1.1: Low-frequency oscillation was observed in Texas transmission system. Two figures are
from [7]. Permission is included in Appendix A.4716 IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 32, NO. 6, NOVEMBER 2017

Fig. 15. One-line diagram of the practical system suffering unstable SSI.

the obtained eigenvalues of (1). That is to say, the variation
of operating conditions of the target system would change the
IMs of PMSGs and AC grid, and thus affect the zeroes of IM
determinant of the whole system or its eigenvalues.

V. A SSI EVENT IN PRACTICAL PMSG BASED WIND FARMS

In this section, an actual SSI event is used to illustrate the
results of the above model analyses. This event happened in
the wind farm located in Xinjiang Uygur Autonomous Region,
China. The field measurements are collected and analyzed to
confirm some of the basic features that are derived from the
eigenvalue analyses and EMT simulations.

A. The Target System and Its SSI Events

The one-line diagram of the target system is illustrated with
Fig. 15. It covers most of the main grid in Xinjiang Uygur
Autonomous Region, which has been simplified to highlight
the issue concerned. As shown in the diagram, there are a dozen
of wind farms located in this system. Their generated wind
power is collected through 35/110 kV lines to substations A, B
and C. With little local load near the wind farms, their power is
then transmitted to substation D via long-distance transmission
lines. Their length is 109 km and 134 km, respectively. Through
220 kV double circuit lines (56.6 km), the wind power is
delivered to substation F, where the voltage is further stepped
up to 750 kV. Thus the wind power is next injected into the
750 kV main grid, in which several hub substations, namely
E, F, G, H and L, are also identified in the diagram, however,
without showing their subordinate lower-voltage grids. Two
thermal power plants, namely plants M and N, are connected
to substation H via 500 kV transmissions. Under normal
conditions, the power flow is usually delivered from substations
E and G to substation F, and then to substation H. Both the
power and the thermal power from plants M & N is supplied
to substation L. Besides, part of the power is transmitted to
Central China Power Grid through a ±800 kV high voltage DC
(HVDC) transmission line.

As shown in Fig. 15, most of wind farms are located near
substations A and B. In these wind farms, many identical

TABLE V
TORSIONAL MODES

Generators Mode 1 Mode 2 Mode 3

M: #1/#2/#3/#4 15.38 Hz 25.27 Hz 30.76 Hz
N: #1/#2 18.25 Hz 31.45 Hz 39.45 Hz

1.5 MW direct-drive PMSGs have been deployed. Their sys-
tem configuration and control scheme are given in Figs. 2 and
3. These large-scale wind farms are far from the main power
grid. According to the data provided by the grid company, the
short-circuit capacities at substation B and A are about 2000
MVA and 1450 MVA. However, the total installed wind power
capacity at substation A and B is about 1100 MVA at the end
of 2014 and is still growing. Thus the SCR is about 1.3 or even
less. In other words, these PMSG based wind farms are radially
connected to a relatively weak AC network.

Power plant M is equipped with four identical 660 MW units,
and plant N has two units. The shaft structure of each unit is
shown in Fig. 1. Note, the units in plants M and N have different
shaft parameters. So they have different torsional frequencies,
as listed in Table V.

With the installed capacity of these farms increasing, many
sustained power oscillation events have occurred in these farms
since June 2014. The oscillation frequency of power varies in
a very broad range from 20 Hz to 40 Hz, which are within
the subsynchronous frequency range. Initially, power oscillation
only appeared in the power grid near wind farms. However, as
the number of online WTGs increases, the oscillation amplitude
grows under some undesirable conditions. In the worst case,
such power oscillation would even spread to the 750 kV main
grid, and excite severe torsional vibration in turbogenerators
that are hundreds of kilometers away from the wind farms.

B. An Actual SSR Event

On July 1st, 2015, a severe SSI event occurred in the afore-
mentioned system. The sustained power oscillation induced by
these PMSG-based wind farms excited intense torsional vibra-
tion on shafts of units #1, #2 and #3 in power plant M (unit
#4 was under maintenance at that time). During this event, their
protection devices that were installed originally to counteract the
possible subsynchronous torsional interaction (SSTI) between
units and HVDC tripped the three units successively, causing a
total power loss of about 1280 MW. It led to a dramatic drop
of HVDC power from 4500 MW to 3000 MW. Moreover, this
event made the frequency of this regional grid decrease from
50.05 Hz to 49.91 Hz (the base frequency is 50 Hz in China).
This incident shocked the engineers from the grid company as
well as the power plants.

Initially, it was suspected that the SSTI between turbogen-
erators and HVDC caused this severe accident. However, the
excited oscillation at the frequency of mode 3 violates the com-
mon sense that HVDC usually stimulates low-frequency tor-
sional mode, for instance, mode 1. So, to make things clear,
a large range of data was collected through the PMU/WAMS

Figure 1.2: The practical system suffered from unstable SSO in China. This figure is from [5].
Permission is included in Appendix A.

In the real system, multiple 1.5 MW direct-drive PMSG-based wind turbines are installed at

Bus A and B. Because the wind farms are far away from the main grid, the long transmission

lines are used to transfer the power. At the end of 2014, the installed wind power reached 31% of

the short-circuit capacities such that these wind farms suffered a very weak grid (SCR = 1.3) [5].

Consequently, a subsynchronous oscillation (SSO) event happened on July 1st, 2015. The frequency

of SSO varied from 27 Hz to 33 Hz shown in Fig. 1.3. Moreover, this SSO caused the torsional
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interactions with the remote thermal power plants M and N because its frequency matched one

torsional mode of the synchronous machine in those thermal power plants shown in Fig. 1.4. It

was the first time to observe the SSO in Type-4 wind connected to the weak grid.

 

 Figure 1.3: Variation of the SSI frequency and associated torsional frequencies. This figure is
from [5]. Permission is included in Appendix A.

 

Figure 1.4: Torsional speed of models 1-3 of unit #2 in Plant M. This figure is from [5].
Permission is included in Appendix A.

1.2.1.2 Motivation and Existing Studies

Inspired by those real-world events in Type-4 wind, this dissertation will figure out the critical

factor which causes different oscillation frequencies. Many papers already studied the effects of

control modes of Type-4 wind on the dynamics of oscillation frequency [4, 5, 8, 11, 12]. In the

literature, there are two control modes which are normally employed by Type-4 wind, power control

4



mode and dc-link voltage control mode. The control mode is determined by the controlled variable

on the d-axis of the outer loop in the grid-side converter (GSC). If the controlled variable is real

power, the control mode is named as the power control mode. If the dc-link voltage of GSC is

controlled, it is named as the dc-link voltage control mode. When either the active power or the

dc-link voltage is controlled by GSC, another one is controlled by the machine-side converter (MSC)

in Type-4 wind.

In [8, 11, 12], research results only show the low-frequency oscillation in Type-4 wind with the

power control mode. However, [4, 5] show the subsynchronous oscillation in Type-4 wind under

the dc-link voltage control mode. [4] adopts frequency-domain analysis and demonstrates subsyn-

chronous frequency mode that can cause torsional interaction with a synchronous generator. [5]

carries out impedance-frequency curves to identify an unstable subsynchronous-frequency mode

at 30.76 Hz. Then, the participation factor analysis indicates that the subsynchronous-frequency

mode is related to the dc-link capacitor dynamics. Based on the eigenvalue analysis in this dis-

sertation, Type-4 wind with either control mode has both oscillation modes but which oscillation

mode is dominant depends on the dynamics of a phase-locked loop (PLL). Both control modes will

be investigated using single-inverter aggregated models. However, the dc-link voltage control mode

is employed by Type-4 wind in that China SSR event [5] so the models with dc-link voltage control

mode will be focused on to analyze the effect of PLL dynamics on oscillation modes of Type-4 wind

in the weak grid.

PLL is always a necessary part of inverter-based resources (IBRs) such as Type-4 wind, Type-

3 wind, PV, and BESS. With eigenvalue analysis, [13] shows that the bandwidth of PLL has a

significant effect on the oscillation mode of Type-4 wind. The lower bandwidth makes the low-

frequency mode dominant while the higher bandwidth makes the subsynchronous-frequency mode

dominant. The PLL adopted in [13] is a synchronous reference frame based PLL (SRF-PLL).

As the second-order application, SRF-PLL is most popularly adopted by many recent papers to

investigate the dynamics of RES and grid integration networks [8, 9, 14–16].

On the other hand, PLL has many different structures. In 2001, [17] used a lead/lag controller to

replace the PI controller in SRF-PLL to provide better filtering performance. In 2003, [18] proposed
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a PLL that controls the voltage magnitude, phase angle, and frequency by three different blocks

respectively. It generates the second harmonics to cancel the harmonics of the voltage. In 2006, [19]

used the quadrature-signal generator (QSG) in a double second-order generalized integrator PLL

(DSOGI-PLL) to filter the second order harmonics. [20] used a decoupling network in PLL to

cancel the voltage harmonics. It is named as the decoupled double synchronous reference frame

(DDSRF-PLL). In 2007, [21] utilized two band-pass filters in a software-based PLL to filter the high-

order harmonics without sacrificing the detecting speed. Although all the above PLLs have more

advanced structures, they have similar dynamics with SRF-PLL because they are designed based

on it. Therefore, my studies on the dynamics of PLL mainly focus on SRF-PLL. For comparison,

the lead/lag PLL is also modeled and investigated.

Although [13] already proved that the bandwidth of PLL could influence the oscillation modes,

this dissertation extends that work by providing more detailed linear analysis, validation of EMT

testbeds, and demonstration of torsional interactions. Besides the eigenvalue loci, the linear analysis

also employs the participation factor to determine which state is most related to the dominant mode.

The EMT testbed is built based on Type-4 wind connected to the weak grid and a synchronous

generator integrated at the grid side. Hence, it is not only used to validate the analytical results

but also used to demonstrate the torsional interaction. Furthermore, because different values are

selected for the damping of PLL, it is also identified that the damping of PLL plays an important

role in the oscillation modes as well.

1.2.1.3 Stability Control

As one objective of this dissertation, a suitable solution is provided to improve the stability in

RES in the weak grid. In the literature, kinds of strategies have been proposed and they can be

classified into four categories. The first category is the physical device such as the shunt reactive

power compensation [22]. The second category deals with the control mode of inverters of RES.

As aforementioned, Type-4 wind has two kinds of control modes, power control mode and dc-link

voltage control mode. According to studies on the grid dynamics [23, 24], the large size Type-4

wind usually uses the power control model to improve the stability. The third category is to design
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the inverter control to emulate a synchronous generator by abandoning the vector control and

PLL [25,26].

The fourth category enhances the structure of vector control in RES [27,28]. [27] found that the

deviation of the converter current on the d−axis is linear with the angle error while the deviation

of the current on q−axis is linear with the deviation of PCC voltage. The angle error is between

the measured PCC voltage and the PLL output. Hence, [27] adds two compensated modules

to modulate the PLL angle and PCC voltage respectively. The inputs are the deviations of the

converter currents on the d−axis and q−axis. The system with the modified vector control can

operate at SCR = 1 when power reaches 60% of the nominal level. [28] found that the instability

in VSC is caused by the outer control loop because of nonlinearity. Hence, [28] added a decoupling

part in the outer loop to overcome this nonlinearity. The gain scheduling technique is used in the

addition part. Gains need to be calculated for different operating conditions. This method can

achieve maximum power output at 89% of the nominal level when SCR = 1.

As the fourth category, stability control is proposed to solve the stability issues in the weak

grid. [29] shows that the instability in the weak grid is caused by the coupling between output

power and PCC voltage. Hence, the stability control is designed to suppress this coupling relation

using two approaches, voltage-based and current-based. Each approach is evaluated using two

single-inverter aggregated analytical models which are with power control mode and dc-link voltage

control mode respectively. Compared with methods in [27, 28], the stability control does not only

have the simple control strategy but also enhances VSC to transfer more power when SCR = 1.

Based on the analytical results, 1.0 pu of power can be delivered for SCR = 1 when the stability

control is implemented in a VSC under the power control mode. Under dc-link voltage control

mode, 0.97 pu power can be delivered by VSCs .

To validate the linear analysis, a Type-3 wind testbed and a Type-4 wind testbed are built

in MATLAB/SimPowerSystems. In Type-3 wind testbed, the majority of power is delivered by

rotor-side-converter (RSC) which employs the power control mode so the stability control in power

control mode is applied to Type-3 wind. The Type-4 wind is dependent on the GSC which uses

dc-link voltage control mode so the stability control in dc-link voltage control mode is applied to the
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Type-4 wind. Furthermore, an FPGA-based hardware testbed is built up to test stability control.

Its excellent performance is validated by the experimental results as well.

1.2.2 Modeling and Control of RES in Series Compensated Networks

Due to the SCR equation, the large reactance of the transmission line is the main factor to cause

the weak grid. The reactance can be reduced effectively by adding a capacitor to the transmission

line in series. The transmission system with this line is named as the series compensated network.

This method is widely used in real-world systems to improve the strength of the grid.

However, the series compensated line also brings another type of stability issue which is caused

by the LC resonance. Although the recent publication [30] proves that Type-4 wind is not immune

to the series compensated networks, this type of stability issue in Type-3 wind is mostly reported

and widely studied [31–35].

1.2.2.1 Stability Issues in Series Compensated Networks

Stability issues in series compensated networks are normally represented by the subsynchronous

resonance (SSR). For example, three SSR events were recorded in Texas by the Electric Reliability

Council of Texas (ERCOT) from August to October in 2017. Descriptions and records of these

events were reported in [36]. These three events happened in the same 345 kV transmission sys-

tem. Six wind plants are integrated at three substations: Cenizo, Del Sol, and Pomelo. A series

compensation line is employed to connect the Cenizo substation and Del Sol substation. Two end

substations, San Miguel and N Edinburg, are connected to the main grid. The voltage and current

of each event were recorded and presented in [36].

According to the report [36], these Type-3 wind farms were identified with SSR risk previously.

Indeed, the SSR events did not occur at the beginning. However, with more wind turbines online,

SSR happened more easily after transmission line outages. In each event, SSR was excited by Type-

3 wind farms radially connected to the series compensated line after one transmission line tripped.

The tripping sequence in each event is listed as follows. On August 24th, Del Sol - Pomelo line was

tripped in Event 1. This line outage left Plants 3 & 4 being radially connected to the Cenizo-Del
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Sol series compensated line. 25.6 Hz SSR was observed in instantaneous currents in abc-frame

until Plants 3 and 4 were tripped by the protection devices. The currents and the corresponding

frequency spectrum are shown in Fig. 3.13a. On September 27th, Lobo - Cenizo line was tripped

in Event 2. This line outage left Plants 1 & 2 being radially connected to the Cenizo-Del Sol series

compensated line. 22.5 Hz SSR was observed which led to the tripping of wind plants 1 & 2. The

currents and the corresponding frequency spectrum are shown in Fig. 3.13b. On October 27th, Del

Sol - Pomelo line was tripped in Event 3. 26.5 Hz SSR was observed. This event did not trigger the

protection device and Plants 3 &4 were not tripped. The currents and the corresponding frequency

spectrum are shown in Fig. 3.13c.

After the line tripped, SSR with three different frequencies happened in these three events

respectively. On the other hand, SSR in Event 1 and Event 2 were severe enough being detected

by the protection device while SSR in Event 3 was too slight to trigger the protection device. It

is also noticed that in Event 3, more wind power was generated compared to that in another two

events.

1.2.2.2 Motivation and Existing Studies

These three events were caused by the same reason (line tripped) but they had the difference

consequences (SSR magnitude and frequency). It is understandable that for Event 1 and Event 2,

the difference in SSR frequency was because of the different equivalent compensation networks of

resulting systems. However, Event 1 and Event 3 also had different SSR frequencies even if they

had the same equivalent compensation network after the same line tripped. Furthermore, there

was more power transferred through the series compensated line in Event 3 but there was no wind

plant tripped.

As aforementioned, SSR events in Type-3 wind have been studied by many publications [33–

35, 37–43]. They already found that the dynamics of SSR can be affected by different critical

factors such as the compensation level, grid strength, torsional interaction, wind speed, and control

systems. However, a reasonable explanation of the different consequences in these three events

could not be carried out even if the public report, South Texas SSR, had been posted by ERCOT
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for eight months. To provide a reasonable explanation, this dissertation will investigate these three

SSR events by replicating them.

Building a detailed EMT testbed is a widely approach to investigate the real SSR events in

Type-3 wind. However, the testbeds built by existing publications cannot be used to replicate

above SSR events because the detailed information of those testbeds is not given. For example,

[37, 39–41, 43] investigated SSCI in Type-3 wind plants using the EMT simulations but they did

not give the detailed information such as topologies of corresponding real systems, line impedance,

and parameters of wind turbines. Meanwhile, none of those testbeds are built based on the region

of the real ERCOT system studied in [36]. For example, [42] gave the impedance of transmission

lines and transformers but it focused on the different portions of the ERCOT transmission system

than the portion in [36]; [38] compared the real records and EMT simulation results but it used a

simple and non-proprietary testbed. Hence, a new and particular EMT testbed with the accurate

information needs to be built up to replicate above three recent SSR events.

1.2.2.3 Challenges on Replication

The challenges for the replication are the limited information of the transmission system and

the operating conditions of three SSR events. That report from ERCOT [36] provided the topology

of the system but it did not provide other related information such as the parameters. Based on

the topology of the real system, it can be determined that the testbed should focus on the part

of the ERCOT system from the San Miguel to N. Edinburg and the six integrated wind plants.

The system topology can be found in [36]. Other parts of ERCOT system are simplified as voltage

sources behind San Miguel 345 kV substation and behind N. Ediburg 345 kV substation.

After the system structure is determined, the accurate parameters of the real system need to be

found out to configure the testbed. The fragmented information about this real system is collected

from different public project reports and websites. By combining the collected information, lengths

of transmission lines, compensation level, and the names of wind farms are determined. Then, the

type of wind turbines and the capacity of the wind plants are found by searching their names in

the public database. The detailed information of wind turbines such as the control system and
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parameters is confidential to wind manufacturers so the 1.5 MW doubly-fed induction generator

(DFIG) demo in MATLAB/Simpowersystem is adopted in the EMT testbed.

Although parameters have been found, the operating conditions such as the number of online

wind turbines and the wind speed are still unknown. In this dissertation, these two factors are

determined by fine-tuning based on their sensitivity analysis. The sensitivity analysis is conducted

using eigenvalue analysis and EMT simulation results. Using the EMT testbed with accurate

information, the replication results are generated and match the real records in [36] very well. It

is also found that wind speed plays the most important role in the differences among three SSR

events.

1.2.2.4 SSR Control

To mitigate SSR in the above events, a practical solution, SSR control, is provided. In the

literature, there are two categories of existing methods to solve the stability issues which are caused

by series compensation networks. The first category is installing additional FACTS devices at PCC

bus to regulate PCC voltage [44, 45] while the second category is improving control strategies of

RSC or GSC in Type-3 wind [46, 47]. Compared with the former one, the latter category saves

more costs and time on infrastructure.

SSR control belongs to the second category and was proposed in 2012 [46]. It is a kind of

supplementary control and should be implemented in GSC of Type-3 wind. In this dissertation,

SSR control is improved and implemented in the above replication testbed to mitigate SSR. The

improved SSR control utilizes the current through the series compensated line to mitigate SSR. This

current signal is a more practical approach for the real-world compared with the voltage dropped

on the series capacitor. All of the research results on the replication and SSR mitigation will be

presented in Chapter 3.

1.3 Multi-inverter Modeling of RES and BESS in Microgrid

RES are also widely used in the microgrid. Compared with the conventional grid, the microgrid

has a smaller size such as a lower voltage level and lower power level. The voltage level of the
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microgrid is typically from 400 V to 69 kV [48] and the power level normally varies from hundreds

of kilowatts to tens of Megawatts [49]. Furthermore, microgrid has higher uncertainty because

there are more uncertain events or disturbances that happened in the microgrid [50]. Meanwhile,

microgrid has less capability to handle the disturbance because it has less system inertia. A small

disturbance in the microgrid can lead to the relatively large deviation of the voltage and frequency

[1]. To increase the reliability and efficiency of microgrid, an upper-level control (coordinate control)

is normally utilized to collaborate DERs. To analyze the dynamics of coordinate controls, DERs in

microgrid cannot be modeled as an aggregated voltage source even if they have the same structure

and parameters. Hence, this dissertation will use the technology of multi-inverter modeling to

investigate microgrids with two coordinate controls, V-I droop and consensus control.

1.3.1 Stability Issues in Microgrid

The recently published survey paper [1] claims that stability issues in the microgrid are different

than the conventional grid. It also classifies the stability issues in microgrids into two categories.

The first category is related to the power supply and balance. The stability of microgrid requires

to maintain the balance between the generated power and demand power. When the balance is

terminated by loss of DER, hitting limits of DER, ineffective power sharing, and large load tripping,

the microgrid will suffer the instability [51]. The second category is related to the control systems of

the equipments such as the inadequate control schemes and/or the poor tuning of the controllers [1].

This dissertation will focus on the second category of stability issues in a microgrid with droop

control.

1.3.2 Existing Studies and V-I Droop

As a decentralized control scheme, the droop control is widely used to collaborate multiple

DERs in microgrids without the intercommunication among DERs [52]. Based on the different

droop relations, droop controls provide different approaches to achieve power sharing among DERs.

Based on the analysis, many published papers [52–57] already proved that the poor selection of the

droop coefficient is the challenge to the stability of microgrid with droop control.
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However, the stability issue in a microgrid with V-I droop has not been identified and studied.

As a relative new droop control, V-I droop was proposed in [53] in 2015. It has fast dynamics

and accurate power sharing. Different than the conventional droop control using ∆P − ∆f and

∆Q − ∆V , V-I droop utilizes droop relations between voltages and currents on dq-axis to adjust

the output voltage references of DER. Relations can be expressed by the following equations,

E∗d = E0 − miLd and E∗q = 0 − niLq. In a microgrid with V-I droops, the PLL is not required

for each DER. The real and reactive power sharing is inversely proportional to the ratio of droop

coefficients. Although [53] mentioned that small droop coefficients may lead to inaccurate power

sharing, the oscillation issue is not observed and investigated yet. In this dissertation, the stability

issues in the microgrid with V-I droops will be investigated. First, the eigenvalue analysis is carried

out from the derived analytical model which is designed based on the microgrid with V-I droops.

Note that eigenvalue analysis is a popular method used to investigate the stability issues in the

microgrid with multiple DERs [52, 54–56, 58, 59]. Then, the analytical results are validated by the

simulation results from the detailed testbed which is built in MATLAB/SimPowerSystems.

1.3.3 Consensus Control for BESS

As another kind of DER, the battery energy storage system (BESS) provides the user with

dispatch capability of the RES such as PV and wind [60]. To balance the power and energy in

microgrids, BESS stores energy when the generation is higher than the demand. On the other hand,

it supports the system when the demand is higher than the generation. BESS also can improve the

reliability of microgrid on the sudden disturbances [60, 61]. However, the disadvantage of BESS is

its high costs on the device, maintenance, and depreciation [60]. Compared with the innovations

of the materials, the advanced control strategy can be achieved more easily to reduce the cost of

depreciation.

The depreciation of the battery is mainly related to its state of health (SoH) while SoH is

influenced by the times of charging and discharging. [62] provided a consensus control to synchronize

the power and energy of multiple BESS in the microgrid. It minimizes the times of charging or

discharging of any individual battery. The consensus control does not only reduce the depreciation
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rate of batteries effectively but also makes the microgrid maintain the high efficiency [62]. To

evaluate the performance of the consensus control, a multi-inverter based analytical model is derived

based on the grid-connected microgrid with three BESS. In addition, a controller-hardware-in-the-

loop (CHIL) testbed is built to test the consensus control in a more practical and complex system.

In the current CHIL testbed, a microgrid with three BESS is integrated at Bus 9 of the IEEE

9-bus system. Besides the simulation results, the detailed configuration of the CHIL testbed will

be introduced in Chapter 4.

1.4 Tools for Stability Analysis of RES and BESS

As an important tool, the analytical model is widely used to study the dynamics of RES and

BESS in the conventional grid and microgrids [8,63–67]. In such models, inverters are considered as

the voltage sources with the dynamics of vector controls but the switching dynamics are omitted.

They are derived in the dq frame and the flat run is required to generate the linear analysis. In

this dissertation, the corresponding analytical models are derived to investigate specific stability

issues. Analytical models for Type-4 wind and Type-3 wind are proposed in [8, 63] while [68]

provides the derived procedures and flat run for Type-4 wind. Analytical models for microgrids

with multiple DERs are derived in Chapter 4. Based on analytical models, the eigenvalue analysis

can be generated to analyze the dynamics of systems under different conditions. However, the

analytical model is a simplified model and only includes the essential dynamics of the studied

system. Hence, these analytical results need to be validated by more practical models including

full dynamics.

EMT testbed is another tool to investigate the stability issues of RES. Compared with the

analytical model, the EMT testbed includes full dynamics such as electromechanical dynamics,

dynamics of controllers for the machine, limits for the protection, and natural factors like wind

speed and irradiance. Hence, the EMT testbed is not only used to validate the analytical re-

sults but also used to demonstrate more complex events and replicate the real-world events. The

popular simulation applications for EMT testbeds are MATLAB/SimPowerSystems and PSCAD.

Many examples of EMT testbeds with realistic parameters can be found from their database. In
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this dissertation, EMT testbeds are built in MATLAB/SimPowerSystems and developed from its

examples, especially wind modules. After each part of linear analysis, the EMT simulation results

will be plotted for validations and demonstrations.

The third tool is the testbed which is built with laboratory-size devices. The objectives behind

the hardware testbeds are not only to validate the analytical results but also to provide a more

practical approach to test the proposed controls in the Mega Watt (MW) systems at a mini-scale.

This is also a standard process to investigate the high power transmission and distribution systems.

In this dissertation, there are two types of hardware testbeds configured, the pure laboratory-size

hardware testbed and the controller-hardware-in-the-loop (CHIL) testbed. The pure hardware

testbed is built based on the FPGA-based controller from National Instrument (NI) and employs

the laboratory-size devices. Compared with the pure hardware testbed, the CHIL testbed provides

a safer and more flexible testbed [69, 70]. It consists of a real-time simulator (RT-LAB) and

multiple FPGA-based controllers. The pure hardware testbed is used to test stability control in

RES connected to the weak grid while the CHIL testbed is used to test consensus control in the

microgrid with three BESS.

1.5 Outline of Dissertation

After the introduction, the rest of this dissertation is organized as follows.

Chapter 2 focuses on the stability issues in RES connected to the weak grid. First, the single-

inverter aggregated analytical model is used to analyze the effect of PLL dynamics on the oscillation

frequency of Type-4 wind in the weak grid. Then, the stability control is proposed and implemented

in analytical models to solve the stability issues. Its performance is evaluated using the eigenvalue

analysis. Next, the corresponding EMT testbeds are built to validate all of the analytical results.

Finally, a hardware testbed is built to test the stability control using experimental results.

Chapter 3 replicated three real-world SSR events in Type-3 wind connected to the series com-

pensated network. To configure an EMT testbed, this chapter introduces how to collect the accurate

parameters and generates sensitivity analysis on two unknown factors. Then, the EMT simulation
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results are plotted to match the real-world records. Finally, a practical SSR control is implemented

in this EMT testbed to mitigate SSR.

Chapter 4 discusses two coordinate controls for the microgrid with multiple DERs. First, a

two-inverter analytical model is derived to analyze the effects of droop coefficients on the stability

of microgrid with V-I droops. The linear analysis is validated by an EMT testbed which is a grid-

connected microgrid with two DERs. After V-I droop, the consensus control is evaluated using a

three-BESS analytical model and a CHIL testbed. Both model and testbed have the same structure

of microgrid but they have different grids. The grid in the analytical model is modeled as an ideal

voltage source while the grid in CHIL testbed is IEEE 9-bus system.

Chapter 5 concludes all my research results for RES in the conventional grid and microgrids.

It also presents the future work of my research topics.
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Chapter 2: Single-inverter Aggregated Modeling of RES in Weak Grid

2.1 Introduction

This chapter 1 presents the modeling and stability analysis on the farm of RES connected to the

weak grid. Due to the same characteristics, these RES units in the same farm are usually modeled

as an aggregated single inverter for analysis. In other words, the stability of the entire RES farm

in the weak grid is based on the interactions between the single RES unit with the grid.

My research results on this topic focus on the weak grid instability events in China and Texas.

Two control modes of Type-4 wind will be introduced first. Then, the dynamics of PLL are analyzed

on the different types and different bandwidth. Both eigenvalue loci and participation factors are

conducted to confirm the finding that the oscillation mode of Type-4 wind in the weak grid is

mainly dependent on the dynamics of PLL in [13]. Next, both control modes will be evaluated

with the stability control using the analytical models. Furthermore, several EMT testbeds and an

FPGA-based hardware testbed are built to validate the corresponding analytical results.

2.2 Control Modes of Type-4 Wind

2.2.1 Topology of Type-4 Wind

The full topology of the SG-based wind turbine is shown in Fig. 2.1. Although there are actually

more than one wind turbines in the same wind farm, they can be aggregated as one wind turbine

with the same per-unit values and control parameters. In Type-4 wind, there are two back-to-

back voltage-source converters (VSCs) employed. One is named as the grid-side converter (GSC)

which is connected to the point of common coupling (PCC) bus directly. Another one is named as

1The majority of this chapter was published in IEEE Transactions on Power Systems [68] and IEEE Transactions
on Sustainable Energy [71], 2019. Permissions are included in Appendix A. Section 2.6 was submitted to IEEE
Transactions on Sustainable Energy [72], 2019
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the rotor-side converter (RSC) or machine-side converter (MSC) which is connected to the wind

turbine. Between two converters, there is a DC-link capacitor which is used to regulate the DC

voltage. L1 and R1, and C1 are the components of the filter to filter the high-frequency harmonics

in output voltages and currents from GSC. Rg and Lg represent the aggregated resistance and

inductance of the transformers and transmission lines. The per-unit analysis is required for the

aggregated analytical model. Hence, the per-unit values are calculated based on the parameters of

the EMT testbed and listed in Table 2.1. The parameters of the EMT testbed are shown in Table

2.7.
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Figure 2.1: The topology of the detailed SG-based wind turbine (Type-4).

Table 2.1: Parameters of Simulink model

Parameters Values (in pu if not specified)

Power level P = 0.9
Nominal frequency ω0 = 377 rad/s

Converter filter X1 = 0.15 , R1 = 0.003, yc1 = 0.25
Transformer (T1) XT1 = 0.02 , RT1 = 0.002
Transformer (T2) XT1 = 0.03 , RT1 = 0.003

Long transmission line X2 = 0.3 to 0.7 , R2 = 0.03 to 0.07
Short transmission line X3 = 0.01, R3 = 0.001

DC time constant τ = 0.0272 s
Current control Kpi = 0.4758, Kii = 3.28
Power control Kpp = 1.1, Kip = 137.5

Voltage control Kpv = 0.25, Kiv = 25
PLL (13 Hz) KpPLL = 60, KiPLL = 1400
PLL (34 Hz) KpPLL = 60, KiPLL = 18200
PLL (30 Hz) KpPLL = 100, KiPLL = 10000
PLL (60 Hz) KpPLL = 314, KiPLL = 24700
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2.2.2 Analytical Models

Although the EMT testbeds can be used for the validation, demonstration, and replication, the

analytical models are required to generate the linear analysis to help us understand the dynamic

relations in the systems. The analytical model for Type-4 wind is proposed in [8]. It is known that

the on-grid dynamics of Type-4 wind are mainly dependent on the control features of its GSC [5].

In addition, Type-4 wind turbines can be aggregated as one. Hence, the analytical model for Type-

4 wind only considers the dynamics of GSC with vector control, PLL, the filter, the grid, and the

transmission line. Two analytical models are shown in Fig. 2.2 and Fig. 2.3 for power control

mode and dc-link voltage control mode respectively.
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Figure 2.2: Analytical model for the Type-4 wind with power control mode.
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In the analytical models, the vector control loops are modeled in detail while GSC is considered

as the voltage source. In dc-lin voltage control mode, the integration of the power deviation
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(Pwind − P ) is considered as the square of the measured dc-link voltage [13]. Pwind is the power

generated by the wind turbine while P is the power generated by the GSC. τ is related to the dc-

link capacitor. To generate the linear analysis such as the eigenvalues, the analytical models need

to be linearized with the flat run. How to build the analytical model and linearize the model are

presented by our previous publications [8, 68,71] so they will not be presented in this dissertation.

2.3 Dynamics of PLL on Stability Issues

PLL is necessarily used to synchronize the converter with the grid. As mentioned in Chapter

1, kinds of advanced PLLs have been proposed in recent years but the SRF-PLL is still the most

widely used and studied for three-phase applications [8, 14–16,73].

2.3.1 SRF-PLL

SRF-PLL is the second-order application and it is modeled in analytical models. It uses the

PCC bus three-phase voltages as inputs and it outputs the PCC bus voltage magnitude, frequency,

and a reference angle which is used for park transformations. The topologies of the SRF-PLL in

abc frame and dq frame are shown in Fig. 2.4.
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Figure 2.4: Block diagrams of the SRF-PLL. (a) Original PLL; (b) PLL in dq-frames.

The effect of its bandwidth has been studied by many papers [16,74,75]. The higher bandwidth

leads to the faster detection of the voltage angle while the lower bandwidth can filter the high-

order harmonics in the utility voltage. Four SRF-PLLs with different control gains are selected to
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examine their effects on the oscillation modes. Four sets of controller gains are listed in Table 2.1.

Their dynamics can be indicated by Fig. 2.5.
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Figure 2.5: PLLs with four different bandwidth: 13 Hz, 30 Hz, 34 Hz and 60 Hz.

2.3.1.1 Eigenvalue Analysis

These four SRF-PLLs are implemented in the analytical model with the dc-link voltage control

mode. After the linearization, their eigenvalue analysis related to the grid strength is generated in

Table 2.2 and Fig. 2.6.

Table 2.2 lists the eigenvalues for the 13 Hz and 34 Hz SRF-PLLs under their own margin

conditions. X2 = 0.60 for the 13 Hz SRF-PLL while X2 = 0.46 for the 34 Hz SRF-PLL. X2 is

the reactance of the transmission line. The dominant modes are bold for each case. With 13 Hz

SRF-PLL, λ8,9 are the dominant modes with low-frequency oscillation at 5.02 Hz. With 34 Hz

SRF-PLL, the dominant modes are λ6,7 and their oscillation frequency is 23.8 Hz. It is found that

the bandwidth of PLL can determine the oscillation frequency of the system.

To analyze the effect of SCR on system stability, X2 is increased until the system becomes

unstable. Each increment on X2 is 0.02 pu. Fig. 2.6 presents four eigenvalue loci for four SRF-

PLLs respectively. In all four eigenvalue loci, there are two oscillation modes that are more sensitive
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Table 2.2: Modes for different bandwidth of PLL under marginal conditions

Mode 13 Hz PLL 34 Hz PLL

λ1 -1174 -1172
λ2,3 -507.6±j2π×337.6 -477.8±j2π×347.4
λ4,5 -52.5±j2π×151.2 -52.9±j2π×167.0
λ6,7 -49.2±j2π×22.28 −0.4± j2ß× 23.8
λ8,9 −0.3± j2ß× 5.02 -8.0±j2π×9.44
λ10 -97.3 -224.3
λ11,12 -17.4±j2π×1.10 -34.3±j2π×0.08
λ13 -34.5 -16.7

to grid strength. One belongs to the low-frequency oscillation (less than 10 Hz) while another one

belongs to the subsynchronous oscillation (above 20 Hz).

Although both modes move to the right half-plane (RHP) with the reduction of grid strength,

which mode becomes dominant is different in four eigenvalue loci. The low-frequency oscillation

mode is dominant with 13 Hz SRF-PLL while the subsynchronous-frequency mode is dominant

with 60 Hz SRF-PLL. Furthermore, a lower PLL bandwidth is better for stability after comparing

their margin conditions shown in Fig. 2.6a and Fig. 2.6d. The marginal X2 is 0.60 pu for an

SRF-PLL with lower bandwidth while X2 is 0.56 pu for a faster SRF-PLL.

Besides the bandwidth, the damping of SRF-PLL affects system stability as well. Based on Fig.

2.5, 34 Hz SRF-PLL and 30 Hz SRF-PLL have similar bandwidth while having different damping.

In Fig. 2.6b, the subsynchronous-frequency mode is dominant with the 34 Hz PLL which has

less damping. On the other hand, the 30 Hz PLL with more damping makes the low-frequency

oscillation mode dominant as shown in Fig. 2.6c.

2.3.1.2 Participation Factors

The participation factor is the method to determine which states are most relevant to a spe-

cific mode. Table 2.3 lists the participation factors for the subsynchronous mode λ6,7 and the

low-frequency mode λ8,9 because they are the dominant modes in their own cases. The high par-

ticipation factors indicate the most relevant relations and are marked as bold in the table. It

is found that the subsynchronous mode λ6,7 is related to dc-link dynamics, dc-link voltage con-
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Figure 2.6: Eigenvalue loci for the SRF-PLL with different bandwidth. For each PLL, ten
operating conditions are presented. (2.6a) (2.6c): X2 changes from 0.5 to 0.7. (2.6b) X2 changes
from 0.3 to 0.5. (2.6d) X2 changes from 0.4 to 0.6. Green ones notate low-frequency mode while

red ones notate subsynchronous-frequency mode.

trol, and PLL. With lower bandwidth of PLL, only low-frequency oscillation mode λ8,9 is related

to PLL and the ac voltage control (x2). With higher bandwidth of PLL, both low-frequency and

subsynchronous-frequency modes are related to dc-link dynamics, dc-link voltage control, and PLL.

2.3.2 Lead/lag PLL

The aforementioned papers focus on improving the performance of SRF-PLLs under the dis-

torted grid conditions. However, the analysis and simulation of the PLL in this study are based
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Table 2.3: Participation factors under marginal conditions

13 Hz PLL 34 Hz PLL

States λ6,7 λ8,9 λ6,7 λ8,9
V 2
dc 0.3427 0.0926 0.1934 0.4157
ig1d 0.1031 0.0006 0.0457 0.0077
ig1q 0.0404 0.0077 0.0360 0.0106

ig2d 0.1145 0.0039 0.0653 0.0349
ig2q 0.2350 0.0345 0.2217 0.0223

vgPCC,d 0.0406 0.0053 0.0276 0.0017

vgpcc,q 0.0229 0.0017 0.0101 0.0046
θ 0.2297 0.3464 0.3979 0.1463

∆ω 0.0377 0.2072 0.3571 0.1474
x1 0.2692 0.0900 0.1240 0.3963
x2 0.0479 0.2129 0.0165 0.0501
x3 0.0119 0.0012 0.0059 0.0095
x4 0.0948 0.1446 0.0320 0.0450

on the ideal utility voltage. Meanwhile, all the above PLLs are based on the SRF-PLL so they

have the dynamic characteristics of the SRF-PLL. Except for the lead/lag PLL, others need to be

modeled with the αβ frame. The analytical model cannot be linearized with the flat run if the

αβ frame is modeled in. Hence, the lead/lag PLL is modeled in the analytical model to compare

with SRF-PLL. Lead/lag PLL is proposed in 2003 to provide better filtering performance using

a lead/lag controller to replace the PI controller in SRF-PLL [17]. Its topology is shown in Fig.

2.7. The lead/lag PLLs are designed to match the bandwidth of SRF-PLLs, 13 Hz and 34 Hz. Its

parameters are listed in Table 2.4. The bandwidth comparison is shown in Fig. 2.8.

+
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K
1+T1s

1+T2s

Δω +
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s

θ vc
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Lead/lag 
controller 

Figure 2.7: Topology of lead/lag PLL.
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Table 2.4: Parameters of lead/lag PLLs

13.5 Hz 34 Hz

T1 = 0.0037 T1 = 0.0013
T2 = 0.0232 T1 = 0.0232
K = 91 K = 457
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Figure 2.8: Bandwidth comparison between SRF-PLL and lead/lag PLL.

2.3.2.1 Eigenvalue Analysis

The eigenvalue loci for the lead/lag PLL with two different bandwidth are generated to compare

with SRF-PLL. They are shown in Fig. 2.9b and Fig. 2.9d. The corresponding eigenvalue loci of

SRF-PLLs in Fig. 2.6a and Fig. 2.6b are copied in Fig. 2.9a and Fig. 2.9c for the comparison. It

is found that lead/lag PLL makes the system have higher margin conditions for both bandwidth.

In other words, lead/lag PLL can improve the system stability. However, as same as SRF-PLL,

lead/lag PLL with the higher bandwidth also makes the subsynchronous oscillation mode as the

dominant one. Hence, for both types of PLLs, their dynamics can influence the oscillation mode in

Type-4 wind connected to the weak grid.
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2.4 Stability Control

Stability control is designed based on the mechanism behind instability on wind farms connected

to the weak grid. This mechanism has been introduced in [29]. The principles of the stability control

based on this mechanism is presented in [71]. Hence, this section will provide a brief of principles

but it will focus on the evaluation of stability control using analytical results.
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Figure 2.9: Eigenvalue loci for the SRF-PLL and lead/lag PLL with two different bandwidth.
(2.9a) 13 Hz SRF-PLL: X2 changes from 0.5 to 0.7. (2.9a) 34 Hz SRF-PLL: X2 changes from 0.3
to 0.5. (2.9b) 13.5 Hz lead/lag PLL: X2 changes from 0.5 to 0.7. (2.9d) 34 Hz lead/lag PLL: X2

changes from 0.4 to 0.6.
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2.4.1 Principles

Fig. 2.10 presents an aggregated Type-4 wind connected to the grid. The grid strength can

be represented by the line reactance Xg. For Type-3 wind, there should be an additional shunt

admittance to represent double-fed induction generator’s circuit components.
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Figure 2.10: A wind farm and grid integration system.

After the linearization, the simple circuit in Fig. 2.10 can be represented by the block diagrams

shown in Fig. 2.11. The detailed linearization process is provided in [71]. Based on Fig. 2.11,

an increment in output power ∆P will lead the d-axis current ∆id increased and the increased

∆id will lead to a reduction in the PCC voltage ∆Vpcc because of negative c [71]. However, the

reduced ∆Vpcc will lead to a reduction in ∆P . Hence, the principle of stability control is to solve

this conflict situation by reducing the coupling relation between ∆P and ∆Vpcc.

Two feedback control strategies are proposed to suppress the effect of ∆VPCC on real power

∆P and they are marked by the dark blue in Fig. 2.11a and Fig. 2.11b respectively. The first

approach is to add a positive feedback of ∆id on the power through a proportional gain Kid. The

second strategy is to add a negative feedback of ∆Vpcc on the power through another proportional

gain Kvpll. Which strategy will have the better performance can be evaluated using eigenvalue loci

which are generated from the analytical models.

2.4.2 Eigenvalue Analysis

The mechanism analysis in the above subsection does not include the dynamics of PLL and

simplifies the inner loop as a low-pass filter. However, in [8, 68], it is proved that PLL dynamics

have a significant effect on the stability of RES in the weak grid. Therefore, the stability control
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Figure 2.11: Linear block diagrams for two feedback controls. (2.11a): ∆id as input signal.
(2.11b): ∆VPCC as input signal.

strategies need to be implemented in the analytical models shown in Fig. 2.2 and Fig. 2.3 to

analyze the performance. Two analytical models with the stability control strategies are shown in

Fig. 2.12. Model 1 shown in Fig. 2.12a indicates the wind with the active power control mode in

GSC while Model 2 in Fig. 2.12b is the aggregated single-inverter wind with dc-link voltage control

mode in GSC. The stability controls in two analytical models will be analyzed separately.

2.4.2.1 Power Control Mode

As aforementioned, two strategies of stability control are using two kinds of feedback signals,

∆Vpll and ∆i1d. In Fig. 2.12a, both feedback signals are used to modulate the real power through

two different proportional gains, Kid and Kvpll. The output of the proportional control with ∆Vpll

as the input signal is added to the power order. The output of the control with ∆i1d as input

is subtracted from the power order. Which strategy is activated will be dependent on the values

of Kid and Kvpll. If their values are zero, the stability control is deactivated. Otherwise, it is

activated. In this dissertation, both control strategies will be activated to evaluate which control

strategy has better performance.

The eigenvalue loci are generated to analyze the performance of each stability control strategy.

Table 2.5 lists the parameters used in the EMT testbeds and their per-unit values which are used

in the analytical model. The system operates at 0.9 pu power and the PCC voltage is at 1 pu. Fig.
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Figure 2.12: Feedback controls are implemented in Model 1 (2.12a) and Model 2 (2.12b).

2.13 shows the eigenvalue loci of the analytical model in Fig. 2.12a with the change of transmission

line (or grid strength) Xg. As noted but not plotted, the marginal stable condition for the system

without stability control is Xg = 0.86 pu. Hence, a marginal unstable Xg = 0.88 pu is selected

as the initial condition to test how the different values of Kid or Kvpll affect the system stability.

Based on Fig. 2.13a and Fig. 2.13b, it is found that 10 is large enough for Kid to make the system

stable. For Kvpll, 0.9 is the best value because there is a tradeoff between two oscillation modes.

With either of the fixed Kid = 10 and Kvpll = 0.9, Fig. 2.13c and Fig. 2.13d show that the

eigenvalues move to the right half-plane (RHP) corresponding to the increment of Xg. Although

both control strategies make the system stable even if Xg = 1.1 pu (SCR = 1), the voltage-based

stability control is preferred over the current-based stability control. The reason is that the current-
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Table 2.5: Parameters of Model 1 and Type-3 wind testbed

Parameter Value (SI) Per-unit (pu)

# of WT 60
Rated power 1.5 MW 0.9

DC-link voltage 1150 V
Rated voltage 575 V 1
Nominal freq. 60 Hz 1
Lls(Xls), Rs 94.5 µH, 5.6 mΩ 0.18, 0.023
L′lr(X

′
lr), R

′
r 84.0 µH, 3.9 mΩ 0.16, 0.016

Lm(Xm) 1.5 mH 2.9
Inertial, poles 8.03 J, 6
Friction factor 0.01

Cdc 10 mF
Lc(Xc), Rc 0.16 mH, 0.59 mΩ 0.3, 0.03
C1(B1) 2.9 mF 0.267

LT1(XT1), RT1 0.165 mH, 6.25 mΩ 0.02, 0.002
LT2(XT2), RT2 19.25 mH, 725 mΩ 0.03, 0.003

L2(X2) 0.58→ 1.35 H 0.45→ 1.05
R2 21.78→ 50.82 Ω 0.045→ 0.105

Current control Kpi = 0.6, Kii = 8, pu
Power control Kpp = 0.4, Kip = 40, pu

Voltage control Kpv = 0.25, Kiv = 25, pu
PLL KpPLL = 60,KiPLL = 1400, pu

based stability control requires a much larger gain based on Fig. 2.13a but the large gain may lead

the overcurrent or overpower to hit limitations in the practical control loop.

Fig. 2.14 presents the time-domain responses from the analytical model with a small disturbance

(0.001 pu increment in the power order) at t = 2 s. With the PCC voltage-based control, the wind

farm can transfer 1 pu power to the very weak grid (SCR = 1).

2.4.2.2 Dc-link Voltage Control Mode

The dc-link voltage control mode has the different stability control structure. In dc-link voltage

control mode, the dc-link capacitor dynamics is modeled to calculate the dc-link voltage from

the power. To achieve a similar effect of modulating the power order using feedback signals,

the integrator is added in the stability control. However, the time simulation results show that

modulating the dc-link voltage reference with the output from an integrator control with PCC
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Figure 2.13: Eigenvalue loci for the power control. P = 0.9, VPCC = 1. (2.13a): increase Kid from
0 to 10 with Xg = 0.88 pu. (2.13b) increase Kvpll from 0 to 2 with Xg = 0.88 pu. (2.13c):

increase Xg with Kid = 10. (2.16d) increase Xg with Kvpll = 0.9.

voltage input may lead to an increase or reduction of the dc-link voltage at steady-state. To keep

the dc-link voltage at its reference, a high-pass filter (HPF) ( s
0.1s+1) is added after the integrator to

filter out the dc component. The combination of 1/s and the HPF leads to a low-pass filter (LPF)

( 1
0.1s+1). The time simulation results are shown in Fig. 2.15 to compares the different dynamic

responses of the system: without voltage-based stability control, with an integrator-based voltage

feedback control, and with an additional HPF. The plotted responses include the output power,

dc-link voltage, ∆Vpll, and the output of the stability control or compensation on VDC. Based on

Fig. 2.15, although the integrator-based feedback control of ∆Vpll can improve the stability, a dc
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Figure 2.14: Time-domain results with Kvpll = 0.9: (2.14a): Xg = 1.1 pu, P = 0.9 pu; (2.14b):
Xg = 1.0 pu and P = 1.0 pu.

component is added to the dc-link voltage order at steady-state. With the HPF, the dc component

can be eliminated.

Fig. 2.16 plots the eigenvalue loci for the system shown in Fig. 2.12b. The parameters for the

analytical model with the dc-link voltage control mode are the same as Table 2.1. As noted but

plotted, this system with the dc-link voltage control mode has the marginal stable condition at

Xg = 0.6 pu. Fig. 2.16a and Fig. 2.16b demonstrate the movements of eigenvalues corresponding

to the increments of Kid and Kvpll when the system is under condition of Xg = 0.61 pu. Both

control strategies can enhance the system stability. The current-based stability control requires a

very large gain while the voltage-based stability control can be set as Kvpll = 2 due to the tradeoff

of two modes.

Fig. 2.16c and Fig. 2.16d present the eigenvalues loci based on a varying Xg with the fixed

controller gain, Kid = 4000 or Kvpll = 2. Kid = 4000 makes the system stable under all of conditions
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from Xg = 0.5 to Xg = 1.1 pu while Kvpll = 2 increases the marginal stable condition to Xg = 1

pu. As aforementioned, the feedback gain should not be too large so the voltage-based stability

control is also preferred in dc-link voltage control mode.

Fig. 2.17 presents the time-domain responses from the analytical model with a small disturbance

(0.01 pu reduction in ac voltage order) at t = 2 s. With the PCC voltage-based stability control,

the wind farm can transfer more than 0.9 pu power to a very weak grid (SCR = 1). It can be

seen when P = 0.97 and Xg = 1, the system has two oscillation frequencies, one at 7 Hz and the

other at 2 Hz. The time-domain simulation results corroborate with the eigenvalue analysis in Fig.

2.16d where two modes, one at 7 Hz and the other at 2 Hz, move towards the RHP when the grid

becomes weaker.

2.5 Case Studies using EMT Testbeds

To validate the analytical results, several EMT testbeds are built in MATLAB/SimPowerSys-

tems. Hence, this section does not only validate the analysis of PLL dynamics on the system

stability but also demonstrates the torsional interactions between Type-4 wind and synchronous
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Figure 2.16: Eigenvalue loci for the dc-link control. (2.16a): increase Kid from 0 to 5000 with
Xg = 0.61 pu. (2.16b) increase Kvpll from 0 to 5 with Xg = 0.61 pu. (2.16c): increase Xg with

Kid = 4000. (2.16d) increase Xg with Kvpll = 2.

generator. Furthermore, the performance of stability control in Type-3 and Type-4 wind is also

evaluated by the corresponding EMT testbeds.

2.5.1 Validation of Stability Analysis Related to PLL

In the above sections, it is claimed that the dynamics of PLL can affect the oscillation mode of

Type-4 wind in the weak grid. To verify it, an EMT testbed is built in MATLAB/SimPowerSystems.

It is developed from the demo of MATLAB named as Wind Farm - Synchronous Generator and

Full Scale Converter (Type 4) Average Model. Type-4 wind block is built based on the General

Electric (GE) Type-4 wind turbine generic model [76]. That Type-4 block is an aggregated model
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Figure 2.17: Time-domain results with Kvpll = 2: (2.17a): Xg = 1.01 pu, P = 0.9 pu; (2.17b):
Xg = 1 pu and P = 0.97 pu.

of multiple 2 MW wind turbines. The parameters of the synchronous generator used in Type-4

wind are listed in Table 2.8. The wind farm is represented by this Type-4 block and its size can be

determined by the number of Type-4 wind turbines. The parameters of the wind farm are listed

in Table 2.7. In this case study, a 100 MW Type-4 wind farm consisting of fifty 2 MW Type-4

wind turbines is connected to a 220 kV grid through a long transmission line. Two transformers,

0.575 : 25 kV and 25 : 220 kV, are used to boost the voltage level. To demonstrate the torsional

interactions, a remote 600 MW synchronous generator is delivering power to the same grid as well.

The details of the steam plant and torsional interactions will be presented in the next subsection.

The topology of the entire testbed is shown in Fig. 2.18.
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Figure 2.18: MATLAB/SimPowerSystems Testbed: a 100 MW Type-4 wind farm is connected to
a grid through a long transmission line. A 600 MW steam turbine generator is also connected to

the grid.

Table 2.6: Parameters of Type-4 wind turbine

Parameter Value (SI)

Rated real power 2 MW
DC-link voltage 1100 V
Rated voltage 575 V

Nominal frequency 60 Hz

Xd, X
′
d, X

′′
d 313 mΩ, 71.0 mΩ, 60.5 mΩ

X
′
q, X

′′
q 114 mΩ, 58.3 mΩ

Rs,Xl 1.44 mΩ, 40.8 mΩ

T
′
do, T

′′
do 4.49 s, 0.0681 s

T
′′
qo 0.0513 s

Inertial, friction factor 0.62 s, 0.01
poles 2
Lboost 1.2 mH
Cdc 90 mF

L1, R1, C1 0.06 mH, 0.45 mΩ, 3.6 mF

The dynamic events are designed using the transmission line tripping. It is assumed that

R2+jX2 is the equivalent impedance of two parallel transmission lines. If one parallel transmission

line is tripped, the line impedance R2 + jX2 will be increased to reduce the grid strength. 13 Hz

SRF-PLL and 34 SRF-PLL were implemented in the EMT testbeds for the validation. Lead/lag

PLLs were not testbed because they have very similar dynamics of SRF-PLL. Each SRF-PLL
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was examined by three different cases, stable condition, marginal stable condition, and marginal

unstable condition. Hence, there were six cases studied totally and they are listed as follows.

Table 2.7: Parameters of Type-4 wind farm

Parameter Value (SI)

Number of WT 50
Rated power 100 MW

Nominal frequency 60 Hz
LT1, RT1 0.30 mH, 11.3 mΩ

Rated voltage 220 kV
LT2, RT2 23.1 mH, 0.87 Ω
L2, R2 462 to 705 mH, 17.4 to 26.6 Ω
L3, R3 11.6 mH, 0.44 Ω

The initial value of X2 is 0.4 pu. In Case 1 (13 Hz PLL), X2 is increased to 0.46 pu. In Case

2 (13 Hz PLL), X2 is increased to 0.58 pu. In Case 3 (13 Hz PLL), X2 is increased to 0.61 pu. In

Case 4 (34 Hz PLL), X2 is increased to 0.44 pu. In Case 5 (34 Hz PLL), X2 is increased to 0.46

pu. In Case 6 (34 Hz PLL), X2 is increased to 0.48 pu.
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Figure 2.19: The dynamic responses of Type-4 wind farm. (a)13 Hz PLL; (b) 34 Hz PLL.
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Fig. 2.19 presents the dynamic responses of Type-4 wind including the generated power, dc-

link voltage, PCC voltage, d-axis current order, and instantaneous grid current on phase a. The

dynamic events happened at 8 sec. Fig. 2.19a shows the dynamic responses of Type-4 wind with

13 Hz SRF-PLL while Fig. 2.19b shows them corresponding to the 34 Hz SRF-PLL. Fig. 2.20

presents the fast Fourier transformation (FFT) results for the wind power, phase-a current, and

the speed deviation of HP based on a time window of data from 9 seconds to 16 seconds.
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Figure 2.20: FFT analysis for wind power P , AC current I2,a, and ∆ω of high-pressure rotor. (a)
13 Hz PLL, Case 3; (b) 34 Hz PLL, Case 6.

Based on Fig. 2.19a, a low-frequency oscillation was observed in the dynamic responses after

8 sec. FFT results in Fig. 2.20a pointed out that the wind power had a 5 Hz oscillation. This 5

Hz is in dq frame so a 55 Hz and a 65 Hz harmonics appeared in the phase-a current. Based on

Fig. 2.19b, a subsynchronous oscillation occurred in the dynamic responses after the line tripped.

Fig. 2.20b indicates that the oscillation frequency in the wind power was 23.7 Hz. In the phase-a

current, the harmonics were 36.3 Hz and 86.7 Hz.

2.5.2 Demonstration of Torsional Interaction

In the testbed shown in Fig. 2.18, the 600 MW synchronous generator model is also developed

from a demo in MATLAB/SimPowerSystems named as Steam Turbine and Governor System -
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Subsynchronous Resonance. The parameters of the 600 MW synchronous machine are from [77]

and listed in Table 2.8. The generator turbine employed a more comprehensive shaft model from

Chapter 15 in [78] including four turbine rotors, two low-pressure turbine rotors (LPA and LPB),

an intermediate-pressure turbine rotor (IP), and a high-pressure turbine rotor (HP). Hence, this

steam generator has four torsional modes which are listed in Table 2.8 as well. Note that one

torsional mode (24 Hz) is very close to the 23.7 Hz oscillation in Type-4 wind with 34 Hz PLL.

The following figures will show the torsional interactions when the subsynchronous-frequency mode

became dominant.

Table 2.8: Parameters of steam turbine and governor

Parameter Value (SI)

Rated power 600 MW
Power level 300 MW

Rated voltage 22 kV
Nominal frequency 60 Hz

Xd, X
′
d, X

′′
d 1.33 Ω, 0.20 Ω, 0.16 Ω

Xq, X
′
q, X

′′
q 1.28 Ω, 0.37 Ω, 0.16 Ω

Xl 0.11Ω

T
′
do, T

′′
do 4.5 s, 0.04 s

T
′
qo, T

′′
qo 0.67 s, 0.09 s

Inertial, poles 0.855 s, 2
Torsional Mode 1 16.3 Hz
Torsional Mode 2 24.1 Hz
Torsional Mode 3 30.3 Hz
Torsional Mode 4 44.0 Hz

LT3, RT3 5.7 mH, 4.84 Ω

During the cases in the above subsection, the steam synchronous generator was always connected

to the same grid so it experienced the same dynamic events and instability issues as Type-4 wind.

Fig. 2.21 presents the dynamic responses of the synchronous generator including the real power

of the steam plant, speed deviations of five turbine rotors. In Fig. 2.21a, the 5 Hz also appeared

in the output power of the synchronous generator and speed deviations of the generator rotor and

turbine rotors. Based on the last plot of Fig. 2.20a, all torsional modes were reflected in the speed

deviation of HP rotor.
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In Fig. 2.21b, there were larger oscillations with a higher frequency that happened in the

dynamic responses. Compared with 4 MW peak to peak oscillation in Fig. 2.21a, the synchronous

generator power had a 10 MW peak to peak oscillation. Moreover, the speed deviation of HP

rotor showed more obvious torsional interaction. For the 34 Hz SRF-PLL case, the peak to peak

magnitude of the oscillation reaches 2 rad/s while it could be negligible for the 13 Hz SRF-PLL

case. Based on the last plot of Fig. 2.20b, HP had a very large component of 23.7 Hz. It was caused

by the interaction between 23.7 Hz oscillation and 24 Hz torsional mode. This is clear evidence of

torsional interaction.
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Figure 2.21: The dynamic responses of the steam turbine governor. The lower ten plots are
related to speed deviations in rad/s. (a) 13 Hz PLL, Case 3; (b) 34 Hz PLL, Case 6.

2.5.3 Implementation of Stability Control

Two testbeds in MATLAB/SimpPowerSystems are built up to validate the eigenvalue analysis

of the systems with stability control. The testbeds align more with the real-world system with

full dynamics and converter limitations modeled. One of the testbed is developed based on the

MATLAB demo named as Wind Farm - DFIG Average Model. The topology of Type-3 testbed

with stability control is shown in Fig. 2.22a and its parameters are listed in Table 2.5. Another

testbed is the same as the Type-4 testbed in Fig. 2.18 but there is no steam generator. Its topology
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with the stability control is shown in Fig. 2.22b and its parameters are the same with Table 2.6

and Table 2.7.

The rotor-side converter (RSC) in Type-3 wind testbed is operated in power control mode and

it delivers the majority power. Hence, the stability control can be implemented in RSC of Type-3

like Model 1. On the other hand, the GSC of Type 4 wind testbed is under dc-link voltage control

mode so it can be considered as Model 2.

Both testbeds use limitations to limit the converter current. In the Type-3 wind testbed, the

saturation of the RSC current is

[
0 0.9

]
pu. In the Type-4 wind testbed, the range is

[
−1.1 1.1

]
pu. These limitations cause that the best operating conditions of the analytical models cannot be

achieved but the expected performance of stability still can be demonstrated.

2.5.3.1 Type-3 Wind

In the Type-3 wind testbed, the stability control strategies are implemented in RSC to modulate

the power order. The rated output power from the Type-3 wind farm is kept at 90 MW or 0.9 pu

(the base power is 100 MVA). At rated operating condition, the rotor speed is 1.25 pu so the slip

equals −0.25. Due to −0.25 slip, the RSC d-axis current is 0.72 pu while the GSC d-axis current

is 0.18 pu to the grid.

Fig. 2.23 presents the dynamic responses of Type-3 testbed for three scenarios: without stability

control, with voltage-based control (Kvpll = 0.9), and with current-based control (Kid = 10). The

feedback gains were selected based on the eigenvalue analysis in Fig. 2.13a and Fig. 2.13b. The

dynamic event happened at t = 2 sec, Xg changed from 0.5 pu to 0.88 pu. 0.88 pu was selected

because it is the marginal unstable condition for the system with power order control without the

stability control. The plotted responses include wind output power P , dc-link voltage VDC, PCC

voltage VPCC, RSC d-axis current order i∗r,d, and the output from the stability control Comp.

Based on the red waves in Fig. 2.23, the system without the stability control suffered 3 Hz

oscillations. This performance including the margin condition and oscillation frequency aligns with

the eigenvalue analysis of the first condition in Fig. 2.13a or 2.13b. When the feedback gains are

zeros, the marginal stable condition is 0.86 pu and the oscillation frequency is 3 Hz. Due to the
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Figure 2.22: MATLAB/SimPowerSystems testbeds for Type-3 wind and Type-4 wind. (2.22a): a
90 MW Type-3 wind farm is connected to a grid through a long transmission line. (2.22b): a 100

MW Type-4 wind farm is connected to a grid through a long transmission line.

green waves, Kid = 10 did not improve the system stability because ir,d hit the current limitation

in RSC. On the other hand, the voltage-based stability control Kvpll = 0.9 made the system stable

obviously.

Further tests were conducted to find the new margin conditions of Type-3 wind testbed with the

voltage-based control. We kept increasing Xg until the system became unstable. Fig. 2.24 presents

the dynamic responses when Xg = 1.0 pu and 1.01 pu. The system was stable when Xg = 1 pu

while unstable at Xg = 1.01 pu. Hence, the new marginal stable condition is Xg = 1 pu. This

condition is lower than the eigenvalue analysis because of the limited d−axis of the rotor current.
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Figure 2.23: Type-3 wind testbed simulation results with Xg : 0.5→ 0.88 at 2 sec. Red line: no
control; Blue line: voltage-based control (Kid = 0, Kvpll = 0.9); Green line: current-based control

(Kid = 10, Kvpll = 0).

2.5.3.2 Type-4 Wind

The rated output power of Type-4 wind testbed is 100 MW or 0.9 pu (the base power of the

Type-4 wind is 110 MVA). The stability control strategies should be implemented in GSC of Type-

4 wind to modulate VDC. The first case study compared the system dynamic responses with and

without voltage or current-based control. The dynamic event was still Xg which was increased from

0.5 pu to 0.61 pu at 2 seconds.

As same as power control mode, three scenarios were considered: without control, with voltage-

based or current-based control. Fig. 2.25 presents the dynamic responses of Type-4 wind testbed

in those three scenarios. As noted: i1,d is the converter current of GSC and its positive direction

is from the grid to the GSC as shown in Fig. 2.22b. The values of Kid and Kvpll were selected as

4000 and 2 respectively based on Fig. 2.16a and Fig. 2.16b
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Figure 2.24: Type-3 wind testbed simulation results with Kvpll = 0.9. Xg : 0.5→ 1.0 (blue line)
and Xg : 0.5→ 1.01 (green line).

The red waves in Fig. 2.25 showed that 3 Hz oscillations appeared in Type-4 wind without the

stability control after the dynamic event. On the other hand, both voltage-based and current-based

control made the system stable but the voltage-based control (Kvpll = 2) had better performance

because of shorter transients and lower overshoot.

For the dc-link voltage control mode, the system operating limits were examined with both

current-based control and voltage-based control.

Fig. 2.26 shows the dynamic responses of the system with current-based control for two large

disturbances: Xg : 0.5→ 0.63 and Xg : 0.5→ 0.64. Due to the large overshoot hitting the current

limits, the marginal stable condition was only improved from Xg = 0.6 pu to 0.63 pu. Fig. 2.27

presents the dynamic responses of the system with voltage-based control (Kvpll = 2) for two large

disturbances: Xg : 0.5 → 0.91, Xg : 0.5 → 0.92. It was observed that the system was stable when

Xg reached 0.91 pu. The marginal stable condition is increased from Xg = 0.60 pu to 0.91 pu.
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Figure 2.25: Type-4 wind testbed simulation results with Xg : 0.5→ 0.61 at 2 sec. Red line: no
control; Blue line: voltage-based control (Kid = 0, Kvpll = 2); Green line: current-based control

(Kid = 4000, Kvpll = 0).

2.6 Implementing Stability Control in Hardware Testbed

To validate the performance of the stability control, a LabVIEW-based laboratory hardware

testbed is built based on a grid-connected VSC system with the vector control. The detailed

procedures on how to build this hardware testbed and experiment results will be presented in these

sections.

2.6.1 Configuration of Laboratorial Testbed

The topology of the hardware testbed is shown in Fig. 2.28. The hardware testbed includes

two voltage sources, one three-phase DC/AC inverter, and two passive circuits (the LC filters and

transmission lines). All devices and components are at the laboratory level. One of the voltage

source is a regulated DC voltage supply which supplies the 40V DC voltage at the DC side of

the inverter. Another voltage source is a balanced three-phase 60-Hz AC voltage source and it is
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Figure 2.26: Type-4 wind testbed simulation results with Kid = 4000. Xg : 0.5→ 0.63 (blue line),
Xg : 0.5→ 0.64 (green line).

used as the main grid whose RMS value of line-to-line voltage is 14.7 V. The three-phase DC/AC

inverter contains two IGBTs on each phase. The PWM signals for the inverter are generated by an

FPGA-based controller. The details of the control strategy which is programmed on the controller

will be introduced in the next section.

Two passive parts are the three single-phase LC filters and three single-phase inductive trans-

mission lines. The LC filters are used between the inverter and the PCC bus to filter the harmonics

which are generated by the inverter. A single-phase LC filter contains four inductors, one capacitor

(47µ F), and the resistance of the wire (0.5Ω). Four 5.6 mH inductors are connected like the way

shown in Fig. 2.28 to extend the current limitation of the filter but the total inductance of each

filter (L1) is still 5.6 mH. From the PCC bus to the grid, there are three single-phase transmis-

sion lines that consist of multiple same-size inductors connected in series. Hence, the length of

the transmission lines can be determined by the number of inductors and the total inductance is

represented by Lg. The resistance of each transmission line (Rg) is from two wires used for the
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Figure 2.27: Type-4 wind testbed simulation results with Kvpll = 2. Xg : 0.5→ 0.63 (blue line),
Xg : 0.5→ 0.64 (green line).
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Figure 2.28: Topology of the hardware testbed.

connections. The parameters used in the hardware testbed and the corresponding per-unit analysis

used for the analytical model are listed in Table 2.9.
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Table 2.9: Parameters of experiment testbed

Parameter Value (SI) Per-unit (pu)

Rated power 20 W 1
DC-link voltage 40 V

Rated voltage (p-p rms) 14.7 V 1
Nominal freq. 60 Hz 1
L1(X1), R1 5.6 mH, 0.5 Ω 0.195, 0.046
C1(B1) 47 µF 0.19

Lg(Xg), Rg 33.6− 44.8 mH, 1 Ω 1.17− 1.56, 0.09
Current control Kpi = 0.4, Kii = 4
Power control Kpp = 0.4, Kip = 40

Voltage control Kpv = 0.2, Kiv = 20
PLL KpPLL = 60

KiPLL = 1400

X1=0.195 pu

B1=0.19 pu

VSC

P*

VPCC*
Vector 
Control

i1,abc vpcc,abc

PWM

+

-
Vdc

Vg = 1 pu
R1=0.046 pu

Sbase = 20 W
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1.17 pu 1.56 puXg
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Figure 2.29: Topology of a grid-integrated VSC system.

The topology is shown in Fig. 2.28 and used to build the hardware testbed so the parameters

are in physical units. To design the control system and investigate the performance, the per-unit

analysis is preferred. First, the base power Sbase and base voltage (Vbase) need to be determined.

Based on the current and voltage limitations of devices and elements, Sbase is selected as 20 W

while Vbase is 14.7 V. Then, the per-unit analysis can be conducted based on the physical values

in Fig. 2.28. By aggregating the passive element, the single-line diagram of the above system is

shown in Fig. 2.29 including the per-unit values. X1 and Xg represent the reactance in per-unit of

the aggregation of multiple inductors. R1 and Rg are the per-unit values of R and 2R respectively.
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B1 indicates how much reactive power in per-unit is generated by the three-phase capacitors. The

linear analysis will be conducted based on this single-line diagram.

LabVIEW DC voltage 
supply Grid

Transmission 
line

LC filter

Back-to-back 
inverters

sbRIO 9606 PCC voltage

Figure 2.30: LabVIEW-based experiment testbed.

Fig. 2.30 is the picture of the physical hardware testbed which is built in our lab. All devices in

this picture are labeled by the names corresponding to elements in Fig. 2.28. The dc voltage supply

is Bk Precision 1666 whose voltage range is from 0 − 42 V and the rated power is 200 W. Due to

the design, it supplies the 40V DC voltage at the DC side of the inverter. The grid is emulated by

a balanced three-phase 60-Hz AC voltage source (Lab-Vot 8821-20). Its voltage range is 0− 120 V

and the maximum current is 5 A. In this testbed, its RMS value of line-to-line voltage is 14.7 V

because of the determined Vbase. Two circuits designed on the breadboards are the LC filter and

the inductive transmission line respectively. Fig. 2.31 shows their details and the dashed blue lines

circle the elements on each phase. We can find that connections are the same as Fig. 2.28.

The voltage source converter (VSC) with the vector control strategy was achieved by a three-

phase back-to-back inverter research board. It actually includes three pieces. The lower piece is

named as mini-scale SKiiP3 Replica Back-to-Back Converter and contains two embedded inverters

(A and B). We used Inverter A as the VSC in the testbed. Each inverter has three voltage sensors

and three current sensors at the converter side. Hence, the current sensors of Inverter A are used
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Figure 2.31: The passive components (LC filter and transmission line) are designed on the
breadboard.

to measure the converter currents while the voltage sensors of Inverter B are used to measure PCC

bus voltage. The board also has the temperature protection to avoid burning with the embedded

temperature sensors. The upper piece is the single-board RIO 9606 from NI including both FPGA-

based digital controller and NI general purpose inverter controller (GPIC). They are used to control

the inverters, sensors, and all the inputs and outputs on the lower piece. The controller can be

programmed by NI application LabVIEW. It is installed in a host PC which is located at the

left-most of Fig. 2.30. The communication between PC and sbRIO is Ethernet.

2.6.2 Vector Control Designed in LabVIEW

The control system for VSC is based on the P/V vector control. Due to the different functions,

the control systems are divided into three different modules (loops). They are presented in the

following figures. The module in Fig. 2.33 has the functions of the PLL and Park transformations.

It synchronizes all the measurements with the PCC voltage and converts them from abc frame to dq

frame. For the vector control, the PCC voltages and the converter currents in dq frame are required.

The readings from the voltage and current sensors are in physical units, Vu B, Vv B, Vw B, Iu A,

Iv A, and Iw A. As the aforementioned, the voltage sensors of Inverter B are used to measure PCC

voltages while current sensors of Inverter A are used to measure the converter current. Before any
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Figure 2.32: The module of the stability control.

calculation and transformation, all required measurements need to be converted to per-unit values

vpcc.abc and i1,abc. The scaling gains are
√
3√

2Vbase
and

√
3Vbase√
2Sbase

for the voltage and current respectively.

Fig. 2.34 shows the detailed structure of PLL in the testbed. Then, two synchronization signals

cos(θ) and sin(θ) from PLL are used for Park transformation. In this control system, the dq frame

is d+ jq. After obtaining the dq components of the PCC voltage and converter current, we can use

them to calculate the power measurement and the magnitude of PCC voltage.
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Figure 2.33: The module of PLL and frame transformations.
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Fig. 2.32 shows the power order vector control including the outer loop, inner loop with decou-

pling and feedforward. The saturations are added to protect the power electronic device from over

current. The values are selected based on the demo of MATLAB named as 400-kW Grid-connected

PV Famr. In the outer loop, the deviation of the magnitude of PCC voltage is supplemented to

the power measurement through the feedback gain, Kvpll. The stability control and conventional

power order control can be switched by changing the value of Kvpll. When Kvpll = 0, the vector

control is conventional. Otherwise, the stability control is activated. To generate the three-phase

control voltages mabc, the converter voltages vt needs to be converted from the dq frame to abc

frame. Then, the gain
√
2Vbase
3

2
Vdc

is require to scale down vt,abc.

Fig. 2.35 shows the module which generates Pulse Width Modulation (PWM) signals and sends

them to the switches of Inverter A directly. Compared with the above two modules, the module

for the PMW-signal generator has a higher iteration rate because it is FPGA-based and uses the

clock of the FPGA controller (40 MHz). The three-phase control voltages mabc are from Fig. 2.32

and the carrier frequency is set at 4 kHz. Hence, the switching frequency is 4 kHz.

mabc

Triangle 
Gen

fc = 4 kHz

mb

ma

mc

uTOPA
uBOTA
vTOPA
vBOTA
wTOPA
wBOTA

switches

Figure 2.35: 40 MHz FPGA-based module of PWM-signal generator.
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2.6.3 Experiment Results on Conventional Control

We implement the above vector control in the hardware testbed and investigate its performance.

The control parameters of the hardware testbed are the same as Fig. 2.32. Because the event of the

tripping line cannot be implemented in our hardware testbed, the step changes in the following cases

were increments of the power transfer level. Hence, the performance of the control is determined

by the power transfer level of the system with the specific length of the transmission line. In this

section, the six-inductors transmission line was used (Xg = 1.17 pu). During the experiments, the

dynamic responses of real power generated by VSC, converter current in d-axis, and PCC voltage

magnitude were monitored. The experimental results were plotted by MATLAB using the data

exported from LabVIEW GUI which is shown in Fig. 2.36. In LabVIEW GUI, we cannot only

change the information of control systems but also monitor the dynamics of different measurements.

Figure 2.36: Overall of LabVIEW GUI.
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To find the power transfer capability of this VSC-based system, the power reference P ∗ was

increased from 0.2 pu to the higher power conditions at 5 sec. Then, we found the marginal

unstable condition happened when P ∗ was increased from 0.2 pu to 0.65 pu. Hence, two conditions

of P ∗ = 0.60 and P ∗ = 0.65 pu were selected and the corresponding experiment results were plotted

in Fig. 2.37. The blue lines represent the measurements for the case of P = 0.60 pu while the red

lines are for the case of P = 0.65 pu. It is observed that the system returned to be stable after P

was increased to 0.60 pu while it became unstable after P was increased to 0.65 pu. Based on the

oscillation waves in Fig. 2.37, the oscillation frequency was 3.8 Hz.
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Figure 2.37: With the conventional control, the transferred power level of the system was
increased from 0.2 pu to 0.60 pu (red lines) and 0.65 pu (blue lines).

The oscilloscope was used to monitor the three-phase instantaneous voltages at the PCC bus.

Fig. 2.38 shows the transient dynamics of Vpcc when the power transfer level was changed from 0.2

pu to 0.65 pu. The low-frequency oscillations were observed in Vpcc.

The eigenvalue loci are also generated from the analytical model to match the experiment

results. It cannot only be used to validate the margin conditions but also to validate the oscillation

frequency. The analytical model is based on the per-unit analysis of the hardware testbed. Hence,

the topology of the analytical model is based on the one-line diagram shown in Fig. 2.29. One VSC

with power order vector control is connected to the infinite bus. In addition, the control parameters
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(a) (b)

Figure 2.38: Three-phase PCC voltage were shown in oscilloscope for the system with the
conventional control. (2.38a): PCC voltages showed the instability after P was increased from 0.2

pu to 0.65 pu. (2.38b): zoom in to show the details.

are the same as the hardware testbed. Fig. 2.39 shows the eigenvalue loci which is generated based

on the system with the conventional control.

With the six-inductors transmission line (Xg = 1.17 pu), the dominant mode moves to the

right half-plane (RHP) with the real power P increased from 0.1 to 0.9 pu. The increment is 0.05

pu. According to Fig. 2.39, when P is larger than 0.64 pu, the low-frequency mode moves to the

RHP. In other words, when the transferred real power is larger than 0.64 pu, the system will lose

the stability and the oscillation around 4 Hz will appear. This conclusion matches the experiment

results.
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Figure 2.39: Eigenvalue loci: the power transfer level of the system with the conventional control
is increased through a six-inductors transmission line (Xg = 1.17 pu).
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2.6.4 Experiment Results on Stability Control

According to [29], there are two approaches to reduce the coupling between the PCC voltage

and real power. One is adding the feedback of ∆Vpll to the real power. Another one is adding ∆i1d

to the real power. The proportional gains are required between the feedback and the real power.

Because [71] investigates that ∆Vpll has better performance than ∆i1d, this testbed only focuses

on ∆Vpll. To validate its performance, the stability control was also implemented in the hardware

testbed. The feedback part is circled by the dashed blue line in Fig. 2.32 and it can be activated

by giving non-zero values to Kvpll. In this section, besides P , i1d, and Vpcc, we also monitored the

value of feedback gain Kvpll and the compensated power from the feedback control.

2.6.4.1 Six-inductors Transmission Line

How to select best values for Kvpll is discussed in [71]. The selection of Kvpll is the tradeoff

between two modes. With the increment of Kvpll, one mode around 4 Hz moves to the left while

another mode around 10 Hz moves to RHP. After the analysis, the best value of Kvpll should

be equal to the power transfer level. Although a small Kvpll can improve the system stability,

Kvpll = P has a better performance. Hence, we designed two cases to investigate the different

effects of Kvpll = 0.2 and Kvpll = P ∗. Both cases had the same events. The power transfer level

was increased from 0.2 pu to 0.65 pu at 5 sec and the stability control was activated at 10 sec by

giving values to Kvpll. In Fig. 2.40, Kvpll was given by a constant value 0.2 and it can be presented

by the first sub-plot. After the step change on P ∗ at 5 sec, the system became unstable with a 3.8

Hz oscillation. When the stability control was activated, the system returned to be stable after a

short transient around 1.5 sec. In Fig. 2.41, Kvpll was equal to P ∗. Before 10 sec, the system had

the same dynamic responses as Fig. 2.40. However, the stability control with Kvpll = P ∗ used less

time to stabilize the system after it was activated at 10 sec. After comparing the dynamics after

10 sec in Fig. 2.40 and Fig. 2.41 , we can claim that the stability control with Kvpll = P ∗ has the

better performance.

To find how much the stability control with Kvpcc = P ∗ can improve the system capability, the

power transfer level was kept increasing. Then, it was found that when P was increased to 0.72
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Figure 2.40: The power transfer level was increased from 0.2 pu to 0.65 pu at 5 sec; then, the
stability control (Kvpll = 0.2) was activated at 10 sec. References (red lines); measurements (blue

lines).

pu, the system kept stable with a short transient. However, when P was increased from 0.2 pu to

0.75 pu, the system lost the stability with the stable oscillations around 7.5 Hz. Fig. 2.42 show

the corresponding dynamics of the system. The power transfer level was increased at 5 sec. The

blue lines represent the measurements corresponding to P = 0.72 pu while the red lines are related

to the case of P = 0.75 pu. After comparing Fig. 2.37 and Fig. 2.42, we found that the stability

control with Kvpcc = P ∗ can improve the power capability of the system by 15%.

To validate the experimental results with the six-inductors transmission line, two eigenvalues

loci are generated for Kvpll = 0.2 and Kvpcc = P ∗ respectively. Fig. 2.43a shows the movement

of the dominant mode with the increase of the power transfer level when Kvpll = 0.2. The last

condition of the dominant mode on the left half-plane (LHP) is P = 0.69. Compared with the

margin condition (P = 0.64) of the conventional control, the stability control with Kvpll = 0.2

improves the power capability of the same VSC system by 8%. In 2.43b, Kvpll is variable and
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Figure 2.41: The power transfer level was increased from 0.2 pu to 0.65 pu at 5 sec; then, the
stability control (Kvpll = P ∗) was activated at 10 sec. References (red lines); measurements (blue

lines).

equal to P ∗. It is found that the new margin condition for the system with variable Kvpll becomes

P = 0.83 pu. In other words, the stability control with Kvpll = P ∗ improves the power capability

by 29%. Therefore, it validates that the stability control with Kvpll = P ∗ has a better performance

than it with Kvpll = 0.2. In addition, with Kvpll = P ∗, the dominant mode has the 7.5 Hz oscillation

frequency which is higher than 3.8 Hz in conventional control.

Compared with the analytical model, the hardware testbeds have more noise which is caused by

the switching dynamics and the sensors. Therefore, the larger Kvpll will also bring more noise from

the voltage measurement to the power measurement. The large noise will reduce the performance

of the stability control. Hence, stability control is able to improve the power capability of the

hardware testbed but its performance is not good as the analysis results shown in Fig. 2.43b.

Besides P , the length of the transmission line Xg is another factor to cause the weak grid. To

investigate the performance of the stability control on different Xg, the eigenvalue loci is generated
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Figure 2.42: With the stability control, the transferred power level of the system was increased
from 0.2 pu to 0.72 pu (red lines) and 0.75 pu (blue lines).
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Figure 2.43: Eigenvalue loci: the power transfer level of the system with Kvpll = 0.2 is increased
for the six-inductors transmission line. (2.43a): stability control with Kvpll = 0.2. (2.43b):

stability control with Kvpll = P ∗.

by increasing Xg. Fig. 2.44 shows the eigenvalue loci based on the system with Kvpll = P ∗ = 0.65.

The analytical model is designed based on the hardware testbed so the per-unit value of Xg is
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calculated based on the number of inductors used for the transmission line. The number of inductors

on each phase is changed from 1 to 8 so the per-unit value of Xg is increased from 0.195 to 1.56

pu. Based on Fig. 2.44, the VSC with the stability control (Kvpll = P ∗) can transfer 0.65 pu real

power through seven inductors on each phase (Xg = 1.37 pu) while it cannot transfer it through

eight inductors (Xg = 1.56 pu).
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Figure 2.44: Eigenvalue loci with P = Kvpll = 0.65 pu while Xg increased.

The time-domain simulations were carried out to present the dynamic responses corresponding

to Fig. 2.44. The initial condition is that P ∗ = 0.65 pu and Xg = 1.17 pu (six inductors). At 5 sec,

the transmission line Xg was increased to 1.37 pu (seven inductors) and the time-variable dynamics

were plotted by the red lines in Fig .2.45. Blue lines represent the dynamics when Xg is increased

to 1.39 pu. The dynamics include the reactance of the transmission line, transferred real power,

PCC bus voltage, and the output of the stability control (or compensation on P ). It is noticed that

the stability control (Kvpll = P ∗ = 0.65) was activated during the entire simulation time. Based on

Fig. 2.45, the system with the stability control could transfer 0.65 pu power through Xg = 1.37 pu

but it lost the stability even if Xg was increased by 0.02 pu. The time-domain simulation results

matched with the eigenvalue analysis in Fig. 2.44.

2.6.4.2 Eight-inductors Transmission Line

The stability control was also tested for a longer transmission line. In this subsection, the

length of the transmission line was increased by adding two more inductors. In other words, Xg
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Figure 2.45: Time-variable results: the system with the stability control (Kvpll = P ∗ = 0.65). Xg

was increased from 1.17 pu to 1.37 pu (red lines). Xg was increased from 1.17 pu to 1.39 pu (blue
lines).

was increased from 1.17 pu to 1.56 pu. Through the eight-inductors transmission line, the power

transfer level P ∗ of the system with conventional control was increased to find the margin condition.

P = 0.45 pu was found as the margin condition of the system with conventional control. After

that, P ∗ was increased from 0.2 pu to 0.46 pu at 5 sec. Then, the stability control was activated

by giving 0.46 to Kvpll at 10 sec. The experiment results were plotted in Fig. 2.46. It is observed

that the system returned to be stable quickly after the stability control was activated.

We kept increasing the power transfer level to check how much the stability control (Kvpll = P ∗)

can improve the system capability through the eight-inductors transmission line. Fig. 2.47 presents

the experiment results at the marginal stable condition and marginal unstable condition of the

system with Kvpll = P ∗. The red lines indicated the measurements for P ∗ increased from 0.2 pu

to 0.6 pu. After the step change at 5 sec, the oscillations appeared in the dynamic responses but

its magnitude became smaller. It means that the system was around the marginal condition but it

still could return to be stable. The blues lines represented the dynamics for P ∗ increased from 0.2
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Figure 2.46: The power transfer level was increased from 0.2 pu to 0.46 pu at 5 sec; then, the
stability control (Kvpll = P ∗) was activated at 10 sec. References (red lines); measurements (blue

lines).

pu to 0.62 pu. They illustrated that the system became unstable when the power reached 0.62 pu

because of the large oscillations.

The eigenvalue loci for the eight-inductor transmission line are also generated and plotted in

Fig. 2.48. Fig. 2.48a illustrates that P = 0.45 pu is the margin condition for the system without

stability control. Fig. 2.48a indicates that with stability control, the margin condition can be

increased to 0.6 pu.

2.7 Conclusion

Two real-world events in China and Texas are used to start the investigations on the stability

issues of RES in the weak grid. Using the aggregated single-converter analytical models, the eigen-

value analysis is generated to show the effects of SRF-PLL dynamics and lead/lag PLL dynamics

on the type of oscillation mode of RES in the weak grid. Based on the eigenvalue loci, both low-
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Figure 2.47: With the stability control, the power transfer level of the system was increased from
0.2 pu to 0.6 pu (red lines) and 0.62 pu (blue lines).
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Figure 2.48: Eigenvalue loci: the power transfer level of the system is increased for the
eight-inductors transmission line. (2.48a): with the conventional control. (2.48b): with the

stability control (Kvpll = P ∗).

frequency oscillation mode and subsynchronous oscillation mode will move to the RHP when the

grid strength is reduced. Which mode becomes dominant is dependent on the dynamics of PLL.
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This finding is also validated by the simulation results from the EMT testbed with the full dynamics.

Meanwhile, the torsional interaction between Type-4 wind and the remote synchronous generator is

successfully demonstrated using the same testbed. It is verified that the subsynchronous oscillation

can excite the torsional interactions if its frequency is close to a torsional mode of the synchronous

generator.

Furthermore, stability control with two different strategies is analyzed and validated in this

chapter. Two stability control strategies are implemented in two analytical models with two control

modes respectively. Based on the eigenvalue analysis, we do not only evaluate the performance of

each control strategy but also find the most suitable values for the feedback gains. To test the

performance of stability control, we built up two EMT testbeds and one FGPA-based hardware

testbed. The simulation results from two EMT testbeds verified that the voltage-based control

strategy has better performance than the current-based control strategy. The stability control with

the voltage-based strategy can significantly improve operating margins for both Type-3 and Type-4

wind. To obtain more practical validation, the stability control with the voltage-based strategy was

implemented in the hardware testbed. The experiment results also showed that the stability control

brought the significant improvement on the stability of RES in the weak grid.
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Chapter 3: Single-inverter Aggregated Modeling of RES in Series Compensated

Networks

3.1 Introduction

As aforementioned in Chapter 1, the stability issue in series compensated networks is different

than the weak grid. Although [30] shows that Type-4 wind can be affected by the stability issues

which are caused by the series compensated networks, most of the reported real-world events related

to this kind of issue happened in Type-3 wind [33, 43, 63]. Therefore, this chapter 2 will focus on

the modeling of Type-3 wind in series compensated networks. The main objective is to explore

which factor or factors caused the different consequences in three SSR events in Texas in 2017. This

chapter will not only replicate the real-world SSR events in Texas but also implement a practical

control to mitigate SSR in the testbed. The detailed procedures on how to determine the accurate

parameters in the real-world system will be introduced and the sensitivity analysis of two unknown

factors will be produced.

3.2 Testbed Parameter Configuration

Before showing the replication results, I will introduce the procedures of EMT testbed configura-

tion. The structure of the testbed can be found easily because the topology of the real transmission

system was provided in [36]. Based on the topology of the real system shown in [36], the structure

of the EMT testbed is determined as shown in Fig. 3.1. The testbed has six 345 kV stations and

three of them are interconnected with the wind farms. Two end stations of this transmission system

are San Miguel and N Edinburg which are connected to the main grid. The grid is represented by

infinite bus. The base power is 100 MVA and the base voltage is 345 kV.

2This chapter was published in IEEE Transactions on Power Delivery [79], 2019. Permission is included in
Appendix A.
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Figure 3.1: The testbed is built in MATLAB/SimPowerSystems for the replication.

3.2.1 Transmission Line Parameters

For transmission lines, their information was collected from several Electric Transmission Texas

(EET) public project reports. In the report of Rio Grande Valley projects [80], the length of the

transmission line from ETT’s Lobo station to AEP’s North Edinburg station is 156 miles.

In another report for Lower Rio Grande Valley Projects [81], this line was drawn on the map

and four stations on that line were marked as well. The map can be found in [79]. Hence, the partial

distance between every two stations can be estimated based on the map. The estimated lengths of

transmission lines are 39 miles from Lobo station to Cenizo station, 49 miles from Del Sol station

to N Edinburg station, and 68 miles from Cenizo station to Del Sol station. However, the Pomelo

station between Del Sol station and N Edinburg was not marked in the map so it is assumed at

the middle point. It means that L3 is equal to L4 if it is reflected in Fig. 3.1. In addition, there

are two unknown distances because the parts out of Lobo station and N Edinburg station were

not provided on the map. The distance between San Miguel station and Lobo station is found to

be 42 miles from another report. The distance between N Edinburg station and the main grid is

determined as 47 miles by trial and error of Event 2 simulation in the section of sensitivity analysis.

As mentioned in [80], two series capacitors are installed between Cenizo and Del sol stations

and their total reactance is 48 Ω. Based on the per-unit analysis, the compensation level of the
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line between Lobo station to N Edinburg station is around 49% which is a reasonable value in the

Texas grid.

For the sensitivity analysis, the per-unit analysis is required. The per-unit values of line

impedance are calculated based on the parameters of transmission lines in the EMT testbed. The

per-unit length resistance and reactance are from the lines in a demo of MATLAB named as Wind

Farm- DFIG Average Model. They are 0.047× 10−3 pu/mile and 0.532× 10−3 pu/mile. They are

provided in Fig. 3.1. The per-unit values and real values for the replicated system are summarized

in Table 3.1 including the transmission lines and the transformers. As noted, the total resistance

and reactance of T1 are indicated by XT1 and RT1 for the entire wind farm.

Table 3.1: Parameters of transmission system

Parameter Value (SI) Per-unit (pu)

Sbase 100 MW

Vbase 34.5 kV
LT1(XT1), RT1 31.6 µH, 1.2 mΩ 0.002, 0.0002

Vbase 345 kV
LT2(XT2), RT2 3.16 mH, 0.12 Ω 0.002, 0.0002
L(XL), R, C(XC) 114 mH, 4.76 Ω, 55 µF 0.0362, 0.004, 0.041

L1(X1), R1 69 mH, 2.26 Ω 0.022, 0.0019
L2(X2), R2 66 mH, 2.26 Ω 0.021, 0.0019
L3(X3), R3 41 mH, 1.43 Ω 0.013, 0.0012
L4(X4), R4 41 mH, 1.43 Ω 0.013, 0.0012
L5(X5), R5 79 mH, 2.63 Ω 0.025, 0.0022

3.2.2 Wind Farm Parameters

In the public project reports from utilities and manufacturers, only the names of those wind

plants can be found. In [81], it is mentioned that two wind plants, Javelina I and II, are intercon-

nected to Cenizo station. Two wind plants interconnected to Del Sol station are Los Vientos III

and IV. [82] mentioned that the wind plants Los Mirasoles are interconnected to Pomelo station.

Then, we searched their names in the public wind power database. In the database, we can find

the detailed information of the specific wind plant including capacity, the number of wind turbines,

and types. For example, the type of wind turbine in those wind farms is Type-3 DFIG and their
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rated wind speeds are around 11 ∼ 12 m/s. For the capacities, the total power of wind plants

Javelina I and II is 450 MW; the total power of wind plants Los Vientos III and IV is 400 MW;

the total power of wind plants Los Mirasoles is 250 MW.

To simplify the structure, the wind plants interconnected at the same station are aggregated as

one Type-3 wind. Information of wind turbines, such as parameters and control systems, is confi-

dential from each manufacturer. Thus, the DFIG wind farm demo in MATLAB/SimPowerSystems

is adopted by our EMT testbed. The Type-3 wind farm in that demo is aggregated as one DFIG

wind turbine module which is built by the GE team based on their 1.5 MW wind turbine-generator.

The detailed information of this DFIG module is reported in GE’s paper [83]. This DFIG module

has been widely used in research because this demo has 143 paper citations and 4 patent citations.

Hence, it is believed that the demo uses realistic control systems, control parameters, and machine

parameters. The DFIG module is the same as it used in the Type-3 testbed in the above chapter

so it uses the same parameters in Table 2.5. Moreover, the total numbers of wind turbines on the

three wind farms are computed to be 267, 300, and 167 respectively because the size of each GE

DFIG wind turbine in that DFIG module is 1.5 MW.

3.3 Sensitivity Analysis

In the public reports, the information of transmission lines and wind farm capacities can be

found. However, there is no report to provide the operating conditions during events such as the

number of online wind turbines and wind speed. To investigate the effects of these two factors on

the SSR stability, the sensitivity analysis on these two factors is conducted in this section using the

eigenvalue loci and the time-domain simulation results. The eigenvalue loci are generated from the

DFIG analytical model which was proposed in [63] while the time-domain simulation results are

produced by this replication testbed. Event 1 is used to conduct the sensitivity analysis. In Event

1, only WF2 is radially connected to the RLC circuit after the line tripped so an analytical model

is derived based on the WF2 connected to the equivalent RLC network. Real values and per-unit

values are listed in Table 3.1 and Table 3.2. Based on the sensitivity analysis, the number of online

wind turbines and wind speed will be tuned for each SSR event in the next section.
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3.3.1 Number of Online Wind Turbines

WF2 suffers the SSR because it is radially connected to the RLC circuit after the line tripping.

To analyze its sensitivity, the number of online wind turbines in WF2 is increased from 10 to 300

for the various scenarios. For all the scenarios, the wind speed is always kept at 7.5 m/s while the

line between Del Sol station and Pomelo station is tripped at 1 sec. Fig. 3.2 shows the simulation

results for four scenarios, WT# = 10, WT# = 50, WT# = 100, and WT# = 200. For each

scenario, the upper plot shows the three-phase instantaneous currents of WF2 while the lower plot

shows the FFT analysis on the phase a of this current. Based on FFT analysis, there are two

components in all scenarios but the SSR magnitude is much larger than the nominal component

except WT# = 10. It indicates that the system becomes less stable with more online wind turbines.
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Figure 3.2: Effect of # of online wind turbines in WF2. (3.2a) 10 wind turbines; (3.2b) 50 wind
turbines; (3.2c) 100 wind turbines; (3.2d) 200 wind turbines.
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The corresponding SSR frequencies under seven scenarios are also concluded in Fig. 3.3 using

bar plot. With WT # changed from 10 to 300, the SSR frequency is increased from 6.7 Hz to 26

Hz. Therefore, the larger number of online wind turbines will lead to a higher frequency of SSR

and a less stable system.
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Figure 3.3: Effect of the number of online wind turbines on SSR frequency.

The eigenvalue loci with the change in the number of wind turbines is shown in Fig. 3.4.

The first scenario is WT#=10 and the corresponding eigenvalues are marked by the sign of plus.

The last scenario is WT#=300 and the corresponding eigenvalues are marked by the diamond.

According to the dominant eigenvalue mode shown in 3.4b, the oscillation frequency is reduced

from 53.5 to 34 Hz in dq frame with increasing the number of online wind turbines. In the abc

frame, the oscillation frequency is changed from 6.5 Hz to 26 Hz. Therefore, the eigenvalue analysis

matches the EMT simulation results shown in Fig. 3.3.

3.3.2 Wind Speed

Wind speed is one important factor to influence the wind power which is penetrated into the

grid. The higher wind speed leads to more generated wind power but it also improves the SSR

stability based on small-signal analysis in [63] and observation in real-world North China Type-3

wind farms [33]. In this subsection, wind speed is increased from 6 m/s to 12 m/s to generate its

sensitivity analysis. It is assumed that all three wind farms have the same wind speed.
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Figure 3.4: Eigenvalue loci with the number of online wind turbines changed from 10 to 300.
(3.4a) shows the whole eigenvalue loci; (3.4b) zooms in dominant eigenvalues.

Fig. 3.7 shows the EMT simulation results for four different wind speeds and the correspond-

ing FFT analysis. Based on the FFT analysis, the ratio of the SSR component to the nominal

component becomes smaller with the wind speed increasing. In other words, the SSR stability

of the system becomes better with the wind speed increasing. It is also reflected by the plots of

instantaneous current. This fact can be used to explain that the different consequences of Event 1

and Event 3 are mainly due to different wind speeds.

Fig. 3.5 presents the SSR frequencies under different wind speed conditions. The frequency of

SSR increases from 23.7 Hz to 30 Hz with wind speed increasing.
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Figure 3.5: Effect of the wind speed on SSR frequency.
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Figure 3.6: Eigenvalue loci with the wind speed changed from 6 to 12 m/s. (3.6a) shows the
whole eigenvalue loci; (3.6b) zooms in the dominant eigenvalues.

The corresponding eigenvalue loci is shown in Fig. 3.6. The eigenvalue moves with the increase

of wind speed from 6 to 12 m/s. By focusing on the dominant mode shown in Fig. 3.6b, we can find

that the oscillation frequency in dq frame is changed from 37 Hz to 30 Hz. It means that in the abc

frame, the oscillation frequency is increased from 23 Hz to 30 Hz with the wind speed increasing.

The eigenvalue loci also validated the bar plot shown in Fig. 3.5.

3.3.3 Grid Strength

Although the grid strength does not affect power penetration, it has effects on stability. The

sensitivity analysis on the grid strength is also used to estimate the distance between the end

stations to the main grid.

In this subsection, the length of the transmission line X1 between Grid 1 and San Miguel station

is changed from 0.022 pu to 0.062 pu for sensitivity analysis. The increment is 0.01 pu. The current

dynamics under four conditions are presented in Fig. 3.8. The FFT spectrum shows that SSR keeps

at 25 Hz with X1 increasing. However, larger X1 leads to a larger magnitude of the SSR component.

In other words, the weaker grid causes the system to be less stable. It is noteworthy that the effect

of increasing the number of online wind turbines is similar to the effect of reducing grid strength.

Both lead to a less stable system.
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Figure 3.7: Effect of wind speed. (3.7a) 6 m/s; (3.7b) 8 m/s; (3.7c) 10 m/s; (3.7d) 11 m/s (rated).

3.4 Replications by Fine Tuning

The replication results were conducted by tuning the wind turbines online and wind speed

through trial and error.

3.4.1 Location of Measurements

[36] presents the real-world records shown in Fig. 3.13 but it did not mention the location of

the measurements. Before tuning those two factors, we need to determine where the measurements

were recorded. First, it is assumed that all measurements were from the same location. Then, it

can be determined that the location must be on the 345 kV lines because all the voltages were

around 345 kV. Next, the measurements of the current are compared. Based on the current record
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Figure 3.8: Effect of the grid strength. (3.8a) X1 = 0.032 pu; (3.8b) X1 = 0.042 pu; (3.8c)
X1 = 0.052 pu; (3.8d) X1 = 0.062 pu.

in Event 1, the current became zero after WF2 tripped so the sensors should be installed at the side

of WF2 or the RLC line. In Event 2, WF1 was radially connected to Grid 2 through the RLC line

after Lobo to Cenizo line was tripped. However, the current record did not become zero after WF1

tripped so the sensors cannot be located on the RLC line. Hence, we assumed that the location of

the measurement is at the output of WF2.

3.4.2 Fine Tuning

In this subsection, the detailed tuning procedure on the number of online wind turbines and

wind speed is given. The tuning procedure is based on the sensitivity analysis in the above section.

As noted again, the wind speed is assumed as the same for all wind farms.
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In Event 1, WF2 is radially connected to the RLC circuit. Note that the total number of the

wind turbines of WF2 is 300. We conducted experiments and found that SSR frequency has less

to do with wind speed but more to do with the number of online wind turbines. Based on Event

1’s SSR frequency (25.6 Hz), the number of online turbines of WF2 is tuned to be 250 through

trial and error. Then the wind speed is tuned to be 7.5 m/s so that the magnitudes of the SSR

component and the fundamental component can match the recorded data.

The same line was tripped in Event 1 and Event 3, which left WF2 radially connected to the

RLC circuit. While the 60 Hz component of WF2 current is 340 A in Event 1, this number is 430

A in Event 3 according to the recorded data shown in Fig. 3.13. The increase in WF2 current is

possibly due to the increase in wind speed or the number of wind turbines online. However, the

system was more stable in Event 3. Small-signal analysis in [46] indicates that higher wind speed

leads to a more stable system while the small-signal analysis in Fig. 3.2 indicates that more online

wind turbines lead to a less stable system. Hence, we reasoned that the increase in WF2 current

is due to wind speed increase rather than online wind turbine number increase. Once the wind

speed is increased to be 10.5 m/s, the 60 Hz component’s magnitude becomes much higher than

430 A while the SSR component’s magnitude becomes less than 350 A (recorded data). We then

reduce the number of online wind turbines in WF2 from 250 to 200 to match the 60 Hz component

magnitude. This reduction also causes the SSR component magnitude getting further reduced.

On the other hand, WF1 is not radially connected the RLC circuit. Increasing the power from

WF1 will make the overall system more stable while decreasing the power from WF1 will make the

overall system less stable. By reducing the number of wind turbines in WF1 from 267 to 200, the

SSR component magnitude gets slightly increased to match 340 A.

In Event 2, WF1 iss radially connected to the RLC circuit and the SSR frequency is 22.5 Hz.

Our experiments indicate that the number of online wind turbines influences the SSR frequency.

More turbines lead to higher SSR frequency. If we assume all 267 turbines are online, the SSR

frequency is 25 Hz. Reducing the number to 110 leads to a 22.5 Hz SSR component. Further,

wind speed is tuned to be 7.9 m/s to match the SSR component magnitude (320 A). As the final
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step, since the measured current is WF2 current and to match the 60 Hz fundamental component

current at 230 A, the number of online turbines in WF2 is tuned to be 220.

Table 3.2: Parameters of wind farms (1.5 MW each turbine)

Capacity
(MW)

TotalEvent
1

Event
2

Event
3

WF1
(#WTs)

400 267 267 110 200

WF2
(#WTs)

450 300 250 220 200

WF3
(#WTs)

250 167 167 167 167

Wind Speed
(m/s)

11 7.5 7.9 10.5

Two basic rules for fine-tuning are concluded by the flowchart in Fig. 3.9. After giving initial

values, the number of online wind turbines needs to be tuned to match SSR frequency. Then,

tune the wind speed. These rules are based on the sensitivity analysis and focus on the oscillation

frequency and the ratio of ( ÎSSR

Î0
). ÎSSR is the magnitude of SSR component on phase a of instanta-

neous current from WF2 based on the FFT analysis while Î0 is the magnitude of the fundamental

component.

Although their effects are slight and they are not used for all three events, some other rules are

used. For example, the power in other wind farms will affect stability as well. In event 3, WF2 was

mainly tuned but the number of online wind turbines in WF1 was tuned as well. Another example

is tuning grid strength. Finally, the estimated values for the number of online wind turbines and

wind speed in each event are summarized in Table 3.2.

3.5 Improved SSR Control

The SSR control was proposed in [46]. This dissertation will improve it and implemente it in

this replication testbed. In [46], there were actually three approaches that were designed to mitigate

SSR. After the comparison in [46], the series capacitor voltage ∆Vc has the best performance. Fig.

3.10 shows the topology of Type-3 wind connected to the series compensated line. The SSR control
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Figure 3.9: Flowchart on how to determine the number of wind turbines the wind speed by trial
and error.

needs to be implemented in the control loop of GSC of Type-3 wind and it is marked by the blue

dashed line in Fig. 3.10. Compared with Fig. 2.22a, the GSC with the SSR control requires one

more signal, the three-phase currents through the series capacitor.

In the previous scheme of SSR control, the input of the supplementary part is ∆Vc. It is a

remote signal for the wind farm so a long communication link needs to be established to transfer

∆Vc to the wind farm. [46] proposed to obtain ∆Vc using the wind farm current ic,abc to avoid the

infrastructure cost because the current can be measured at the side of wind farm when it is radially

connected to the series compensated line. Then, the capacitor voltages vc,abc can be estimated
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Figure 3.10: Topology of the Type-3 wind connected to the series compensated line with the SSR.

by integrating ic,abc based on the relationship between the three-phase voltages and currents in

abc-frame (3.1).

C
dvc,abc
dt

= ic,abc, vc,abc =
1

C

∫
ic,abc (3.1)

In [46], this approach was discussed but not analyzed and tested by the simulation. The block

diagram to generate the inputs of SSR control using ic,abc in [46] is shown in Fig. 3.11 for the

comparison.

 

Figure 3.11: Block diagram to solve the remote signal issue. This figure is from [46]. Permission is
included in Appendix A.

The improved control scheme of GSC is shown in Fig. 3.12 including the conventional vector

control and the supplementary part for the SSR mitigation. The vector control of GSC employed

in this testbed controls the dc-link voltage (Vdc) and the PCC voltage (Vpcc). The three-phase
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currents are measured at the 575 V side of the transformer T1 and sent to the integrator. The

obtained signals then pass a high-pass filter ( 0.1s
1+0.1s) to get rid of the dc component. The signals

are amplified with a gain K1 = 1.0757 × 10−4 to have per unit values. The three-phase signals

now emulate vc,abc. Its magnitude Vc is computed after abc to dq transformation. To have only the

deviation considered, another HPF is used to filter the constant values in VC . The supplementary

part of SSR control generates a modulation signal ∆VSSR supplemented to the PCC voltage. A

proportional gain KV C is used to amplify the modulation signal. Hence, the value of KV C has an

effect on the performance of SSR control. Compared with Fig. 3.11, the improved SSR control has

two more components, the high-pass filter (HPF) and K1.
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Figure 3.12: Topology of the improved SSR control.

3.6 Case Study

In this section, the EMT testbed will be used to replicate the real-world SSR events based on the

found and estimated parameters. It will be found that the replication results match the real-world

records very well. Then, the improved SSR control will be implemented in this EMT testbed to

mitigate SSR. Event 1 and Event 3 are used to test its performance under different conditions.
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3.6.1 Replication Results

Fig. 3.14 shows the replication results including instantaneous currents from WF 2 and its FFT

spectrum. During the replications, the same sequence of tripping operations in real-world events

was used. The first tripping operation was the transmission line and happened at 1 sec for all three

events. The second tripping was the wind farm at 2 seconds. In Event 1 and Event 2, WF2 and

WF1 were tripped respectively while there was no wind farm tripped in Event 3 according to [36].
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Figure 3.13: Real-world data. Event 1 (3.13a): 25.6 Hz. Event 2 (3.13b): 22.5 Hz. Event 3
(3.13c): 26.5 Hz.
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Figure 3.14: Simulation results based on the testbed. Event 1 (3.14a); Event 2 (3.14b); Event 3
(3.14c).

Compared with the recorded data, the replication results had very similar frequencies and

magnitudes of the SSR and fundamental components. In addition, the replication results for Event

1 and Event 3 explained that the different wind speeds caused different consequences in these two

events.
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3.6.2 SSR Mitigation

In Event 1 and Event 3, WF2 suffered SSR because it was radially connected to the RLC circuit

after the line tripping so the SSR mitigation control was implemented in GSC of WF2. Different

than replication, there was only one tripping operation, line tripped at 1 sec.

3.6.2.1 Event 1
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Figure 3.15: SSR control was implemented in Event 1. Without SSR control: (3.15a) and (3.15c);
with SSR control: (3.15b) and (3.15d).

Fig. 3.15 shows dynamic responses in Event 1 with and without the SSR control. The left two

plots show the simulation results of the system without the SSR control while the right column

presents the results of the system with the SSR control. The upper two plots are in real values and

show the three-phase currents at 345 kV side of T2, the three-phase voltages at 345 kV level, and
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FFT analysis of the current on phase a. The lower two plots are in per-unit values and show the

power from WF2, the magnitude of PCC voltage, the magnitdue of the series capacitor voltage,

and the SSR modulation signal ∆VSSR.
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Figure 3.16: SSR control was implemented in Event 3. Without SSR control: (3.16a) and (3.16c);
with SSR control: (3.16b) and (3.16d).

Based on Fig. 3.15a and Fig. 3.15c, the SSR appeared in the system without the SSR control

(by setting KV C = 0) after the line tripped at 1 sec. According to the FFT analysis, the frequency of

the SSR component was 25 Hz and its magnitude was much larger than the fundamental component

at 60 Hz.

After the SSR control activated by setting KV c = 0.8, the system returned to be stable quickly

after the line tripping. In Fig. 3.15b and Fig. 3.15d, it was obviously observed that the SSR was
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damped well and the transient after the line tripping was a period of about 0.3 sec. In the FFT

spectrum, the SSR component could be ignored compared with the 60 Hz component. Therefore,

SSR control can mitigate the SSR in Event 1 significantly.

3.6.2.2 Event 3

Event 1 and Event 3 had the same line tripping but had different operating conditions such as

the wind speed and the number of online wind turbines. Hence, the SSR control was implemented

in Event 3 to test its performance under different conditions. Because of the faster wind speed,

Event 3 had a higher wind power from WF2 (around 2 pu).

Fig. 3.16 shows dynamic responses in Event 3 with and without the SSR control. Due to the

higher power, SSR control used a longer time to make the system stable but the SSR was still

mitigated completely after 0.5 sec after the line tripped.

We also tested the SSR control in Event 1 with 300 online wind turbines in WF2. The testbed

simulation results again show SSR control can effectively mitigate SSR. These case studies used

the simulation results to validate the performance of SSR control in Type-3 wind connected to the

series compensated networks.

3.7 Conclusion

In this chapter, three real-world Type-3 wind SSR events were replicated successfully using the

EMT testbed which is built in Matlab/SimPowerSystems. The testbed structure can be completed

easily but the challenge for the replication is to find the accurate parameters with very limited

information. Hence, the contributions of this research topic are not only to investigate the SSR

stability of Type-3 wind in series compensated networks but also to share a feasible procedure on

how to build a complex EMT testbed with the limited information. Besides the replication results,

this chapter also provides an approach to mitigate SSR instability. The SSR control is implemented

in GSC and is improved from a previously proposed method.
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Chapter 4: Multi-inverter Modeling of RES and BESS in Microgrid

4.1 Introduction

Due to the specific characteristics of microgrids, the stability issues in microgrids are different

than the conventional grid but the same approaches in the above chapters can be used to analyze

the stability of the microgrid. The analytical model is derived to generate the eigenvalue analysis

while the testbeds are built for the validation.

In 2015, an advanced droop control was proposed to coordinate DERs [53]. In 2016, I imple-

mented this relatively new control strategy in a medium-voltage level microgrid testbed which is

built in MATLAB/SimPowerSystems. During the simulation, an obvious oscillation occurred in

the system under the islanded mode when I selected the smaller droop coefficients. To analyze this

stability issue, a multi-inputs-multi-outputs (MIMO) model was derived to produce the eigenvalue

analysis. In the eigenvalue loci, the oscillation mode can be found when the droop coefficients be-

come smaller. This finding verified the instability phenomena in the detailed testbed. Furthermore,

the grid-connected mode is analyzed as well. This chapter will present the principles of V-I droop

and how the MIMO model is derived in Section 4.2 3. Then, the eigenvalue analysis and simulation

results will be presented to match each other.

As another type of DER in the microgrid, the battery energy storage system (BESS) contains

the similar dynamics of RES and the dynamics of battery. Different than RES, the power of BESS is

not dependent on the nature factors so its power can be controlled more widely for other objectives.

As aforementioned in Chapter 1, the consensus on the power and energy of multiple BESS is an

effective method for microgrids and devices. After the stability analysis for V-I droop, another

section will introduce the principles of consensus control. Then, a three-inverters analytical model

3Section 4.2 was published in IEEE Transactions Power Delivery [84], 2017. Permission is included in Appendix
A.
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is derived and used to test consensus control. Finally, a controller-hardware-in-the-loop (CHIL)

testbed is presented with detailed information and experimental results.

4.2 Stability Analysis in Microgrid with V-I Droop

4.2.1 Microgrid with V-I Droop

As mentioned in [53], the system frequency in the microgrid with V-I droop should be kept as a

constant using the global positioning system (GPS) signals. In other words, all the measurements

should be synchronized by a fixed frequency, ω0. In this section, the system frequency is fixed at

60 Hz and the reference frame is d+ jq. In addition, VPCC is assumed to be aligned at the d-axis

(VPCCd = VPCC , VPCCq = 0) for the initial condition.

4.2.1.1 Topology of Circuit

The system with V-I droop is a microgrid with two parallel DERs and two fixed loads. The

system topology is shown in Fig. 4.1. Each DER has a vector-control based VSC and an RLC

filter. There is a small purely inductive transmission line (LL) installed between each DER and

the point of common coupling (PCC). It is added because of the principles of V-I droop and its

value is very small compared with the inductance in the RLC filter. Two DERs share the same

parameters except for the droop coefficients.

VSC

1

VSC

2

PCC
R=100mΩ 

R

C=500uF

i1

i2

+

-

+

-

iL1

iL2 R

Closed at 1.5s

6 kW

3 kW 

VPCC (rated)=110VVDC=400V

VDC=400V

m2=0.8 

n2=2

iPCC

LL=5uH

LL=5uH

L=10mH

E1 
m1=0.4 

n1=1

E2 

R=100mΩ L=10mH

C=500uF

Figure 4.1: Two DERs support one load through parallel VSCs.
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4.2.1.2 Principles of V-I Droop

In the microgrid, the complex power generated by kth DER at the PCC bus is expressed by Sk.

This power can be delivered to the load or the grid corresponding to the connection mode of the

microgrid. In this section, k = 1, 2. It is assumed that the d-axis is aligned with the PCC voltage

space vector. In other words, vd = |−→v PCC |. Then, the complex power based on the voltage and

current in the dq frame can be simplified by the following.

Sk =
3

2
vd(iLdk − jiLqk) =

3

2
(vdiLdk − jvdiLqk) (4.1)

Then, we can separate S into real and reactive power:

Pk =
3

2
vdiLdk (4.2a)

Qk = −3

2
vdiLqk (4.2b)

Based on (4.2b), the real power sharing is dependent on the current sharing on d-axis while

the reactive power sharing can be determined by the current sharing on q-axis. It is assumed

that each DER is connected to the PCC bus through a line whose impedance is Rk + jXk. The

following equation expresses the relationship among the converter voltage, PCC voltage and the

output current at steady-state.

Rk −Xk

Xk Rk


iLdk
iLqk

 =

Ekd

Ekq

−
vd

0

 (4.3)

After V-I droop is implemented in the microgrid, an additional term related to V-I droop will

be added in (4.3). The new expression is (4.5). mk is the droop coefficient for the current on

d-axis while nk is the droop coefficient for current on q-axis. It is assumed that Rk and Xk can

be negligible compared with the droop coefficients. Hence, Rk and Xk can be removed from (4.5).

Because E0 = vd, (4.5) can be simplified as (4.6).
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Ekd

Ekq

−
vd

0

 =

E0

0

−
mk 0

0 nk


iLdk
iLqk

−
vd

0

 (4.4)

⇒

Rk +mk −Xk

Xk Rk + nk


iLdk
iLqk

 =

E0

0

−
vd

0

 (4.5)

m1iLd1 = m2iLd2 (4.6a)

n1iLq1 = n2iLq2 (4.6b)

Based on (4.6), the current sharing on the d−axis between two DERs can be determined by the

ratio of 1/mk while the current sharing on q−axis is equal to the ratio of 1/nk. In other words,

the real power sharing is proportional to 1/mk and the reactive power sharing is proportional to

1/nk. However, if Rk and Xk cannot be negligible compared with the droop coefficients mk and

nk, the above proportional relations between power and droop coefficients cannot be obtained. It

will cause accurate power sharing not achieved. On another hand, large droop coefficients may

also lead converter voltages to drop below the range during heavy load conditions [53]. Hence, the

selection of the droop coefficient is a tradeoff between the above two factors.

4.2.1.3 Control Strategy

V-I droop control is developed from the voltage/frequency (V/F ) control which controls the

PCC voltage on dq axis in the outer loop and the frequency is fixed. The gains of the controllers

in V-I droop are designed based on the following equations.

As a kind of vector control, V-I droop has the inner current loop to control the output current

in the dq axis. Fig. 4.2 shows the block diagram of the closed inner loop. Although it is simplified

by ignoring the parts of decoupling and feedforward, it is usually used to design PI controllers in

the inner current loop [85]. The block of 1
Ls+R represents the plant model of the filter. id and iq
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indicate the output currents on the dq axis while ud and ud are the intermediate variables expressed

by (4.7).

id
*
(A)

+

-

Kip+Kii/siq
*
(A)

+

-

Kip+Kii/s
1

Ls+R
id (A)

iq (A)

ud

uq

a)

b)

(V)

(V)

1

Ls+R

Figure 4.2: The block diagram for the inner loop transfer function.
ud = Vtd − Ed − ωLiq

uq = Vtq − Eq + ωLid

(4.7)

where Vtd Vtq are the converter output voltages and Ed Eq are the PCC voltages. The block

of Kip + Kii
s is PI controller whose proportional gain and integrator gain are designed based on

(4.8) [85].

Kip =
L

τi
,Kii =

R

τi
(4.8)

where τi is the inner loop time constant. After substituting (4.8) into the block diagram in Fig.

4.2, the inner loop can be expressed by the first-order closed-loop transfer function.

Gic =
id
i∗d

=
Gio

1 +Gio
=

1

τis+ 1
(4.9)

The outer loop controls the dq components of PCC voltage. Fig. 4.3 shows the block diagram

including the outer loop, the simplified inner loop, and the plant model of a shunt capacitor. The

gains of controllers in the outer loop can be designed based on the following two equations which

are from [85,86].

Kvp = Cωc =
C√
τiτv

, Kvi =
Kvp

τv
(4.10)
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where ωc is the cut-off frequency and τv is the outer loop time constant. Because τi has been

determined in the inner loop, the gains Kvp and Kvi can be calculated after the cut-off frequency

is selected.

Ed
*
(V)

+

-

Kvp+Kvi/sEq
*
(V)

+

-

Kvp+Kvi/s
1

τi s+1
Ed (V)

Eq (V)

uvd
*

uvq
*

a)

b)

(A)

(A)

1

τi s+1

1

C s

1

C s

Figure 4.3: The block diagram for the outer loop transfer function.

The droop control strategy usually relies on the outer loop of vector control. In V-I droop, the

function of power sharing is achieved by the droop relation between voltage and current. Therefore,

the compensated voltages on the d−axis and q−axis from the droop control are calculated based

on the current feedback. Fig. 4.4 shows the entire control scheme of V-I droop for one DER in

the microgrid. The parts of decoupling and feedforward are considered. As noted, the V-I droop

in this dissertation has two differences with the one in [53]. First, transformers are not used in

our microgrid so that the terms of (XT and RT ) in the droop formulation are also not considered.

Second, [53] considers droop functions piecewise linear while this dissertation considers them linear.

4.2.2 Stability Analysis Using MIMO Model

4.2.2.1 MIMO Model Derivation

To conduct linear analysis, an analytical model needs to be derived and linearized with the flat

run. Different than the analytical model mentioned in the above chapters, the analytical model

for V-I droop does not include the dynamics of PLL. In addition, it is designed in physical values

and uses a multiple-input-multiple-output (MIMO) matrix to model the transmission network.

Fig. 4.5 shows the block diagram of the entire MIMO model including three dynamic blocks. G1
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+

-
iq

*

iq

+

-

id
*

id

PI

PI

+

-
+

+

ud

uq

Vtd
*

Vtq
*

dq

abc

Vta
*

Vtb
*

Vtc
*

iLq
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ωL 

+

-

+

-

Ed
*

PI
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+
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+
+

Ed

Eq
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*

iLd
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ωC 

+

+

E0

+

-m

-n

iLd

iLq

+

+

0

+

+

Ed

+

Eq

Figure 4.4: Control block diagram for V-I droop.

presents the dynamics of VSCs with the control loop, G2 is the matrix to show the dynamics of

the transmission network, and G3 illustrates the power sharing or the droop control loop.

G1

8x4

G2

4x4

E1d

E1q

E2d

E2q

iL1d

iL1q

iL2d

iL2q

E1d
*

E1q
*

E2d
*

E2q
*

E1d
*

E1q
*

E2d
*

E2q
*

-m1  0   0    0

  0  -n1  0    0

  0   0  -m2  0

  0   0    0  -n2

G3

Figure 4.5: The block diagram of the MIMO model of the system with two VSCs and V-I droop.

Fig. 4.6 shows the block diagram for the single DER with the control strategy. Compared with

Fig. 4.4, the block diagram in Fig. 4.6 does not only include the V/f control strategies but also the

plant models of the RLC filter. G1 contains two of these block diagrams for two DERs respectively.

According to Fig. 4.6, each DER requires four inputs (voltage references (E∗d and E∗q ) and load

current measurements (iLd, iLq)) and two outputs (the capacitor voltages Ed and Eq). Hence, G1

has eight inputs and four outputs because of two DERs in microgrid.
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-

1
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uvd
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1

Cs
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s
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1
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Eq
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(V)
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+

-
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+
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+
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(A)
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*

(A)

-
+

-

+

ωC 

ωC 

-
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Figure 4.6: The block diagram of a VSC with an RLC filter.

G2 represents the dynamics of the transmission network using a MIMO matrix which is derived

based on the islanded network shown in Fig. 4.7. Due to V/f control, two DERs can be considered

as two voltage sources and support a purely resistive load. Using superposition, the currents iL1,

iL2 can be expressed by the converter voltages E1, E2 and impedance of network.


iL1 = E1

1
Rlo‖LLs+LLs

− E2

(
1

Rlo‖LLs+LLs
Rlo

Rlo+LLs

)
iL2 = E2

1
Rlo‖LLs+LLs

− E1

(
1

Rlo‖LLs+LLs
Rlo

Rlo+LLs

) (4.11)

Rlo
E1

iL1 iL2

AC E2 AC

LL LL

Figure 4.7: The system without the VSC dynamics.

(4.11) is in abc frame but the control loop is modeled in dq frame. Hence, (4.11) needs to be

converted to dq frame by replacing s using s + jω. ω = 377 rad/s if the dominant frequency is

60 Hz. This is due to the fact that a space vector in the abc-frame is related to a vector in the
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dq-frame as follows.

−→
f abc = fdqe

jωt. (4.12)

After replacing s using s + jω in (4.11), the transfer function will be divided into two terms,

real term and imaginary term. (4.13) illustrates that four inputs of G2 are PCC voltages of two

DERs and four outputs are currents from DERs which are also sent back to G2.



iL1d

iL1q

iL2d

iL2q


=



G21r −G21i G22r −G22i

G21i G21r G22i G22r

G22r −G22i G21r −G21i

G22i G22r G21i G21r


︸ ︷︷ ︸

G2



E1d

E1q

E2d

E2q


(4.13)

where G21r, G21i, G22rand G22i are the transfer functions and expressed in (4.14).

G21r =
L3
Ls

3 + 3L2Rlos
2 + (L3

L + ω2 + 2LLR
2
lo)s+ L2

LRloω
2

G21D

G21i =
L3
Lωs

2 + 2L2
LRloωs+ (L3

Lω
3 + 2LLR

2
loω)

G21D

G22r =
L4
LRlos

4 + 4L3R2
los

3 + 5L2
LR

3
los

2 + 2LR4
los− (L2

LR
3
loω

2 + L4
LRloω

4)

G22D

G22i =
L4
LRlos

4 + 4L3
LR

2
los

3 + 5L2
LR

3
los

2 + 2LR4
los− (L2

LR
3
loω

2 + L4
LRloω

4)

G22D

where

G21D = L4
Ls

4 + 4L3Rlos
3 + (2L4ω2 + 4L2

LR
2
lo)s

2 + 4L3
LRloω

2s+ (L4
Lω

4 + 4L2
LR

2
loω

2)

G22D = L6
Ls

6 + 6L5
LRlos

5 + (3L6
Lω

2 + 13L4
LR

2
lo)s

4 + (12L5
LRloω

2 + 12L3
LR

3
lo)s

3

+ (3L6
Lω

4 + 18L4
LR

2
loω

2 + 4L2
LR

4
lo)s

2 + (6L5
LRloω

4 + 12L3
LR

3
loω

2)s

+ (L6
Lω

6 + 5L4
LR

2
loω

4 + 4L2
LR

4
loω

2) (4.14)

Based on the four output currents from G2, four references of the PCC voltages can be calculated

using the droop control loop shown in Fig. 4.4. The no-load voltage or rated PCC voltage E0 is

the same for two DERs while the droop coefficients are different for unequal power sharing.
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4.2.2.2 Linear Analysis for Autonomous Mode

To generate the poles and zeros, Control Design Toolbox in MATLAB is used to linearize the

MIMO model shown in Fig. 4.5. The parameters used in the MIMO model are listed in Table 4.1

and Table 4.2. After merging the poles and zeros for different droop coefficients in one plot, the

movement of dominant poles can be obtained. Based on the movements of the dominant poles, the

effects of droop coefficients on the system stability can be found. Fig. 4.8 shows the movement of

poles and zeros with the changes of m1 and m2. Because the ratio of power sharing is 2 : 1, m1

is increased from 0.004 to 0.4 while m2 is increased from 0.008 to 0.8. n1 and n2 are kept as the

constants 1 and 2 respectively.
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Figure 4.8: The values of m1 and m2 affect the continuous movement of dominant eigenvalues.

Fig. 4.8 shows the map of poles and zeros with the changes of n1 and n2. In this case, m1 = 0.4

and m2 = 0.8 while n1 is increased from 0.01 to 1 and n2 is increased from 0.02 to 2.

According to both eigenvalue loci, the dominant poles become more closed to the imaginary-axis

with decreasing either mk or nk. It means that the smaller droop coefficients will lead to slower

dynamics and smaller damping ratio but they are still in the left half-plane (LHP). In other words,

the microgrid with V-I droop will suffer the oscillation issue with either small mk or nk but it is

still stable.
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Figure 4.9: Increasing n1 and n2 leads to the dominant poles moving to the left half plane (LHP).
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Figure 4.10: Eigenvalue loci with different droop coefficients. (a) shows poles and zeros when
m1 = 0.004, m2 = 0.008, n1 = 0.01, and n2 = 0.02; (b) shows poles and zeros when

m1 = m2 = 0.004, n1 = n2 = 0.01.

If the small values are selected for both mk and nk, the system will be unstable. Fig. 4.10a

shows the poles and zeros for this specific case with m1 = 0.004, m2 = 0.008, n1 = 0.01, and

n2 = 0.02. In Fig. 4.10a, a pair of dominant poles are located in RHP. However, there is an

exception. If m1 = m2 = 0.04 and n1 = n2 = 0.04, the system will stable and will not have the

oscillation issue. The corresponding poles and zeros are shown in Fig. 4.10b.
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4.2.2.3 Linear Analysis for Grid-connected Mode

The MIMO model is modified based on the system shown in Fig. 4.11 to check whether the

small droop coefficients may cause stability issues in the grid-connected microgrid. Compared with

Fig. 4.7, another voltage source is integrated at the middle point through an inductive line LG.

LG

E1

iL1 iL2

AC E2

LL LL

ACEgrid

AC
Rlo

Figure 4.11: The grid-connected system without the VSC dynamics.

The new G2 in the MIMO model is derived to include the dynamics of load and grid while

G1 and droop parts are not changed. This case will investigate the effect of grid strength on the

stability issue caused by the small droop coefficients. Therefore, the smaller values (0.01 and 0.02)

are selected for n1 and n2 while the inductance of the transmission line LG is changed. Fig. 4.12

shows the movement of the dominant poles with the short-circuit ratio (SCR) increased from 0.5

to 5. SCR is the factor to determine the strength of the grid. Based on Fig. 4.12, the damping

ratio of the dominant poles becomes larger when the grid becomes stronger.

In conclusion, the droop coefficient with a small value may lead the oscillation issues in the

microgrid with V-I droop. When both droop coefficients are small, the system will lose stability.

When both droop coefficients are equal, the system will be stable even if they are very small. In

addition, this stability issue will not happen in the microgrid connected to the strong grid.

4.2.3 Case Study

As aforementioned in the introduction of this chapter, the stability issue in the microgrid with V-

I droop was found after I implemented V-I droop in the detailed simulation testbed. The simulation
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Figure 4.12: When a grid is connected, the value of SCR affects the continuous movement of
dominant eigenvalues.

Table 4.1: Circuit parameters

Parameter Values

DC voltage 400 V

No-load voltage, E0 102 V

Rated voltage on load 110 V (rms, L-L)

Nominal frequency, ω0 377 rad/s

Switching frequency 3060 Hz

R of RLC filter 100 mΩ

Lof RLC filter 10 mH

Cof RLC filter 0.5 mF

LL of transmission line 5 µH

results in this section will not only verify the capability of V-I droop control’s power sharing but

also verify the stability analysis in the above subsections.

This testbed includes the dynamics of power electronic switching. Its topology in autonomous

mode is shown in Fig. 4.1. The control scheme for each DER is the same as Fig. 4.4. The

parameters are listed in Table 4.1 while the gains of the PI controllers are listed in Table 4.2. As

mentioned, the reactance of LL is 0.0019Ω so the droop coefficients should be selected much larger

than 0.0019 to achieve the accurate power sharing. A purely resistive load was considered in the

case studies.
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Table 4.2: Gains of PI controllers

Loop Time constant Kp Ki

Inner 0.5 ms 20 200

Outer 5 ms 0.316 63.25

Due to stability analysis in the above subsection, eithermk and nk can affect the system stability.

Hence, three cases were designed with three different sets of droop parameters to verify the stability

analysis. The dynamic event happened on the size of the load. At the initial condition, two DERs

support one 6 kW load. At 1.5 s, another 3 KW load was added to the system.
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Figure 4.13: Simulation results: Case (a) m1 = 0.09,m2 = 0.18, n1 = 1, n2 = 2; Case (b)
m1 = 0.004,m2 = 0.008, n1 = 1, n2 = 2; Case (c) m1 = 0.09,m2 = 0.18, n1 = 0.01, n2 = 0.02. The

two straight lines in voltage plots indicate ±4% range.

4.2.3.1 Effect of Droop Coefficients

Fig. 4.13 shows the dynamic responses for different sets of droop coefficients which are men-

tioned in the caption. The dynamic responses include real power and reactive power for DER 1,

DER 2, and load. The PCC voltage was plotted as well.

In Case (a), the relatively large values were selected for mk and nk so there was no oscillation

issue that happened in the dynamic responses. In Case (b), m1 and m2 were reduced to 0.004 and

0.008 while n1 and n2 were not changed. The obvious oscillations around 5 Hz were observed in the

real power from DERs as shown in (b). In Case (c), m1 and m2 returned to be the initial values

while n1 and n2 were reduced to 0.01 and 0.02. Then, oscillations around 7 Hz happened in the

reactive power. In all three cases, the PCC voltage was always within the range of ±4%.

4.2.3.2 Effect of Network Resistance

The factor causing oscillations in reactive power is considered as the circulating currents which

are basically q-axis currents going back and forth between the DER units. They increased the
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stress on and losses in transmission lines. To verify this point, the sensitivity analysis of the

network parameters was conducted. An RL line was used to replace the purely inductive line LL.

The resistance of RL line r was selected as 0.1Ω and 0.01Ω while its inductance XL was not changed.

Fig. 4.14 shows the dynamics of reactive power for three different transmission lines. In plot (a),

the transmission line was RL circuit with r = 0.1Ω and there was no oscillation in reactive power.

In plot (b), r = 0.01Ω and the oscillation could be observed but its magnitude was smaller than

the plot (c). The dynamic responses in the plot (c) were the same as Case (c) in Fig. 4.13 because

the transmission line was purely inductive. Based on Fig. 4.14, it was found that the network

resistance or R/X ratio of the line has a significant effect on the oscillation issue.

Figure 4.14: Effect of the network resistance. (a) with 0.1Ω resistance; (b) with 0.01Ω resistance;
(c) without resistance.

4.2.3.3 Sensitivity of SCR

According to stability analysis, a strong grid can make the microgrid with V-I avoid the stability

issue which are caused by the small droop coefficients. In this case, two strength levels were selected

for the grid, SCR = 1 and SCR = 5. The dynamic event was still the load change at 1.5 sec and

the droop coefficients were the same as Case (c). Fig. 4.15 shows the corresponding dynamics.

When the microgrid was connected to the weak grid (SCR = 1), the obvious oscillations could be
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found in reactive power. However, the magnitude of oscillation was reduced when the microgrid

was connected to a strong grid (SCR = 5).
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Figure 4.15: Effects of SCR. Upper plot shows effect of SCR = 1 on reactive power; the lower
plot shows Effect of SCR = 5 on reactive power. In both cases, m1 = 0.4, m2 = 0.8, n1 = 0.01

and n2 = 0.02.

4.3 Consensus Control for Microgrid with BESS

4.3.1 Consensus Control Design

Before designing the consensus control, we should know the communication graph of the mi-

crogrid with multiple BESS. As the advantage, consensus control only requires each BESS to

communicate with its neighbors. Fig. 4.16 shows the communication graph of the system used in

this paper and it is normally expressed by Laplacian matrix L. D matrix represents the degree of

each node while A matrix represents the communication link between every two nodes.

L =


1 −1 0

−1 2 −1

0 −1 1

 =


1 0 0

0 2 0

0 0 1


︸ ︷︷ ︸

D

−


0 1 0

1 0 1

0 1 0


︸ ︷︷ ︸

A

(4.15)
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Figure 4.16: Communication graph of a system with three BESS.

Due to the relation between energy and power, the dynamics of each battery energy storage

system can be written by (4.16). The energy and power are the states while the input is the power

differential. Meanwhile, the energy can be represented by the state of charge (SoC).

Ė1

Ṗ1


︸ ︷︷ ︸

ẏi

=

0 −1/3600

0 0


︸ ︷︷ ︸

Ai

E1

P1


︸ ︷︷ ︸

yi

+

0

1


︸︷︷︸
Bi

ui (4.16)

where ui is the control input (or control reference) for the energy storage system. xi is the output

matrix for the state space of each energy storage system.

For the multiple energy storage systems, the matrix can be expressed as:

Ẏ = (IN ⊗A)Y + (IN ⊗B)U (4.17)

where N is the number of energy storage systems in the system. In this section, N = 3.

To achieve the consensus on energy and power of N BESS, the control input is designed as the

following equation [87]. c is a positive scalar coupling gain. K is the feedback control matrix. aij

is the element of A matrix. With this design, the sum of inputs is always zero. In other words, the

sum of real power of all BESS should be a constant.

ui = cK
N∑
j=1

aij(xj − xi) (4.18)
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Linear quadratic regulator (LQR) with the infinite-horizon is used to find the feedback gain

matrix K which minimizes the sum of the inputs.

K = R−1BTPuni (4.19)

u = −cKx (4.20)

where Puni is the unique positive definite solution of the control algebraic Riccati equation (ARE).

The following equation is the continue-time ARE.

ATP1 + P1A+Q− P1BR
−1BTP1 = 0 (4.21)

where Q and R are two weight matrices. After Q and R are given, this equation can be solved

by MATLAB code care; then, K can be calculated. In other words, the design of R and Q will

affect the performance of consensus control. According to [62], a larger Q results in faster dynamic

response in xi while a larger R penalizes the input and results in less effort in control or small

values in ui.

The scalar coupling gain c should be design to make the system stable. The following equation

shows the maximum value which can be selected for c.

c ≤ max

(
1

2 minRe(λi)
, 1

)
i = 2, ..., n (4.22)

where λi is the eigenvalue of L matrix.

4.3.2 Analytical Model

The consensus control among the BESS normally requires a long time to converge the power

and energy. The host PC cannot handle this long-time simulation task for a detailed model built

in MATLAB/SimPowerSystems. Hence, the analytical model (mathematical equation-based) is a

better way to save time on simulating tests and analysis. It is built in MATLAB/Simulink and
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Figure 4.17: The topology of the analytical model in Simulink.

includes the essential dynamics including the vector control loop, consensus control, PLL dynamics,

grid dynamics, and battery dynamics on power and energy. It can not only be used to test consensus

control but also used to analyze the stability issue in the grid-connected microgrids.

Table 4.3: Parameters of the microgrid

Names values

Sb 100 MVA
Vb at grid 230 kV

Vb in microgrid 18 kV
X,R,B 0.1, 0.02, 0.05
XT 0.069

Kpc, Kic 0.3, 5
Kpv, Kiv 0.25, 25
Kipll, Kipll 60, 1400

Table 4.4: Parameters of consensus control

Names Values

Q diag([50,1])
R 200

K1 -0.5
K2 0.073
c 0.1
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In this section, the microgrid includes three vector-control based inverters integrated at the

same PCC bus. The dc side of each inverter is connected to a Lithium-ion battery. The real and

reactive power of BESS are controlled by vector control. The consensus control is implemented

upon the outer loop to generate the references of real power P ∗i . The parameters used in the

analytical model are listed in Table 4.3 and the gains for the consensus control are listed in Table

4.4. The topology of this grid-connected microgrid is shown in Fig. 4.18. The microgrid includes

three BESS and a load connected at the PCC bus. A transfer T4 is used between the microgrid

and the grid. It shifts up the voltage level from 18 kV to 230 kV and its impedance is 0.069 pu.

PCC

T4

18/230

PL=0.5

Vg = 1 pu

Sbase = 100 MW

Vbase = 18 kV

+

-
Vbat

X=0.1 R=0.02

B=0.05

VSC 1

P/Q 

VSC 2

P/Q 

VSC 3

P/Q 

+

-
Vbat

+

-
Vbat

X R

B

X R

B

Figure 4.18: The topology of the grid-connected microgrid with three BESS.

Fig. 4.17 shows the diagram of the analytical model with control loops corresponding to Fig.

4.18. Each BESS has its own vector control system and the PLL but they use the same structure

and parameters. The details of VSC 1 are presented while the insides of another two VSCs are

omitted to save the space. The details on dynamic modeling can be found in [68]. The consensus

control is boxed by the red dashed line. The inputs are energy (SoC) and power from each BESS

while the outputs are the real power references for three BESS. The initial energy and power can

be set in the integrator of 1
s and −1

3600s in Fig. 4.17.

Fig. 4.19 shows the simulation results from the analytical model. At the beginning, the energy

of three energy storage systems were 85%, 80%, and 90% respectively. Due to the fixed power
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references, the first energy storage system (VSC 1) generated 0.5 pu power while another two

energy storage systems (VSC 2, VSC 3) generated 0.2 pu power each. At 100 sec, the consensus

control was activated. After 1600 sec, the power and energy were converged.
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Figure 4.19: Simulation results from the analytical model.

4.3.3 CHIL Testbed

To verify the results generated by the analytical model, a detailed EMT model including an

IEEE-9 bus system and three energy storage systems was built in MATLAB/SimPowerSystems.

Due to the limitation of the host PC, it is simulated by the real-time simulator (RT-LAB). The

circuit part was simulated by RT-LAB but three energy storage systems were controlled by the

FPGA-based controllers from National Instrument (sbRIO 9606).

4.3.3.1 Topology of Testbed

The topology of the circuit is shown in Fig. 4.20. A microgrid with three energy storage systems

was integrated into the grid. The grid was represented by the IEEE 9-bus system including three

synchronous generators. The parameters and power flow for the IEEE-9 bus system are based on

the standard 9-bus system data [88]. The parameters are listed in Table 4.6 and Table 4.5. Power
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Table 4.5: Lines of IEEE 9-bus

Bus # from Bus # to R(pu) X(pu) B/2(pu)
4 5 0.010 0.085 0.088
4 6 0.017 0.092 0.079
5 7 0.032 0.161 0.153
6 9 0.039 0.170 0.179
7 8 0.0085 0.072 0.0745
8 9 0.0119 0.1008 0.1045

flows are marked in Fig. 4.20. The microgrid is integrated at Bus 9. Three energy storage systems

totally generated 90 MW real power. Because of a 50 MW resistive load integrated at the PCC

bus, only 40 MW power is transferred to the grid through a transformer under the initial condition.

To keep the standard power flow of the IEEE 9-bus system, the real power from Generator 3 is

reduced by 40 MW.
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Bus 4
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T1

T2

100 MW

35 Mvar

Load C

90 MW
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Load B
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VSC 2

Wireway
Breaker

VSC 1

Figure 4.20: The microgrid including three BESS is integrated into IEEE 9-Bus system.
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Table 4.6: Synchronous generators in IEEE 9-bus

Generator 1 2 3
Rated MVA 247.5 192.0 128.0

kV 16.5 18.0 13.8
Type 247.5 192.0 128.0
XT (pu) 0.0576 0.0625 0.0586

4.3.3.2 Configuration of Testbed

The configuration of the CHIL testbed is shown in Fig. 4.21. The circuit which is shown in

Fig. 4.20 is simulated in RT-LAB while the control loops for three energy storage systems are

designed on three sbRIOs respectively using LabVIEW. The measurements for vector controls are

sent to sbRIOs via the analog output channels of RT-LAB. The measurements include the SoC,

three-phase voltages and currents at the PCC bus for each energy storage system. Meanwhile,

sbRIOs send the control voltages back to RT-LAB to control VSCs in RT-LAB. In addition, the

consensus control is implemented for energy storage systems so the communication paths need to

be established between every two sbRIOs based on Fig. 4.16. The paths are used to transfer the

power and energy signals for batteries. Fig. 4.22 shows the photos of the physical CHIL testbed

built in our lab.

4.3.4 Experimental Results

In the case study, the consensus control was tested under two modes, grid-connected mode and

islanded mode. When the grid was connected, the control loops were the same as Fig. 4.17. When

the grid was disconnected, VSC 1 became the grid-forming inverter by switching the control mode

from P/Q control to V/f control. Meanwhile, the consensus control for VSC 1 became deactivated

and the consensus control for VSC 2 was only related to E3 and P3.

4.3.4.1 Grid-connected Mode

When the microgrid was connected to the IEEE-9 bus system, three energy storage systems

belonged to grid-following IBRs with PQ control mode. Under the initial condition, VSC 1 gen-

erated 50 MW real power while VSC 2 and 3 generated 20 MW real power each. Fig .4.23 shows
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Figure 4.21: The overview of CHIL testbed.
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Figure 4.22: (4.22a) Physical CHIL testbed built in our lab. (4.22b) zoom-in photo to show the
detailed connections of RT-LAB and sbRIOs.

the dynamics of VSCs and IEEE-9 bus system. Before 60 sec, the VSCs were controlled by the

controllers in RT-LAB. In other words, everything was simulated in RT-LAB before 60 sec. At

60 sec, the VSCs were controlled by sbRIOs. Because the measurements and control signals were

transferred through the analog ports, the obvious noise appeared in the dynamic responses after
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Figure 4.23: Real-time results: under grid-connected mode, the energy and power of three energy
storage systems were converged by the consensus control. 4.23a Dynamics of VSCs. 4.23b

Dynamics of IEEE 9 bus system.

60 sec. At 130 sec, the consensus control was activated for all BESS. Around 1100 sec, the energy

and power were converged by the consensus control.

4.3.4.2 Islanded Mode

Under the islanded mode, there were only VSC 2 and VSC 3 controlled by the consensus control.

Fig. 4.24 shows the dynamics of the microgrid and IEEE-9 bus system. At 55 sec, sbRIOs started

to control VSCs in RT-LAB. At 108 sec, the consensus control was activated for three BESS. At

225 sec, the microgrid was disconnected from the grid. It caused that IEEE 9 bus system lost 40

MW real power from the microgrid such that the frequency of the IEEE 9 bus system was reduced

by 4%.

In the microgrid, three BESS supplied one 50 MW load. VSC 1 was switched to V/f mode

while VSC 2 and VSC 3 were still with PQ control. Therefore, VSC 2 and VSC 3 still generated 20

MW each and VSC 1 generated 10 MW. As noted, the consensus control can only be implemented

on the inverter with the power order vector control. Hence, after 220 sec, the consensus control

only worked on VSC 2 and VSC 3. Based on Fig. 4.24a, we found that the energy and power of

VSC 2 and VSC 3 were converged after 1100 sec.
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Figure 4.24: Real-time results: under islanded mode, the energy and power of three energy
storage systems were converged by the consensus control. 4.24a Dynamics of VSCs. 4.24b

Dynamics of IEEE 9 bus system.

4.4 Conclusion

This chapter focuses on the coordinate controls for RES and BESS in the microgrid including

the stability issues and the evaluation. The stability issue is conducted based on the microgrid

including two DERs with by V-I droop. The corresponding analytical models are derived for both

autonomous mode and grid-connected mode. Based on the eigenvalue analysis, it is identified that

the small droop coefficients have a negative influence on system stability. In addition, the effect of

grid strength and transmission line networks on this type of stability issue are investigated as well.

The findings in the stability analysis are also validated by the detailed simulation results.

Different than V-I droop, the consensus control is designed for BESS specially. When it syn-

chronizes the output power of each BESS, it also makes the consensus on the energy of each battery.

To avoid the long simulation time of a detailed testbed, an analytical model for the grid-connected

microgrid with three BESS is derived. The consensus control is implemented on it and evaluated

by the time-domain simulation results. The highlight of this section is the CHIL testbed. The

consensus control is tested under the grid-connected mode, autonomous mode, and the transient

of mode switching. The real-time simulation results validate the performance of consensus control.
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Chapter 5: Conclusion and Future Work

5.1 Conclusion

This dissertation focuses on the dynamic modeling and controls of the renewable energy sources

in two main areas, conventional grid and microgrid. The conventional grid is also divided into the

weak grid and the series compensated grid. For each area, the investigation is started with the

stability issues of RES from the real-world records or literature review. The problems behind these

stability issues are stated to excite the interests of investigations. Then, the analytical models are

derived for the specific issues using the techniques of dynamic modeling. Based on the analytical

models, the eigenvalue analysis is generated because it contains the critical information of the

system such as oscillation modes and margin conditions. After comparing the critical information

of the system with different dynamics, answers to the problems behind these stability issues can

be found. Meanwhile, suitable solutions are proposed based on the answers. Moreover, the kinds

of testbeds are important for the investigation of RES as well. They provide strong evidence to

support the analytical results. Regardless of analytical models and testbeds, the modeling of RES

in conventional grid is considered as the aggregated single inverter while the modeling of RES in

the microgrid is considered as the multiple inverters rather than aggregated one. Three areas are

concluded in the following paragraphs.

Chapter 2 presents my research results for RES in weak grid. Although the stability issues

in weak grid have been studied widely, the SSO in Type-4 wind and torsional interaction in the

western region of China are never studied. An analytical model is derived including all the essential

dynamics of Type-4 wind in weak grid. According to the eigenvalue analysis from the analytical

model, there are two modes that are very sensitive to the strength of the grid. Then, the par-

ticipation analysis is used to determine the PLL dynamics as the critical factor. This finding is
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validated by the EMT testbed which uses realistic parameters and control systems. Then, stability

control is proposed based on the mechanism behind stability issues in weak grid. The stability

control has two strategies corresponding to two feedback signals, current-based and voltage-based.

Both strategies are evaluated using two analytical models that employ the power control mode and

dc-link voltage control mode respectively. The eigenvalue analysis shows that the Type-4 wind

with stability control can be stable even if SCR = 1. The performance is better than existing

approaches. Furthermore, the stability control is also evaluated using two EMT testbeds, Type-3

wind and Type-4 wind. As noted, it is implemented in the RSC of Type-3 wind while it is im-

plemented in the GSC of Type-4 wind. Based on the EMT simulation results, the performance of

stability control in the EMT testbed is not as good as the analytical model although both models

use the same parameters. The reason is the current limitations in the EMT testbed and it is pre-

sented by the simulation results. Another conclusion based on the EMT simulation results is that

the voltage-based control strategy is preferred because it has the better performance. Furthermore,

an FPGA-based hardware testbed is built up to test stability control. In the hardware testbed, a

single inverter with the power control mode is connected to the weak grid and the voltage-based

strategy is implemented. The experiment results validate the performance of stability control as

well.

Chapter 3 presents the procedure of replication of real-world SSR events in Texas. The objective

of this chapter is to find out which reason caused the different consequences in these three real-world

events. In this chapter, the stability issues in the series compensated networks are investigated using

another way. The complex EMT testbed is built first to replicate the events; then, the eigenvalue

loci is generated to validate the EMT simulation results. Before showing the replication results,

this chapter introduces the challenges during the replication and provides the solutions to overcome

them. The sensitivity analysis contains the EMT simulation results and the eigenvalue loci from

the equivalent analytical model. Using the EMT testbed with the found information and estimated

parameters, the replication results are generated and match the real-world record very well. Finally,

an improved SSR control is implemented in the EMT testbed to mitigate SSR. The improvement is

using the local current signals to replace the remote voltage signals. The improved SSR control is
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tested under different conditions and the SSR is mitigated obviously based on the EMT simulation

results.

Chapter 4 presents my research results on RES and BESS in microgrids. The same microgrid

may have different types and sizes of DERs. However, even if DERs have the same type and

parameters, they may operate under different conditions and the coordinate controls should be

considered. Hence, different from the above two chapters, the investigation in this chapter uses the

multi-inverters model rather than the aggregated single-inverter model. First, the multi-inverters

analytical model is used to investigate the stability issues in the microgrid including two DERs with

V-I droop. The analytical model is derived using the multi-inputs-multi-outputs matrix. Based

on the eigenvalue loci from the analytical model, it is found that the small droop coefficients have

negative effects on the stability of microgrid under islanded mode. However, there is an exception.

When two DERs have the same droop coefficients, the system will not be unstable even if they are

small. Moreover, the effect of grid strength is investigated as well. When the microgrid is connected

to the strong grid, the small droop coefficients will not cause the oscillation issues. The second

coordinate control in this chapter is consensus control which is used to achieve the consensus on

multiple BESS in the microgrid. To evaluate the consensus control, an analytical model and a

CHIL testbed are built up. In the analytical model, the microgrid with three BESS is connected to

the infinite bus while it is connected to the IEEE 9-bus system in the CHIL testbed. The function

of consensus is validated by the analytical model and CHIL testbed.

5.2 Future Work

The above chapters do not only show my research results on stability analysis and controls of

RES but also provide an approach to investigate RES in conventional grid and microgrid. Us-

ing three tools mentioned in Chapter 1, more investigations on other issues of RES can be con-

ducted from linear analysis to the time-domain simulation results, from EMT testbeds to hardware

testbeds. The following subsections will show the detailed topics I would like to continue in the

future.
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5.2.1 Multi-inverters Modeling of RES in Grid

In many existing studies, the interactions among RES units in the same farm are not considered

to investigate the stability issues of RES in grid. However, is there any internal interaction among

RES units in farms? Do these internal interactions affect the stability of farms in the weak grid?

If so, how do they affect stability? My future work will try to answer these questions using the

above tools. Obviously, the aggregated single-inverter model cannot be used because it omits the

internal dynamics. The multi-inverters model will be used because it has more dynamics to present

the interactions in the wind farm or PV farm. The analytical model based on multiple inverters

has been derived for the microgrid. It can be modified by adding more characteristics of farms to

generate the eigenvalue analysis. Then, the participation factor can be used to find which states are

related to the dominant modes. Another method to identify the internal interactions is replacing

one RES unit with a controllable current source. The current source can generate the power as the

unit but it does not have the control systems so this method can be used to detect the interactions

which are caused by different units’ control systems.

Furthermore, EMT testbeds need to be improved by adding more wind or PV modules. The

structure of the testbed should follow the analytical model. Based on the EMT testbed, we can

create more complex dynamic events and generate more practical simulation results. Certainly,

more RES modules in the EMT testbed may cause the tons of calculation tasks to exceed the

capability of PC. Hence, the EMT testbeds will be converted into the RT-LAB model when it is

too complex. The RT-LAB cannot only handle more complex EMT testbeds but also provides

real-time simulation results.

5.2.2 Interactions Between Microgrids and Large-scale Systems

To improve the quality of research on renewable energy in the microgrid, more interactions

between microgrids and large-scale power systems need to be studied. In most of my existing

studies, the grid is always considered as the infinite bus and emulated by the constant voltage

source so stability issues in the grid cannot be modeled. However, the electric grid in the real-world

has more complex structure and kinds of stability issues such as cascading issues. To produce more
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realistic results, the grid should be modeled using a large-scale power system including multiple

synchronous generators and loads. With the large-scale power system as the grid, the microgrid

will not only experience the stability issues caused by itself but also the instabilities caused by

the grid. Therefore, to improve the reliability of microgrid, more questions need to be concerned

such as how these stability issues in the grid affect the microgrid, what performance the coordinate

control has on the instability, and how to improve the capability of the microgrid.

The CHIL testbed built for consensus control can be used to address these concerns by gen-

erating the real-time simulation results. In that testbed, the ideal grid is already replaced by the

IEEE 9-bus system. The frequency responses of the large-scale system are plotted in Chapter

4. Therefore, the investigation on interactions between microgrids and large-scale systems can be

started from the CHIL testbed. It provides a feasible environment to test the microgrid with kinds

of DERs and coordinate controls using the real-time simulator and physical controllers. The re-

liability of microgrid with the consensus control has been tested under grid-connected mode and

islanded mode using the CHIL testbed. In the near future, its reliability on the instability events

in IEEE 9-bus system will be evaluated. Meanwhile, the droop control will be implemented in the

CHIL testbed and its performance will be compared with the consensus control. Besides the CHIL

testbed, the analytical model needs to be derived to explore the mechanism and critical factor

behind the unstable phenomena. Currently, the analytical model includes the dynamics of multiple

DERs in the microgrid. In the future, I will improve it by adding the dynamics of the synchronous

generator and more complex power systems.
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