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Abstract

Phasor measurement units (PMUs) have been put into power grid for real-time monitoring. This research investigates the PMU data for steady state estimation and dynamic model estimation. It focuses on three main research areas to enhance the security of the power system monitoring. First, optimal PMU placement (OPP) problem is developed to minimize the number of PMUs required for the system to be completely observable using mixed integer linear programming and nonlinear programming. Second, PMU measurements are ranked for oscillation monitoring based on two approaches: oscillation mode observability and Prony analysis. Further, the principles, multi-channel data handling, and noise resilience techniques of three eigenvalue identification methods used in power systems: Prony analysis, Matrix Pencil (MP), and Eigensystem Realization Algorithm (ERA) are examined.

The first part of this research discusses the optimal PMU placement (OPP) problem to find the optimal number of PMUs to make the system fully observable. Two different formulations are presented for modeling power grid observability to solve the OPP problem: mixed integer linear programming (MILP) and nonlinear programming (NLP). For each formulation, modeling of power flow measurements, zero injection, limited communication facility, single PMU failure, and limited channel capacity is studied. MILP zero injection formulation is improved to solve the redundant observability and optimality limitations. A new formulation for nonlinear programming-based PMU placement considering zero injection measurement is proposed. A comparison between MILP and NLP formulations is conducted to show the advantages and disadvantages of each formulation.
The second part of this research is to rank PMU measurements for oscillation monitoring based on two approaches: oscillation mode observability and Prony analysis. In the first approach, the system model is assumed known and the critical oscillation mode observability of different measurements are compared. In the second approach, the dynamic model of the system is not known. Prony analysis is employed to identify critical oscillation modes based on PMU measurements. Measurements at different locations are compared for their characteristics in Prony analysis. Specifically, singular values of Hankel matrices are compared. The two approaches lead to the same conclusion. Their internal connection is presented in this research. As a step further, sensitivity analysis of model order assumption and noise level in Prony analysis is conducted to show singular values of Hankel matrices can indeed serve as indicators of the quality of oscillation monitoring.

In addition, power system eigenvalues from PMU measurement data are identified using Prony analysis, matrix Pencil (MP), and Eigensystem Realization Algorithm (ERA). This part sheds insight on the principles of the three methods: eigenvalue identification through various Hankel matrix formulation. Further, multiple channel data handling and noise resilience techniques are investigated. In the literature, singular value decomposition (SVD)-based rank reduction technique has been applied to MP and resulted in a reduced-order system eigenvalue estimation and an excellent noise resilient feature. In this part of the research, ERA is refined using the SVD-based rank reduction to achieve a superior performance. Moreover, a reduced-order Prony analysis method is invented. With the proposed technique, Prony analysis can not only give reduced-order system eigenvalues, but also become noise resilient.

This dissertation has been resulted in three conference papers (two published and one accepted) and two journal papers (one published and one in revision process). The future work of this dissertation will examine the dynamic parameter estimation technique using the measurement-based methods. Using the PMU data and measurement-based methods of the
system identification can provide an accurate dynamic parameter estimation without prior information of the system transfer function. Generator parameters such as inertia constant, damping coefficients, and regulation speed constant can be estimated.
Chapter 1: Introduction

1.1 Background

Power system security needs to have a real-time monitor for situation awareness of the operating conditions of the system. In a control center, the state estimator deals with the measurements received from the remote terminal units (RTUs) at the substations and gives the best system state variables. Those measurements include bus voltages, branch currents, real and reactive power flows, and power injections. Recently, phasor measurement units (PMUs) with time tags from global positioning system (GPS) can provide synchronized phasor measurements of voltages and currents [1, 2]. PMUs provide better situation awareness due to their much faster sampling rate (30 ∼ 120 Hz) [3]. PMUs have been put into power grid for real-time monitoring. PMU installation at the power system has been rapidly increased in the recent years as shown in Fig. 1.1. According to the U.S. Department of Energy (2018), more than 2500 PMUs are installed in the U.S. power systems compared to 1700 in 2015. With this rapid increase, the analysis and identification of the PMU measurements for steady state and dynamic model estimation are of practical interest. The objective of this research is to investigate PMU issues including optimal PMU placement, PMU data for oscillation monitoring, and PMU measurements for eigenvalue estimation.

1.2 Phasor Measurement Unit (PMU)

Phasor measurement unit (PMU)-based sensors are used to collect time-stamped measurements from global positioning system (GPS) [1, 2]. PMU sensors obtain synchronized
Figure 1.1: PMU locations in North American power grid. (a)2011. (b)2015. Maps courtesy of the North American SynchroPhasor Initiative and the U.S. Department of Energy [4]. Permission is included in Appendix B.

voltage and current phasors measurements at a faster rate of 30 \(\sim\) 120 Hz and can give a superior situation awareness of the power grid [3]. PMU hardware block diagram consists of analog-to-digital converter, phase-locked oscillator, GPS receiver, anti-aliasing filters, and microprocessor as shown in Fig. 1.2 [5]. The analog AC waveforms are filtered out and digitized using anti-aliasing filter (above Nyquist rate) and analog-to-digital converter, respectively. The GPS pulse per second is converted into a high speed timing pulses sequence through the phase-locked oscillator. Discrete Fourier Transform phasor calculation is obtained by the microprocessor. Then data concentrator can provide the time-stamped phasor measurements.

1.3 Optimal PMU Placement (OPP)

Although PMUs are superior devices for improving the power system security, installing PMUs at every substation in the system is expensive and uneconomical. According to the U.S. Department of Energy, the overall cost of one PMU installation (including communication, security, labor, and equipment) is ranged from $40,000 - $180,000 as shown in Fig.
1.3 [6]. When a PMU is placed at one bus, it can measure the voltage phasor of the bus and current phasors of all lines connected to that bus making the system observable [7]. Therefore, optimal PMU placement (OPP) problem should be solved to make the system entirely observable by installing less PMU devices at specific buses. In the literature, optimal PMU placement is solved using two techniques which are heuristic-based and mathematical programming-based. Mathematical programming-based methods are developed with two main formulations: MILP-based and nonlinear programming-based. This research proposes a new effective zero injection formulation in nonlinear programming to provide the minimum number of PMUs compared to other methods. Further, it improves MILP zero injection formulation to solve the observability redundancy and optimality drawbacks.

1.4 PMU for Inter-Area Oscillation Identification and Eigenvalue Estimation

Phasor measurement units have enhanced the accuracy of power grid real-time monitoring. Using PMU data for inter-area oscillation identification has been studied in the literature, and an IEEE PES taskforce report [8] has been published in 2012. Power system
models are nonlinear and complex systems. The modal information is identified from the system response to a perturbation to produce an adequate reduced order model. Prony analysis, matrix Pencil, and Eigensystem Realization Algorithm (ERA) are measurement-based identification methods for ringdown signals captured for a transient event [9]. This research contribution is categorized into two main parts. In the first part, the PMU measurements are ranked for oscillation monitoring based on two approaches which are oscillation mode observability and Prony analysis. The critical oscillation modes based on PMU measurements are identified using Prony analysis. The Hankel matrix singular values of the PMU measurements at different locations are compared. In the second part, ERA method is refined by applying SVD-based rank reduction on both Hankel matrices to achieve superior performance. A reduced-order Prony analysis method through Hankel matrix rank reduction is invented. The new Prony analysis can accurately identify system eigenvalues from noisy signals.

Figure 1.3: Phasor measurement unit installation cost. Reference: U.S. Department of Energy - Office of Electricity Delivery and Energy Reliability [6]. Permission is included in Appendix B.
1.5 Outline of the Dissertation

This dissertation is organized as follows. Chapter 2 focuses on the optimal PMU placement problem using mixed integer linear programming and nonlinear programming. Power flow and zero injection measurement modeling along with restricted communication facilities, PMU failure, and limited channel capacity contingencies are investigated. MILP zero injection formulation to overcome the observability redundancy and optimality drawbacks and a new formulation for nonlinear programming-based PMU placement for zero injection measurement are proposed. Chapter 3 discusses the PMU measurements oscillation monitoring using Prony analysis and oscillation mode observability. PMU measurements ranking for oscillation monitoring is proposed. Chapter 4 investigates Prony analysis, Matrix Pencil (MP), and Eigensystem Realization Algorithm (ERA) for identifying power system eigenvalues from PMU measurement data. The multiple channel data and noise resilience techniques for the three methods are investigated. An improved ERA using SVD-based rank reduction and a reduced-order Prony analysis to provide superior results are proposed. Chapter 5 concludes the dissertation and presents the future work.
2.1 Introduction

The power system is required to have a real-time monitoring of the system operating conditions to enhance its security. In power grids, the measured bus voltage, currents, real and reactive power are collected by remote terminal units at each substation. Those measurements are sent to a control center. A control center then conducts state estimation to determine the best estimates of system’s state variables (every node’s voltage magnitude and phase angle). Most recently, phasor measurement unit (PMU)-based sensors are used to collect time-stamped measurements from global positioning system (GPS) [1, 2]. PMU sensors obtain synchronized voltage and current phasors measurements at a faster rate of (30 ∼ 120 Hz) [3]. Hence, PMUs can give a superior situation awareness of the power grid. By installing a PMU at one bus, it can obtain the bus voltage phasor and all current phasors of the branches connected to that bus [7]. However, placing PMU sensors at all buses of the system can be expensive and uneconomical. Therefore, optimal PMU placement (OPP) problem is investigated in this chapter to make the system entirely observable by installing less PMU devices at specific buses.

Heuristic and mathematical programming techniques are used to solve the OPP problem. The heuristic technique is based on search process to obtain the OPP. There are several heuristic-based techniques that have been studied in the literature. A graph theory and simulated annealing algorithm to obtain the minimum number of PMU sensors are developed.
in [11]. Then other heuristic-based approaches have been proposed such as simulated annealing with Tabu search [12], spanning tree [13], genetic algorithm [14], nondominated sorting genetic [15], Tabu search genetic [16], particle swarm optimization approach [17], and recursive Tabu search [18]. An immunity genetic algorithm [19] and binary particle swarm optimization [20,21] are used to solve the OPP problem.

Heuristic-based OPP does not guarantee a global optimum solution. Hence, two major mathematical programming approaches are developed in the literature: MILP and NLP. While MILP formulations guarantee a global optimum solution, NLP formulations provide several local minimum solutions.

Integer linear programming (ILP) to obtain the OPP is introduced in [2,7]. Several algorithms and techniques considering integer linear programming and contingency-constrained PMU placement are developed in [22–28]. In [29], ILP is used with auxiliary variable to find the OPP in case of zero injection. The same method considering conventional measurements is developed in [30]. Zero injection redundancy limitation and global optimal solution considering mutual buses are presented in [31]. Reference [32] proposes an integer quadratic programming approach. A weighted least square algorithm using nonlinear observability constraint is presented in [33]. Nonlinear programming (NLP) formulations are introduced in [34]. This type of formulations has been explored under several contingencies in [35,36]. In [37], MILP and NLP comparison is conducted using a simple system, and limitation of zero injection formulation for NLP is discussed. However, zero injection formulation in nonlinear programming-based PMU placement has not been properly solved in the literature.

In this chapter, modeling power grid observability to solve the OPP problem is implemented using two different approaches which are MILP and NLP. Power flows, zero injections, restricted communication facilities, PMU failure, and limited channel capacity are discussed. A new nonlinear programming formulation for zero injection is proposed. The proposed formulation is examined by validating the results with the MILP formulation. MILP and
NLP comparison is conducted to illustrate their advantages and disadvantages. The main contributions of this chapter can be summarized as follows. First, a new effective zero injection formulation in nonlinear programming is proposed and validated to provide minimum number of PMUs compared to other methods. Second, MILP zero injection formulation is improved to solve the observability redundancy and optimality drawbacks. Third, two mathematical programming methods are compared under several contingencies applied to different IEEE test systems, and the proposed zero injection formulations are evaluated on a large 2383-bus Polish system.

The rest of this chapter is organized as follows. Sections 2.2 and 2.3 present MILP and NLP formulations. Section 2.4 proposes the effective power flow and zero injection measurement formulations and investigates the aforementioned contingencies. Section 2.5 concludes this chapter.

2.2 Mixed Integer Linear Programming

Power system state estimation with a DC power flow is analyzed in this chapter, and (2.1) presents the linear measurement function which maps the state to the measurement.

$$z = Hx + e$$  \hspace{1cm} (2.1)

where $z$ represents the measurement vector, $H$ is the measurement matrix, $x$ is the state variable vector, and $e$ is the error measurement vector. The state variables are the voltage phase angle for each bus in the power system. The PMUs can obtain the measurements including the voltage phase angle ($\theta_i$) of Bus $i$ and the power flow from Bus $i$ to Bus $j$, where $j \in ad_i$ represents the adjacent buses to Bus $i$. Thus, the PMU will measure $\theta_i$, and $\theta_j$ can be obtained as the power flow $P_{ij}$ is measurable. Therefore, Bus $i$ with its adjacent buses are observable when a PMU is installed only at Bus $i$. 
In other words, Bus \( i \) itself can be observable with at least a single PMU placed at this bus or one of its adjacent buses. This is can be represented by the following inequality:

\[
f_i(x) = x_i + \sum_{j \in \text{ad}_i} x_j \geq 1
\]  

(2.2)

where \( f_i(x) \) is the observability function for Bus \( i \), \( x_i \) is a binary decision variable to install a PMU at Bus \( i \) \( (x_i = 1) \) or not \( (x_i = 0) \), and \( x_j \) is the binary decision variable for the buses adjacent to that bus.

The OPP for the IEEE 14-bus system (shown in Fig. 2.1) [38] is formulated as the following:

\[
\min_x \sum_{k=1}^{14} x_k
\]

subject to: \( f_i(x) \geq 1 \)

\[
x_i \in \{0, 1\}, i = 1, 2, \ldots 14.
\]

where

\[
f_i(x) = \begin{cases}  
  f_1 = x_1 + x_2 + x_5 \geq 1, & f_2 = x_1 + x_2 + x_3 + x_4 + x_5 \geq 1, \\
  f_3 = x_2 + x_3 + x_4 \geq 1, & f_4 = x_2 + x_3 + x_4 + x_5 + x_7 + x_9 \geq 1, \\
  f_5 = x_1 + x_2 + x_4 + x_5 + x_6 \geq 1, & f_6 = x_5 + x_6 + x_{11} + x_{12} + x_{13} \geq 1, \\
  f_7 = x_4 + x_7 + x_8 + x_9 \geq 1, & f_8 = x_7 + x_8 \geq 1, \\
  f_9 = x_4 + x_7 + x_9 + x_{10} + x_{14} \geq 1, & f_{10} = x_9 + x_{10} + x_{11} \geq 1, \\
  f_{11} = x_6 + x_{10} + x_{11} \geq 1, & f_{12} = x_6 + x_{12} + x_{13} \geq 1, \\
  f_{13} = x_6 + x_{12} + x_{13} + x_{14} \geq 1, & f_{14} = x_9 + x_{13} + x_{14} \geq 1
\end{cases}
\]
This OPP problem is formulated as MILP and solved by MATLAB’s `intlinprog` function. The OPP result indicates that only four PMUs can be installed on buses 2, 8, 10, and 13 to make the system entirely observable. Generalized MILP can be expressed as [7]:

\[
\min_x \sum_{k=1}^{N} w_k x_k \quad \text{(2.3a)}
\]

subject to:

\[
Ax \geq B \quad \text{(2.3b)}
\]

\[
x_i \in \{0, 1\}, i = 1, \ldots, N \quad \text{(2.3c)}
\]

where \(x_i\) is the binary decision, and \(w_k\) is the PMU placement cost. It is assumed that the PMUs have the placement cost \(w_i = 1\) making the PMU placement cost minimization equivalent to the number of PMUs minimization. Entries of \(A\) and the \(B\) matrices are:

\[
a(i,j) = \begin{cases} 
1, & \text{Bus } i \text{ and Bus } j \text{ are connected} \\
1, & \text{i is equal to } j \\
0, & \text{Otherwise}
\end{cases}
\]

\[
B = \begin{bmatrix} 1 & 1 & \cdots & 1 \end{bmatrix}^T
\]

2.3 Nonlinear Programming

OPP problem can be formulated and solved using nonlinear programming (NLP) which based on sequential quadratic programming (SQP) [33,34]. NLP method can produce more than one solution to the OPP problem, while the MILP formulation can provide a single solution.
For NLP, $x_i$ is considered as a continuous decision variable rather a binary variable as the MILP formulation. Therefore, $x_i$ is forced to be 1 or 0 by the following constraint: 

$$x_i(x_i - 1) = 0.$$ 

The quadratic objective function, which represents the overall PMU placement cost, is minimized by the NLP formulation subjected to nonlinear equality constraints. The decision variables are 0 and 1 which indicate the lower and upper bounds of the problem formulation. Hence, the nonlinear constraints can assure the complete observability of the system [33,34].

The NLP formulation for the OPP problem can be expressed as:

$$\min_x J(x) = x^T W x = \sum_{k=1}^{N} w_k x_k^2$$  \hspace{1cm} (2.4a) 

s.t.: 

$$g_i(x) = (1 - x_i) \prod_{j \in ad_i} (1 - x_j) = 0$$  \hspace{1cm} (2.4b) 

$$0 \leq x_i \leq 1, \quad \text{for all } i \in S$$  \hspace{1cm} (2.4c) 

where $J(x)$ represents the OPP objective function, $x^T$ is the transposed vector of $x$, $W$ is the diagonal weight matrix, $ad_i$ indicates the adjacent buses of Bus $i$, and $S$ represents the system buses set.

This NLP formulation is a nonconvex optimization problem since a number of local minimum solutions can result in using the nonlinear equality constraints [34], and it is solved by sequential quadratic programming (SQP) algorithm. As a consequence, several solutions for the OPP problem can be obtained by choosing different initial conditions $x$.

The IEEE 14-bus system [38] as shown in Fig. 2.1 is used as an example to solve the OPP problem with the NLP formulation, and the NLP and MILP solutions are compared to each other. The NLP is formulated as follows.
\[
\min_x \sum_{k=1}^{14} x_k^2 \\
\text{s.t.: } g_i(x) = (1 - x_i) \prod_{j \in \text{adj}_i} (1 - x_j) = 0 \\
0 \leq x_i \leq 1, \quad i = 1, 2, \cdots 14.
\]

where \(g_i(x)\) will be as follows.

\[
g_i(x) = \begin{cases} 
  g_1 = (1 - x_1)(1 - x_2)(1 - x_5) = 0, \\
  g_2 = (1 - x_2)(1 - x_1)(1 - x_3)(1 - x_4)(1 - x_5) = 0, \\
  g_3 = (1 - x_3)(1 - x_2)(1 - x_4) = 0, \\
  g_4 = (1 - x_4)(1 - x_2)(1 - x_3)(1 - x_5)(1 - x_7)(1 - x_9) = 0, \\
  g_5 = (1 - x_5)(1 - x_1)(1 - x_2)(1 - x_4)(1 - x_6) = 0, \\
  g_6 = (1 - x_6)(1 - x_5)(1 - x_{11})(1 - x_{12})(1 - x_{13}) = 0, \\
  g_7 = (1 - x_7)(1 - x_4)(1 - x_8)(1 - x_9) = 0, \\
  g_8 = (1 - x_8)(1 - x_7) = 0, \\
  g_9 = (1 - x_9)(1 - x_4)(1 - x_7)(1 - x_{10})(1 - x_{14}) = 0, \\
  g_{10} = (1 - x_{10})(1 - x_9)(1 - x_{11}) = 0, \\
  g_{11} = (1 - x_{11})(1 - x_6)(1 - x_{10}) = 0, \\
  g_{12} = (1 - x_{12})(1 - x_6)(1 - x_{13}) = 0, \\
  g_{13} = (1 - x_{13})(1 - x_6)(1 - x_{12})(1 - x_{14}) = 0, \\
  g_{14} = (1 - x_{14})(1 - x_9)(1 - x_{13}) = 0
\end{cases}
\]

It is assumed that the weight of all PMUs is \(w_i = 1\) to make the installation cost minimization equivalent to the number of PMUs minimization. The MATLAB’s function \textit{fmincon} is used to solve this nonconvex optimization problem with NLP formulation and SQP solver.
The NLP obtains various solutions to the OPP problem based on the initial points $x$. Therefore, the initial points are programmed to be random numbers in the feasible region between the upper and lower bounds of one and zero. As a result, optimal solutions are found after several iterations:

$$x = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 \end{bmatrix}^T, \quad x = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \end{bmatrix}^T, \quad x = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \end{bmatrix}^T,$$

$$x = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \end{bmatrix}^T \text{ and } x = \begin{bmatrix} 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \end{bmatrix}^T.$$

The above solutions indicate that the OPP buses are the following five sets: $\{2, 8, 10, 13\}$, $\{2, 7, 10, 13\}$, $\{2, 7, 11, 13\}$, $\{2, 6, 8, 9\}$, or $\{2, 6, 7, 9\}$. Note that the first optimal solution is the same as the MILP solution.

Thus, NLP is another effective algorithm to solve the OPP problem by obtaining various optimal solutions to select from. MILP and NLP comparison for the OPP problem is conducted using four different systems which are IEEE 14-, 57-, 118-, and 300-bus systems [38] as shown in Table 2.1.
<table>
<thead>
<tr>
<th>IEEE Test System</th>
<th>Number of PMUs</th>
<th>Number of NLP Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MILP</td>
<td>NLP</td>
</tr>
<tr>
<td>14-bus</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>57-bus</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>118-bus</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>300-bus</td>
<td>87</td>
<td>87</td>
</tr>
</tbody>
</table>

### 2.4 OPP Case Studies

#### 2.4.1 Power Flow Measurements

Suppose that Branch $ij$ in the system has a meter to measure the power flow. In the case that one of the state variables of Bus $i$ or $j$ ($\theta_i$ or $\theta_j$) is measured, the state variable of the other bus can be provided since the power flow ($P_{ij}$) is known.

#### 2.4.1.1 MILP Approach

With the information of the power flows, the observability constraints must be reformulated to find the optimal solution. If the power flow measurement on the Branch $i-j$ is not given, Bus $i$ and Bus $j$ have the following observability constraints:

\[
 f_i = \sum_k A_{ik}x_k \geq 1 \quad (2.5a)
\]

\[
 f_j = \sum_k A_{jk}x_k \geq 1 \quad (2.5b)
\]

When the power flow measurement on Branch $k$ of Bus $i$ and Bus $j$ is known, the constraints (2.5a) and (2.5b) are modified to be a joint observability constraint as follows [7,24].
\[ f_{\text{flow},k} = f_i + f_j \geq 1 \]  \hspace{1cm} (2.6)\

Constraint (2.6) indicates that if Bus \( i \) or Bus \( j \) is observable, the other bus can also be observable since the power flow of Branch \( k \) is given.

### 2.4.1.2 NLP Approach

Similarly, the observability constraints of the nonlinear programming must be reformulated to find the optimal solution with the measured power flow. Therefore, the observability constraints of Bus \( i \) and Bus \( j \) are modified to be a joint observability constraint as the following [35]:

\[ g_{\text{flow},k} = g_i g_j = 0 \]  \hspace{1cm} (2.7)\

Constraint (2.7) can result in high orders since several terms of \((1 - x_i)\) can be produced with multiplying the constraints of Bus \( i \) and Bus \( j \) [35]. Hence, the resulted terms with high orders will be treated as a first order term since this constraint has a zero right hand side.

### 2.4.1.3 Power Flow Measurement Example

Suppose that the power flow measurements for the IEEE 14-bus system (Fig. 2.1) [38] are on branches 2-3, 3-4, 6-11, 6-12, and 7-8. Then constraints (2.6) and (2.7) are formulated for MILP and NLP for lines with flow measurements. The observability functions of buses 2, 3, and 4 for the MILP are:

\[ f_2 = x_1 + x_2 + x_3 + x_4 + x_5 \geq 1, \quad f_3 = x_2 + x_3 + x_4 \geq 1, \]
\[ f_4 = x_2 + x_3 + x_4 + x_5 + x_7 + x_9 \geq 1 \]
The joint constraint (2.6) is applied since there are power flows on branches $2-3$ and $3-4$:

$$f_{flow,2-3,3-4} = f_2 + f_3 + f_4 \geq 1$$

$$= x_1 + 3x_2 + 3x_3 + 3x_4 + 2x_5 + x_7 + x_9 \geq 1$$

Joint constraint $f_{flow,2-3,3-4}$ means that only one of the buses 2, 3, and 4 must be observable to make the other buses observable since the power flows are known. Hence, this joint constraint meets the minimum requirement of installing at least a single PMU at one of those buses or at the buses adjacent to them.

Likewise, the observability functions of buses 6, 11, and 12 are:

$$f_6 = x_5 + x_6 + x_{11} + x_{12} + x_{13} \geq 1, \quad f_{11} = x_6 + x_{10} + x_{11} \geq 1, \quad f_{12} = x_6 + x_{12} + x_{13} \geq 1$$

Then the above three constraints are merged into a joint constraint as follows.

$$f_{flow,6-11,6-12} = x_5 + 3x_6 + x_{10} + 2x_{11} + 2x_{12} + 2x_{13} \geq 1$$

The third joint constraint for Branch $7-8$ is obtained in a similar way as follows.

$$f_{flow,7-8} = x_4 + 2x_7 + 2x_8 + x_9 \geq 1$$

For the nonlinear programming, the observability functions for buses 2, 3, and 4 are:

$$g_2 = (1-x_2)(1-x_1)(1-x_3)(1-x_4)(1-x_5) = 0,$$
$$g_3 = (1-x_3)(1-x_2)(1-x_4) = 0,$$
$$g_4 = (1-x_4)(1-x_2)(1-x_3)(1-x_5)(1-x_7)(1-x_9) = 0$$
Joint constraint (2.7) is applied to the three observability functions due to the power flows on branches 2 – 3 and 3 – 4:

\[ g_{flow,2-3,3-4} = g_2 g_3 g_4 = 0 \]

\[ = (1 - x_1)(1 - x_2)(1 - x_3)(1 - x_4)(1 - x_5)(1 - x_7)(1 - x_9) = 0 \]

In a similar way, power flow joint constraints for branches 6 – 11, 6 – 12, and 7 – 8 are obtained as the following:

\[ g_{flow,6-11,6-12} = g_6 g_{11} g_{12} = (1 - x_5)(1 - x_6)(1 - x_{10})(1 - x_{11})(1 - x_{12})(1 - x_{13}) = 0 \]

\[ g_{flow,7-8} = g_7 g_8 = (1 - x_4)(1 - x_7)(1 - x_8)(1 - x_9) = 0 \]

Table 2.2 shows the results of the OPP for power flow case. The number of PMUs in this case is reduced due to the power flow meters. Table 2.3 presents the location of the power flow measurement branches.

<table>
<thead>
<tr>
<th>IEEE Test System</th>
<th>Number of Flow Branches</th>
<th>Number of PMUs</th>
<th>Number of NLP Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>14-bus</td>
<td>5</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>57-bus</td>
<td>40</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>118-bus</td>
<td>31</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>300-bus</td>
<td>43</td>
<td>81</td>
<td>81</td>
</tr>
</tbody>
</table>

2.4.2 Zero Injection Measurements

A four-bus system as illustrated in Fig. 2.2 is used to easily demonstrate the zero injection case. To have each of the four buses observable, the following constraints should be satisfied in the MILP and NLP formulations, respectively.
Table 2.3: Branches of power flow measurements

<table>
<thead>
<tr>
<th>IEEE Test System</th>
<th>Branches of Flow Measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>14-bus</td>
<td>2-3,3-4,6-11,7-8,6-12</td>
</tr>
</tbody>
</table>
| 57-bus           | 1-2,1-15,1-16,1-17,3-15,4-5,4-6,4-18,7-29,  
|                  | 29-52,8-9,9-10,10-12,10-51,12-13,51-50,  
|                  | 11-41,11-43,41-42,42-56,14-46,47-46,  
|                  | 19-20,20-21,22-38,38-37,38-44,38-48,  
|                  | 49-38,23-24,24-25,24-26,27-26,28-27,  
|                  | 30-31,32-34,34-35,36-35,40-36,53-54  |
| 118-bus          | 1-3,3-5,6-7,8-9,11-13,16-17,20-21,23-25,  
|                  | 23-32,32-114,27-28,34-43,35-36,41-42,  
|                  | 47-46,49-50,50-57,51-52,56-58,60-62,  
|                  | 65-68,68-116,71-73,76-77,77-82,82-83,  
|                  | 86-87,90-91,95-96,99-100,110-112  |
| 300-bus          | 1-3,3-4,6-7,8-11,11-13,15-16,21-22,24-25,  
|                  | 25-26,32-35,37-38,40-68,68-174,46-47,  
|                  | 50-51,55-56,70-71,77-84,84-86,95-103,  
|                  | 108-112,120-125,136-138,145-265,  
|                  | 156-157,160-166,166-167,173-198,  
|                  | 198-216,216-220,182-190,184-185,  
|                  | 200-202,208-209,88-235,64-239,2-248,  
|                  | 17-252,109-263,270-292,270-296,  
|                  | 269-288,294-300  |

Figure 2.2: Four-bus system.
MILP:  \( f_i \geq 1, f_j \geq 1, f_k \geq 1, f_l \geq 1 \)  

NLP:  \( g_i = 0, g_j = 0, g_k = 0, g_l = 0 \)  

Now assume that Bus \( \ell \) has a zero injection measurement. The power injection and the voltage phase angles of the four buses are related to each other as the following:

\[
P_{\text{inj}, \ell} = \theta_\ell - \theta_i \frac{X_{li}}{X_{ij}} + \theta_\ell - \theta_j \frac{X_{lj}}{X_{lk}} = 0 
\]

(2.10)

If the power injection and three of the phase angles are known, the fourth phase angle can be measured. Therefore, three buses have to be observable to make the fourth one observable with the help of the installed PMU and the zero injection at Bus \( \ell \). This requirement is formulated using the MILP as [7]:

\[
f_{\text{inj}, \ell} = f_i + f_j + f_k + f_l \geq 3 
\]

(2.11)

When one of the observability functions \( f_i, f_j, f_k, \) or \( f_l \) equals to zero, then the joint constraint (2.11) meets the zero injection requirement. Nevertheless, this joint constraint may result in two drawbacks. First, adding the observability functions can produce a redundancy for certain buses which can make the constraint (2.11) satisfied with two zero
observability functions [31]. A six-bus system (shown in Fig. 2.3) is employed to explain the drawbacks of the constraint (2.11). Assume that Bus 2 has a zero injection measurement. Three buses (1, 3, and 5) are adjacent to Bus 2. Thus, the MILP constraints for this system will be as follows.

\[f_{inj,2} = f_1 + f_2 + f_3 + f_5 \geq 3\]

\[= 3x_1 + 4x_2 + 2x_3 + x_4 + 3x_5 + 2x_6 \geq 3\]

\[f_4 = x_3 + x_4 \geq 1, \quad f_6 = x_1 + x_3 + x_6 \geq 1\]

From the above constraints, the OPP can be on buses 3 and 4 (i.e. \(f_1 = 0, f_2 = 1, f_3 = 2, f_4 = 2, f_5 = 0, \) and \(f_6 = 1\)) which leaves buses 1 and 5 unobservable. Note that the two buses 1 and 5 cannot be observable even with the help of zero injection measurement since two out of four buses are unobservable. Therefore, the system complete observability is not guaranteed in some configuration.

Recently, it has been clarified in [31] that \(f_i\) cannot be guaranteed to be 0 or 1 which is the main reason of this limitation. For example, \(f_j\) and \(f_k\) can be 2, while \(f_i\) and \(f_l\) can be 0 which satisfy (2.11). For that reason, the constraint (2.11) does not guarantee at least 3 out of 4 buses are observable. Thus, the authors propose a formulation to keep the right hand side equals to 1 which can solve the redundant observability of some buses. Then the joint constraint (2.11) is reformulated as follows.

\[f_{inj,i} = \begin{cases} f_i + f_j \geq 1, & f_i + f_k \geq 1, & f_i + f_l \geq 1, & f_j + f_k \geq 1, & f_j + f_l \geq 1, & f_k + f_l \geq 1 \end{cases} \quad (2.12)\]

The observability constraint (2.12) guarantees complete observability since it can be satisfied if at most one of the observability constraints \((f_i, f_j, f_k, \text{ or } f_l)\) is zero.
Solving the same problem using (2.12), then the MILP constraints will be as the following:

\[ f_{\text{inj},2} = \left\{ \begin{array}{l}
    f_1 + f_2 \geq 1, \quad f_1 + f_3 \geq 1, \quad f_1 + f_5 \geq 1, \quad f_2 + f_3 \geq 1, \quad f_2 + f_5 \geq 1, \quad f_3 + f_5 \geq 1 \\
    f_4 = x_3 + x_4 \geq 1 \\
    f_6 = x_1 + x_3 + x_6 \geq 1
\end{array} \right. \]

From the above constraints, the optimal PMU placement can be on buses 3 and 6 (i.e. \( f_1 = 1, f_2 = 1, f_3 = 2, f_4 = 1, f_5 = 0, \text{ and } f_6 = 2 \)) which leaves Bus 5 unseen by the PMUs but can be observable with the help of zero injection measurement at Bus 2.

In addition to the redundant observability, the joint constraint (2.11) cannot obtain the optimum solution if there are two or more zero injections with mutual buses [31]. Assume that there are zero injections at Bus 1 and Bus 3 in the six-bus system (shown in Fig. 2.3). The adjacent buses to Bus 1 are buses 2, 5, and 6, while the adjacent buses to Bus 3 are buses 2, 4, and 6. In this case, Bus 2 and Bus 6 are mutual buses, then MILP constraints using (2.11) can as the following:

\[ f_{\text{inj},1} = f_1 + f_2 + f_5 + f_6 \geq 3 \\
\quad = 4x_1 + 3x_2 + 2x_3 + 3x_5 + 2x_6 \geq 3 \]

\[ f_{\text{inj},3} = f_2 + f_3 + f_4 + f_6 \geq 3 \\
\quad = 2x_1 + 2x_2 + 4x_3 + 2x_4 + x_5 + 2x_6 \geq 3 \]

These constraints can be satisfied using at least two PMUs (e.g., placement at Bus 1 and Bus 3), while this problem can be satisfied using only one PMU at Bus 2. Note that by placing a single PMU at Bus 2, Bus 4 and Bus 6 are unseen by the PMU but can be observable with the zero injections at Bus 1 and Bus 3. Therefore, the optimal solution
may not be provided using the joint constraint (2.11). This problem can be solved using (2.12) with some modification [31]. Suppose that Bus 1 and Bus 3 have zero injections in the six-bus system (Fig. 2.3). The MILP constraints using (2.12) will be as follows.

\[
\begin{align*}
 f_{inj,1} &= \begin{cases} 
 f_1 + f_2 \geq 1, & f_1 + f_5 \geq 1, & f_1 + f_6 \geq 1, & f_2 + f_5 \geq 1, & f_2 + f_6 \geq 1, & f_5 + f_6 \geq 1 
\end{cases} \\
 f_{inj,3} &= \begin{cases} 
 f_2 + f_3 \geq 1, & f_2 + f_4 \geq 1, & f_2 + f_6 \geq 1, & f_3 + f_4 \geq 1, & f_3 + f_6 \geq 1, & f_4 + f_6 \geq 1 
\end{cases}
\end{align*}
\]

Then mutual observability functions in the left-hand side of \( f_{inj,1} \) and \( f_{inj,3} \) have to be merged. In this chapter, the MILP formulation is improved by solving the optimality limitation with less constraints as the following:

\[
\begin{align*}
 f_{inj,1 \text{ and } 3} &= \begin{cases} 
 f_1 + f_2 + f_3 \geq 1, & f_1 + f_2 + f_4 \geq 1, & f_1 + f_3 + f_6 \geq 1, & f_1 + f_4 + f_6 \geq 1, \\
 f_2 + f_3 + f_5 \geq 1, & f_2 + f_4 + f_5 \geq 1, & f_3 + f_5 + f_6 \geq 1, & f_4 + f_5 + f_6 \geq 1, \\
 f_1 + f_5 \geq 1, & f_3 + f_4 \geq 1, & f_2 + f_6 \geq 1 
\end{cases}
\end{align*}
\]

These constraints can obtain the OPP by placing a single PMU at Bus 2 after merging the mutual observability functions. With zero injections at Bus 1 and Bus 3, observability can be assured for Bus 4 and Bus 6. The number of constraints in [31] to solve the six-bus system is 16 compared to 11 in this chapter. This reduction in the number of the constraints is significant for solving large systems.

For the NLP formulation, the equivalent has not been addressed adequately. The zero injection joint constraint for NLP in [35] is not equivalent to (2.11) or (2.12). It indicates that the zero injection bus and its adjacent buses are observable if one of them is observable. As a consequence, this constraint can result in unobservable buses. In this section, the equivalent in nonlinear programming formulation is proposed.
Once Bus \(\ell\) has a zero injection measurement (Fig. 2.2), for this particular case, then we need at least any 3 buses among all 4 buses to be observable to guarantee a complete observability.

That is, the following six constraints should be satisfied.

\[
g_{\text{inj},l} = \begin{align*}
g_i g_j &= 0, \quad g_i g_k = 0, \quad g_j g_k = 0, \quad g_j g_l = 0, \quad g_k g_l = 0 \
\end{align*}
\] (2.13)

Suppose that Bus 2 has a zero injection in the six-bus system (shown in Fig. 2.3). Buses 1, 3, and 5 are adjacent buses to Bus 2. The NLP constraints will be as follows.

\[
g_{\text{inj},2} = \begin{align*}
g_1 g_2 &= 0, \quad g_1 g_3 = 0, \quad g_1 g_5 = 0, \quad g_2 g_3 = 0, \quad g_2 g_5 = 0, \quad g_3 g_5 = 0 \\
g_4 &= (1 - x_3)(1 - x_4) = 0 \\
g_6 &= (1 - x_1)(1 - x_3)(1 - x_6) = 0
\end{align*}
\]

Then an optimal solution can be achieved by installing PMUs on Bus 3 and Bus 6 (i.e. \(g_1 = 0, \quad g_2 = 0, \quad g_3 = 0, \quad g_4 = 0, \quad g_5 = 1, \quad \text{and} \quad g_6 = 0\)) which makes Bus 5 cannot be seen by the PMUs but can be observable with the help of Bus 2 zero injection measurement.

Then suppose that Bus 1 and Bus 3 have zero injections in the same aforementioned system. The NLP constraints with the mutual buses will be as follows.

\[
g_{\text{inj},1 \text{ and } 3} = \begin{align*}
g_1 g_2 g_3 &= 0, \quad g_1 g_2 g_4 = 0, \quad g_1 g_3 g_6 = 0, \quad g_1 g_4 g_6 = 0, \\
g_2 g_3 g_5 &= 0, \quad g_2 g_4 g_5 = 0, \quad g_3 g_5 g_6 = 0, \quad g_4 g_5 g_6 = 0, \\
g_1 g_5 &= 0, \quad g_3 g_4 = 0, \quad g_2 g_6 = 0
\end{align*}
\]

From these constraints, the optimal PMU placement can be at Bus 2. Note that buses 4 and 6 are observable with the zero injection measurements at buses 1 and 3.
Thus, both MILP and NLP joint constraints for zero injection measurements can be satisfied if at most one of the observability constraints (zero injection bus or its adjacent buses constraints) is zero. Also, these joint constraints guarantee complete observability and optimal solution to the problem. Table 2.4 and Table 2.5 show the location of the zero injections and the results of the zero injection case for MILP and NLP, respectively.

Table 2.4: Zero injection measurement locations

<table>
<thead>
<tr>
<th>IEEE Test System</th>
<th>Zero Injection Measurement Buses</th>
</tr>
</thead>
<tbody>
<tr>
<td>14-bus</td>
<td>7</td>
</tr>
<tr>
<td>57-bus</td>
<td>4,7,11,21,22,24,26,34,36,37,39,40,45,46,48</td>
</tr>
<tr>
<td>118-bus</td>
<td>5,9,30,37,38,63,64,68,71,81</td>
</tr>
<tr>
<td>300-bus</td>
<td>17,58,233,256,294</td>
</tr>
</tbody>
</table>

Table 2.5: Zero injection case results

<table>
<thead>
<tr>
<th>IEEE Test System</th>
<th>Number of Zero Injections</th>
<th>Number of PMUs</th>
<th>Number of NLP Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MILP</td>
<td>NLP</td>
</tr>
<tr>
<td>14-bus</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>57-bus</td>
<td>15</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>118-bus</td>
<td>10</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>300-bus</td>
<td>5</td>
<td>82</td>
<td>82</td>
</tr>
</tbody>
</table>

2.4.3 Limited Communication Facility

PMUs need to communicate with the control center through data links at the substations to provide the measurements of synchronized voltage and current phasors. Therefore, a substation with limited communication facility can obstruct the PMU placement. With restricted communication problem, the PMU placement cost will be increased [39]. Hence, the placement cost $w_i$ for MILP and NLP will be increased for any bus with limited communications. As a result, this high placement cost can omit the limited communication buses.
from the optimal solution [35]. Suppose that Bus 2 and Bus 9 have limited communication facilities on the IEEE 14-bus system (shown in Fig. 2.1) [38]. Then the placement costs of Bus 2 and Bus 9 are increased to be $w_i = 10^9$. Table 2.6 shows the results of the limited communication facility case.

Table 2.6: Limited communication facility case results

<table>
<thead>
<tr>
<th>IEEE Test System</th>
<th>Limited Communication Buses</th>
<th>Number of PMUs</th>
<th>Number of NLP Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>14-bus</td>
<td>2,9</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>57-bus</td>
<td>1,4,9,15</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>118-bus</td>
<td>2,9,11,12,17</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>300-bus</td>
<td>2,9,11,64,111, 277,299,300</td>
<td>92</td>
<td>92</td>
</tr>
</tbody>
</table>

2.4.4 Single PMU Failure

Even though the PMUs have a high reliability, there is a chance of a single PMU failure. To assure the complete observability of the system, main and backup sets are obtained. The optimal PMU solution without taking the PMU failure into account is the main set, whereas the backup set is generated in case of a PMU failure. The right hand side of the MILP constraints can be modified to be two to let each bus observed by two PMUs [22]. Instead, the main set terms $x_i$ and $x_j$ of the MILP constraints can be removed to generate the backup set. Likewise, the main set terms $(1 - x_i)$ and $(1 - x_j)$ of the NLP constraints are removed to provide the backup set [35]. Therefore, the buses in the main set will not be selected again, and the backup set will assure the complete observability of the system when a one PMU fails.

IEEE 14-bus system (Fig. 2.1) main set is obtained as in Section 2.2 and Section 2.3, and then MILP and NLP main set can be the following: $\{2, 8, 10, 13\}$. Therefore, all of the terms $x_2$, $x_8$, $x_{10}$, and $x_{13}$ of MILP constraints are ignored to generate the backup set. Similarly,
all of the terms \((1 - x_2), (1 - x_8), (1 - x_{10}),\) and \((1 - x_{13})\) are removed from the NLP constraints.

After solving the problem, the resulted backup set for the MILP is \([1, 4, 6, 7, 9]\), whereas the backup sets for the NLP formulation are \([1, 4, 6, 7, 9], [1, 3, 6, 7, 9], [3, 5, 6, 7, 9],\) or \([4, 5, 6, 7, 9]\). From Table 2.7, we can see that the single PMU failure case would double the total minimum number of PMUs due to the backup set.

<table>
<thead>
<tr>
<th>IEEE Test System</th>
<th>Number of PMUs</th>
<th>Number of NLP Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>MILP</td>
<td>NLP</td>
<td></td>
</tr>
<tr>
<td>14-bus</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>57-bus</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>118-bus</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>300-bus</td>
<td>221</td>
<td>221</td>
</tr>
</tbody>
</table>

2.4.5 Limited PMU Channel Capacity

The OPP has been solved supposing that all PMUs have enough channels to make all adjacent buses observable. In reality, PMUs are made to have a different number of channels with different prices [25]. In this section, the OPP is analyzed in case that we have PMUs with limited channel capacity.

Let’s assume that the number of adjacent buses to Bus \(i\) \((m_i)\) is larger than the PMU channel capacity \((c)\). The number of line combinations \((C_{m_i}^c)\) is given as follows [35, 36].

\[
C_{m_i}^c = \frac{m_i!}{c!(m_i - c)!}
\]  

(2.14)

Then the observability constraints are changed for both MILP and NLP to meet the possible line combinations. Note that if the number of adjacent buses to Bus \(i\) is less than
or equal to the number of channel capacity, the observability constraint of Bus $i$ is kept the same.

Let's assume that we have PMUs with limited channel capacity where $c = 3$ for the 14-bus system (Fig. 2.1). Then the observability constraints are changed as follows.

- **At Bus 1:**
  
The adjacent buses are 2 and 5 which means that $m_1 = 2$ and $c > m_1$. Thus, we have enough channels for this bus, and the constraints $f_1$ and $g_1$ are kept the same.

- **At Bus 2:**
  
The adjacent buses are 1, 3, 4, and 5 which means that $m_2 = 4$ and $c < m_2$. Thus, the number of line combinations is 4, and they are $\{2 - 1, 2 - 3, 2 - 4\}$, $\{2 - 1, 2 - 3, 2 - 5\}$, $\{2 - 1, 2 - 4, 2 - 5\}$, and $\{2 - 3, 2 - 4, 2 - 5\}$. Then the observability constraint for Bus 2 is changed as follows.

- **For MILP:**
  
  \[
  f_{2,1} = x_2 + x_1 + x_3 + x_4 \geq 1, \quad f_{2,2} = x_2 + x_1 + x_3 + x_5 \geq 1
  \]
  \[
  f_{2,3} = x_2 + x_1 + x_4 + x_5 \geq 1, \quad f_{2,4} = x_2 + x_3 + x_4 + x_5 \geq 1
  \]

- **For NLP:**
  
  \[
  g_{2,1} = (1 - x_2)(1 - x_1)(1 - x_3)(1 - x_4) = 0,
  \]
  \[
  g_{2,2} = (1 - x_2)(1 - x_1)(1 - x_3)(1 - x_5) = 0,
  \]
  \[
  g_{2,3} = (1 - x_2)(1 - x_1)(1 - x_4)(1 - x_5) = 0,
  \]
  \[
  g_{2,4} = (1 - x_2)(1 - x_3)(1 - x_4)(1 - x_5) = 0
  \]

Then the process is repeated for the rest of buses to make sure that each constraint has only three adjacent buses. Table 2.8 shows the limited channel capacity case results.
Table 2.8: Limited channel capacity case results

<table>
<thead>
<tr>
<th>IEEE Test System</th>
<th>Number of Channels</th>
<th>Number of PMUs MILP</th>
<th>Number of PMUs NLP</th>
<th>Number of NLP Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>14-bus</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>57-bus</td>
<td>4</td>
<td>17</td>
<td>17</td>
<td>4</td>
</tr>
<tr>
<td>118-bus</td>
<td>6</td>
<td>32</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>300-bus</td>
<td>7</td>
<td>87</td>
<td>87</td>
<td>3</td>
</tr>
</tbody>
</table>

2.4.6 Remarks on OPP Problem Simulation Results

MILP and NLP comparison is conducted using different IEEE test case systems. Five case studies, which are Power flows, zero injections, limited communications, PMU failure, and limited PMU channels, are formulated using MILP and NLP approaches. A new formulation for zero injection using NLP is presented and examined. MATLAB’s `intlinprog` function is used to solve the MILP, while NLP is solved by MATLAB’s `fmincon` function with SQP solver. The initial values are chosen as random numbers in the feasible region. In a large-scale system, the initial values should be designed carefully to make the NLP converge to the minimum point. The total number of the initial values should not exceed 45% of total number of buses. Then some of the initial values can be designed with different random numbers to achieve several solutions. The nonlinear constraints tolerance can be varied from $10^{-4}$ to $10^{-12}$ to get the least number of PMUs. From Table 2.1, we can see that NLP obtains the least number of PMUs as same as MILP. NLP can also provide several solutions to the OPP problem. One of the NLP optimal sets matches the MILP solution. On the other hand, the computational time of the MILP is less than the NLP. Table 2.9 presents the average CPU time for both MILP and NLP on different IEEE systems. From Table 2.2 and Table 2.5, it can be seen that the number of PMUs in both methods is reduced to be less than the general case because of the power flow measurements and zero injection measurements, respectively. On the contrary, more PMUs are resulted in the restricted communication...
and PMU failure cases as shown in Table 2.6 and Table 2.7. A backup set is generated for the single PMU failure case which would increase the PMU installation cost. It should be noted that the number of PMUs would be reduced if power flows and zero injections are considered in this case. To validate the effectiveness of the NLP zero injection formulation,

<table>
<thead>
<tr>
<th>Case</th>
<th>IEEE Test System</th>
<th>CPU Time (s)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MILP</td>
<td>NLP</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>14-bus</td>
<td>0.0313</td>
<td>0.1563</td>
<td></td>
</tr>
<tr>
<td></td>
<td>57-bus</td>
<td>0.0469</td>
<td>0.9375</td>
<td></td>
</tr>
<tr>
<td></td>
<td>118-bus</td>
<td>0.0781</td>
<td>9.9063</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300-bus</td>
<td>0.0938</td>
<td>49.7656</td>
<td></td>
</tr>
<tr>
<td>Power Flow Measurements</td>
<td>14-bus</td>
<td>0.0313</td>
<td>0.0781</td>
<td></td>
</tr>
<tr>
<td></td>
<td>57-bus</td>
<td>0.0469</td>
<td>0.4844</td>
<td></td>
</tr>
<tr>
<td></td>
<td>118-bus</td>
<td>0.0625</td>
<td>6.7500</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300-bus</td>
<td>0.0938</td>
<td>43.3750</td>
<td></td>
</tr>
<tr>
<td>Zero Injection Measurements</td>
<td>14-bus</td>
<td>0.0313</td>
<td>0.0938</td>
<td></td>
</tr>
<tr>
<td></td>
<td>57-bus</td>
<td>0.0469</td>
<td>0.8423</td>
<td></td>
</tr>
<tr>
<td></td>
<td>118-bus</td>
<td>0.0781</td>
<td>6.7969</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300-bus</td>
<td>0.1094</td>
<td>43.2344</td>
<td></td>
</tr>
<tr>
<td>Limited Communication Facility</td>
<td>14-bus</td>
<td>0.0313</td>
<td>0.0781</td>
<td></td>
</tr>
<tr>
<td></td>
<td>57-bus</td>
<td>0.0469</td>
<td>0.6406</td>
<td></td>
</tr>
<tr>
<td></td>
<td>118-bus</td>
<td>0.0625</td>
<td>6.3906</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300-bus</td>
<td>0.0938</td>
<td>44.5469</td>
<td></td>
</tr>
<tr>
<td>Single PMU Failure</td>
<td>14-bus</td>
<td>0.0313</td>
<td>0.0781</td>
<td></td>
</tr>
<tr>
<td></td>
<td>57-bus</td>
<td>0.0469</td>
<td>0.8438</td>
<td></td>
</tr>
<tr>
<td></td>
<td>118-bus</td>
<td>0.0625</td>
<td>6.7969</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300-bus</td>
<td>0.0938</td>
<td>45.4063</td>
<td></td>
</tr>
<tr>
<td>Limited Channel Capacity</td>
<td>14-bus</td>
<td>0.0313</td>
<td>0.0938</td>
<td></td>
</tr>
<tr>
<td></td>
<td>57-bus</td>
<td>0.0469</td>
<td>13.2188</td>
<td></td>
</tr>
<tr>
<td></td>
<td>118-bus</td>
<td>0.0781</td>
<td>25.6875</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300-bus</td>
<td>0.1250</td>
<td>64.5313</td>
<td></td>
</tr>
</tbody>
</table>
a comparison of several algorithms results for zero injection case is shown in Table 2.10. For further analysis, the proposed zero injection formulations for MILP and NLP are evaluated on a large 2383-bus Polish system provided by MATPOWER [40] as can be seen from Table 2.11. Therefore, MILP and NLP approaches are effective to work out the OPP problem, and they can provide the same results.

Table 2.10: Comparison results of zero injection using different methods

<table>
<thead>
<tr>
<th>Method</th>
<th>IEEE Test System</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>14-bus</td>
<td>57-bus</td>
<td>118-bus</td>
</tr>
<tr>
<td>ILP [2]</td>
<td>3</td>
<td>12</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>TS [16]</td>
<td>3</td>
<td>13</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>GA [14]</td>
<td>3</td>
<td>12</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>NSG [15]</td>
<td>-</td>
<td>-</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>PSO [17]</td>
<td>3</td>
<td>11</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>ILP [23]</td>
<td>3</td>
<td>13</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>SA [11]</td>
<td>3</td>
<td>11</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>ILP [22]</td>
<td>3</td>
<td>14</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>ILP [29]</td>
<td>3</td>
<td>11</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>ILP [31]</td>
<td>3</td>
<td>11</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>NLP [35]</td>
<td>3</td>
<td>13</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>Proposed MILP</td>
<td>3</td>
<td>11</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>Proposed NLP</td>
<td>3</td>
<td>11</td>
<td>28</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.11: OPP results for a large 2383-bus Polish system

<table>
<thead>
<tr>
<th>Case</th>
<th>Bus Location</th>
<th>Number of PMUs</th>
<th>Number of NLP Solutions</th>
<th>CPU Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MILP</td>
<td>NLP</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>—</td>
<td>746</td>
<td>746</td>
<td>8</td>
</tr>
<tr>
<td>Zero Injection Measurements</td>
<td>43,220,1185,1486</td>
<td>740</td>
<td>740</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>1871,2054,2086,2196,2259,2285</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.5 Conclusion

Power grid observability modeling to tackle the OPP problem is presented using two approaches. MILP and NLP formulations for the OPP problem are demonstrated for complete observability. Nonlinear programming has an advantage of providing several optimal solutions compared to the MILP method. However, mixed integer linear programming has less CPU time compared to the nonlinear programming. MILP zero injection formulation is enhanced to solve the redundancy and optimality limitations. A new zero injection formulation for nonlinear programming is developed. Power flows, zero injections, limited communication facilities, PMU failure, and limited channel capacity case studies are demonstrated for the two methods. MILP and NLP advantages and disadvantages are discussed.
Chapter 3: PMU Measurements for Oscillation Monitoring: Connecting Prony Analysis with Observability

3.1 Introduction

Phasor measurement units (PMUs) installation can take several years to provide complete observability of the power grid. With the minimization techniques (e.g., MILP or NLP), the optimal PMU placement (Chapter 2) can be achieved. PMUs can be installed to the third or fifth of the system buses to ensure complete observability. In reality, power system can have a large amount of buses as the U.S. eastern interconnection which has around 70,000 buses. In this case, 14,000 to 24,000 PMUs are needed to make the system fully observable. According to the U.S. Department of Energy, the overall cost of PMU installation (including equipment, labor, communication, and security) is ranged from $40,000 to $180,000 [6]. Therefore, installing PMUs to make the system entirely observable is planned with stages and can take several years. Only 2500 PMUs are installed in the North American power grid (U.S. Department of Energy, 2018). In this chapter \(^2\), PMU measurements for oscillation monitoring are studied to provide the most observable bus which can better reflect the inter-area oscillation using Prony analysis. When a PMU is placed on the observable bus, the power system security is enhanced and the inter-area oscillation can be easily detected.

Phasor measurement units (PMUs) have been put into power grid for real-time monitoring. Using PMU data to identify electromechanical oscillations has been studied in the literature and an IEEE PES taskforce report [8] has been published in 2012. For ringdown

\(^2\)This chapter was accepted for publication in IEEE Power and Energy Society General Meeting [41], 2019.
signals, or measurements captured for a transient event, Prony analysis and Eigensystem Realization Algorithm (ERA) are two measurement-based identification methods [9]. More specifically, Prony analysis has been introduced in power system oscillation mode estimation in 1980s by J. Hauer [42]. As an extension, Prony analysis based on multiple channel data was presented in [43]. In [44], multiple channel Prony analysis was formulated as a weighted least squares estimation problem with the weights obtained from single-channel Prony analysis. The estimation accuracy shows significant improvement.

Prony analysis accuracy also depends on the specification of system model order and sampling rate. Experiments have been conducted on Prony analysis to show the influence of model order and sampling rate on oscillation estimation accuracy [45]. The remarks on sampling rate influence on experiments in [45] are corroborated based on the analysis carried out in [46].

The objective of this chapter is to examine estimation accuracy of Prony analysis and relate the indicator of accuracy to the physical system dynamic analysis.

Prony analysis is essentially to solve a least squares estimation (LSE) problem notated as $Ha = Y$ where $H$ is the Hankel matrix built upon measurements, $Y$ is the measurement vector, and $a$ is the parameter vector to be found. Since the solution of the overdetermined problem $\hat{a}$ is determined by the normal equation: $\hat{a} = (H^TH)^{-1}H^TY$, a larger conditional number of $H^TH$ (the ratio of the maximal singular value versus the minimum) indicates a worse estimation accuracy. In ERA, singular value decomposition (SVD) of Hankel matrices will be conducted to construct dynamic system matrices. The above information indicates that singular values of Hankel matrices can give indication regarding estimation accuracy. A paper in 2013, indeed relies on SVD of Hankel matrices to judge PMU placement for dynamic stability assessment [47].

To investigate how singular values of a Hankel matrix relate to a physical system model, dynamic modeled-based observability is used to rank measurements generated from a known
system model. The rank based on the observability will be shown to match the rank based
on Hankel matrix singular values.

To this end, it is clear that the singular values of a Hankel matrix reflect signal observabil-
ity of oscillation modes and hence they provide reasonable indication of estimation accuracy.
Built upon this knowledge, the sensitivity of system model order assumption and noise level
on estimation accuracy using the singular value plots is further studied.

The rest of the chapter is organized as follows. Section 3.2 gives a brief introduction on
Prony analysis. Section 3.3 presents modal decomposition-based observability computation.
Section 3.4 presents test case results using the two approaches: observability computing
based on a known dynamic model and measurement-based Hankel matrix singular value
computation. Section 3.5 concludes the chapter.

3.2 Prony Analysis

3.2.1 Prony Analysis Principle

Consider a Linear-Time Invariant (LTI) system with the initial state of \( x(0) = x_0 \), where
\( x \in \mathbb{R}^n \) is the stator variable column vector. The dynamic model can be expressed as the
follows.

\[
\dot{x}(t) = Ax(t) \quad (3.1)
\]
\[
y(t) = Cx(t) \quad (3.2)
\]

where \( y \in \mathbb{R} \) is a scalar output, \( A \in \mathbb{R}^{n \times n} \) and \( C \in \mathbb{R}^{1 \times n} \) are system dynamic and mea-
surement matrices. The order of the system is \( n \) if \( A \) is full rank. Notation \( \lambda_i, p_i, \) and \( q_i \)
represent the \( i \)-th eigenvalue, the corresponding right eigenvector, and the left eigenvector
of A respectively. The scalar output $y$ can be represented as:

$$y(t) = \sum_{i=1}^{n} C(q_i^T x_0) p_i e^{\lambda_i t},$$

where $R_i$ is named as a residual.

The observed or measured $y(t)$ consists of $N + 1$ samples which are equally spaced by $\Delta t$. The samples are notated as $y_k = y(t_k), k = 1, \cdots, N$. $k$th sample $y_k$ can be written in the exponential form as:

$$y_k = y(t_k) = \sum_{i=1}^{n} R_i z_i^k, \quad k = 0, \cdots, N,$$

where $z_i = e^{\lambda_i \Delta t}$, and $z_i$ is the $i$th eigenvalue of the system in discrete time domain. $z_1, z_2, \cdots z_n$ are the roots of the $n$-th characteristic polynomial function of the system:

$$z^n - (a_1 z^{n-1} + a_2 z^{n-2} + \cdots + a_n z^0) = 0. \quad (3.5)$$

While the roots may be complex numbers, the system polynomial coefficients $a_i$ are real numbers.

From (3.5), the linear prediction model can be obtained.

$$z^n = a_1 z^{n-1} + a_2 z^{n-2} + \cdots + a_n z^0 \quad (3.6)$$

$$\Rightarrow y_n = a_1 y_{n-1} + a_2 y_{n-2} + \cdots + a_n y_0 \quad (3.7)$$
A vector of the signal samples from step $n$ to step $N$ can be expressed as an overdetermined problem or LSE problem (3.8).

\[
\begin{bmatrix}
y_n \\
y_{n+1} \\
\vdots \\
y_N
\end{bmatrix}
= \begin{bmatrix}
y_{n-1} & y_{n-2} & \cdots & y_0 \\
y_n & y_{n-1} & \cdots & y_1 \\
\vdots & \vdots & \ddots & \vdots \\
y_{N-1} & y_N & \cdots & y_{N-n}
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
\vdots \\
a_n
\end{bmatrix}
\tag{3.8}
\]

$H$ is a Hankel matrix of $(N + 1 - n) \times n$ dimension. The best estimate of $a$ is found from the following normal equation.

\[
\hat{a} = H^\dagger Y
\tag{3.9}
\]

where $H^\dagger$ notates the Moore-Penrose pseudoinverse of $H$ and $H^\dagger = (H^TH)^{-1}H^T$. The eigenvalues of the discrete system $z_i$ can be found by seeking the roots of the polynomial (3.5). The eigenvalues of the continuous system $\lambda_i$ can be found as $\frac{\log z_i}{\Delta t}$.

To find the residuals $R_i$, we examine (3.4). Eq. (3.4) can be expressed as another LSE, shown in (3.10).

\[
\begin{bmatrix}
z_1^0 & z_2^0 & \cdots & z_n^0 \\
z_1^1 & z_2^1 & \cdots & z_n^1 \\
\vdots & \vdots & \ddots & \vdots \\
z_1^N & z_2^N & \cdots & z_n^N
\end{bmatrix}
\begin{bmatrix}
R_1 \\
R_2 \\
\vdots \\
R_n
\end{bmatrix}
= \begin{bmatrix}
y_0 \\
y_1 \\
\vdots \\
y_N
\end{bmatrix}
\tag{3.10}
\]

Solving (3.10) leads to the estimation of $R_i$. With this information, the signal can be reconstructed using (3.4).
3.2.2 Singular Value Decomposition of the Prony Analysis $H$ Matrix

The SVD of the $H$ matrix of the Prony analysis is the factorization of this matrix into the product of three matrices, and can be expressed as follows.

$$H = U\Sigma V^*$$

(3.11)

where the dimension of $H$ is $(N-n+1) \times n$, $U$ is $(N-n+1) \times (N-n+1)$ matrix, $\Sigma$ is $(N-n+1) \times n$ diagonal matrix of positive real singular values of matrix $H$, and $V^*$ is the conjugate transpose of $V$ which is $n \times n$ matrix. $U$ and $V$ are unitary matrices, and the diagonal matrix $\Sigma$ is given by the follows.

$$\Sigma = \begin{bmatrix} \Sigma_1 \\ 0 \end{bmatrix}, \quad n \leq (N-n+1)$$

(3.12)

where $\Sigma_1$ is the diagonal of $\{\sigma_1, \sigma_2, \cdots, \sigma_n\}$, and note that $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_n$.

3.3 Modal Decomposition and Observability of Modes

The system matrix $A$ has the following characteristic related to an eigenvalue $\lambda_i$:

$$Av_i = \lambda_i v_i$$

(3.13)

where $v_i$ is right eigenvector associated with $\lambda_i$. Then (3.13) can be represented as the following:

$$A \begin{bmatrix} v_1, v_2, \ldots, v_n \end{bmatrix} = \begin{bmatrix} \lambda_1 v_1 & \lambda_2 v_2 & \cdots & \lambda_n v_n \end{bmatrix} = V\Lambda$$

(3.14)
where $V$ is the right eigenvector matrix and $\Lambda = \text{diag}\{\lambda_1, \cdots, \lambda_n\}$. We may further find:

$$\Lambda = V^{-1}AV \quad (3.15)$$

$$A = V\Lambda V^{-1}. \quad (3.16)$$

The dynamic model can be expressed by the following:

$$\dot{x}(t) = V\Lambda V^{-1}x(t) \quad (3.17)$$

Define $\bar{x} = V^{-1}x$ (or $x = V\bar{x}$), then the dynamic system represented by $\bar{X}$ is as follows.

$$\dot{\bar{x}}(t) = \Lambda\bar{x}(t), \quad \text{Or:}$$

$$\dot{\bar{x}}_i(t) = \lambda_i \bar{x}_i(t) \quad (3.18)$$

The time domain expression of every element of the new state vector $\bar{x}$ can be found independently with the $i$-th eigenvalue:

$$\bar{x}_i(t) = e^{\lambda_i t}\bar{x}_i(0) \quad (3.19)$$

The output of the system will be expressed as the following:

$$y(t) = CV\bar{x}(t) = CV \left[ \begin{array}{c} \bar{x}_1(0)e^{\lambda_1 t} \\ \vdots \\ \bar{x}_n(t)e^{\lambda_n t} \end{array} \right] = \sum_{i=1}^{n} \Omega_i \bar{x}_i(0)e^{\lambda_i t} \quad (3.20)$$

where $\Omega = CV$ is the observability row vector corresponding to each eigenvalue.

From the output or measurement expression $y(t)$, it can be seen that for the same initial condition notated by $x(0)$ and further $\bar{x}(0)$, different measurements will have different
observability of each eigenvalue. Thus, $\Omega$ will be computed for measurements and $|\Omega_i|$ will be used to rank the measurements based on their observability to the $i$-th eigenvalue.

### 3.4 Case Studies

The two approaches for measurement ranking will be applied to two systems: the 2-area 4-machine case and the 16-machine 68-bus system. The measurement data are generated using the power system toolbox (PST) [48]. PST also has the capability to conduct small-signal perturbation and give the linear system matrices. The observability vectors are computed based on the system matrices obtained. Though MATLAB’s signal processing toolbox has a Prony analysis function that can give a discrete system transfer function from a given time-series signal, it does not provide the intermediate information regarding Hankel matrix. As such, a Prony analysis toolbox developed for [44, 49] is utilized to conduct Prony analysis, including least squares estimation to find coefficient vector $a$, eigenvalue computing, and signal reconstruction.

#### 3.4.1 Two-Area Four-Machine System

The classic two-area four machine system for inter-area oscillation study (shown in Fig. 3.1) is used for the first case study. The four generators are assumed to have a second-order swing dynamics each. Twenty seconds simulation is conducted for a short-circuit transient event. The measurements are resampled to have equal time steps.

#### 3.4.1.1 Comparison of Different Signals

The sampling rate is chosen to be 0.03 s. Three voltage signals for three different buses (buses 1, 13, and 101) are selected. Research in [50] has a given detailed analysis on interarea oscillation observability for buses on a radial path. It is found that the bus located in the middle of the path is shown to have the best observability. In turn, Bus 101 is expected to
Figure 3.1: The two-area four machine test case in PST.

Table 3.1: The observability approach of buses 1, 13, and 101 with damping ratio and frequency of the 13-bus system

<table>
<thead>
<tr>
<th>Mode</th>
<th>Observability</th>
<th>Damping Ratio</th>
<th>Frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bus 1</td>
<td>Bus 13</td>
<td>Bus 101</td>
</tr>
<tr>
<td>1</td>
<td>0.04</td>
<td>0.02</td>
<td>0.11</td>
</tr>
<tr>
<td>2</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>3</td>
<td>0.03</td>
<td>0.05</td>
<td>0.06</td>
</tr>
</tbody>
</table>

have the largest absolute value for its observability corresponding to the inter-area oscillation mode.

This is confirmed by the observability analysis conducted base on the linear system matrices. The observability along with the damping ratio, and frequency of the system modes are also presented in Table 3.1. In this system, three oscillation modes are identified and shown in Table 3.1: 0.56 Hz inter-area oscillation mode and two local oscillation modes at 1.20 Hz and 1.21 Hz. We can see clearly that Bus 101 has a larger observability on the 0.56 Hz mode than the other two buses.

It is known that the angle difference between the buses located in two areas should better reflect inter-area oscillations compared to the angle difference between two buses located in the same area. In addition to the three voltage signals, three angle difference signals are also
selected: $\theta_2 - \theta_1$, $\theta_{11} - \theta_1$, and $\theta_{11} - \theta_{12}$. Since PST does not give the measurement matrix on the bus angles, the observability for angle differences is omitted.

![Singular values of \(H\) matrices](image)

Figure 3.2: Singular values for the Hankel matrices related to the six signals. The system order is 220.

The Hankel matrices $H$ of the six selected signals are built based on the simulation data. Fig. 3.2 shows the singular values of the $H$ matrices of the three voltage signals and the three angle signals. It can be clearly seen that the singular values related to Bus 101 (in the middle of the path) and the angle difference of buses in two areas ($\theta_{11} - \theta_1$) have singular values on the top. On the other hand, angle difference for two buses located in one area ($\theta_{11} - \theta_{12}$) is on the bottom of the chart. The singular value plots confirm that Bus 101’s voltage magnitude and the angle between two areas have the best observability of interarea oscillation mode. Fig. 3.3 presents the reconstructed signals against the original measurements (thin blue lines).

3.4.1.2 Comparison of Model Order Assumption

For the angle difference signal ($\theta_{11} - \theta_{12}$) related to two buses in Area 2, Prony analysis with different model order assumptions are carried out. The model order is assumed to be 50, 120 and 220, respectively. The singular value plots of the corresponding Hankel matrices are shown in Fig. 3.4.
Figure 3.3: Comparison of the reconstructed signals against the original measurements (thin blue lines).

Figure 3.4: Singular values for the Hankel matrices related to three orders: 50, 120 and 220.

The singular value plots clearly show that high-order results in better estimation accuracy. This point has been recognized generally (see [51] Chapter 10). The reconstructed signals are presented in Fig. 3.5. It can be seen that high order assumption results in better match between the reconstructed signal and the original signal.
Figure 3.5: Comparison of the reconstructed signals against the original measurements for different model order assumptions. Blue lines are the original measurements while the red lines are the reconstructed signals.

Figure 3.6: 16-machine, 68-bus test case.

3.4.2 16-Machine 68-Bus System

A larger power system, which is the 16-machine, 68-bus system, is used to further validate that both of the observability calculation and Prony analysis singular value examination lead to the same findings. This system is a reduced model of the New England Test System
(NETS)-New York Power System (NYPS) interconnected system [52] and has five areas. NETS is represented by area 4 which has generators G1 to G9, while NYPS is represented by area 5 which has generators G10 to G13 as shown in Fig. 3.6 [52]. The other three areas have equivalent generators G14 to G16.

Three voltage signals in different areas are chosen: Bus 5, Bus 29, and Bus 67. Their observability related to four modes with lowest frequencies are computed and the results are shown in Fig. 3.7. From this figure, it can be seen that Bus 29 is more observable compared to Bus 5 and Bus 67 for the four modes. Among the four modes, modes 1 and 3 are identified as inter-area oscillation modes, with their mode shape and participation factors shown in Fig. 3.8.

![Figure 3.7: Observability of different buses. (a)Four low-frequency modes. (b)Buses 5, 29, and 67 observability of the four indicated modes.](image)

The simulation data generated by PST is used for Prony analysis. The system order is set to be $n = 150$, and the sampling rate is defined to be 0.03 s. The singular values of the Hankel matrix $H$ of buses 5, 29, and 67 are shown in Fig. 3.9. The singular value plots show that Bus 29 will result in best estimation accuracy. This finding corroborates with that from the observability shown in Fig. 3.7.

The reconstructed signals are presented in Fig. 3.10. It can be seen that the match of Bus 29 is better compared to that of Bus 5.
Figure 3.8: Oscillation modes 1 and 3 participation factor of the 68-bus system. (a) Compass plot of rotor speed of mode 1 and (b) mode 3. (c) Real part of speed participation factor of mode 1 and (d) mode 3.

Figure 3.9: Singular values of the Hankel matrix corresponding to bus voltage measurement at 5, 29, and 67.
Figure 3.10: Comparison of the reconstructed signals against the original measurements. Blue lines are the original measurements.

3.4.2.1 Sensitivity Analysis of Noise Level

Bus 29’s voltage measurement is polluted with uniformly distributed random noise. The singular value plots are generated (shown in Fig. 3.11) for the measurement with noise at signal noise ratio (SNR) of 80 dB, 40 dB, and 20 dB. Note that PMU data usually has a SNR at 40 dB [53]. It can be clearly seen that large noise leads to inaccurate estimation.

Figure 3.11: Singular values of the Hankel matrix for different noise levels.
3.5 Conclusion

This chapter demonstrates that the singular values of the Hankel matrix built for Prony analysis or ERA can serve as an indicator for estimation accuracy. Signals with large observability also show large singular values. In addition, influence of model order and noise level can also be demonstrated by the singular values. Two test cases, which are the two-area four-machine and the 16-machine 68-bus systems, are used to illustrated the relationship between singular values and dominant oscillation mode observability.
4.1 Introduction

In addition to rank the PMU measurements for oscillation monitoring, the PMU data can play an important role to detect the inter-area oscillation modes. Conventionally, the oscillation modes in power system are analyzed with offline modal analysis method. Therefore, the eigenvalues are identified with a linearized differential algebraic equation (DAE) model with a specific equivalent point [54]. In other words, the results will be related to that equivalent point. In reality, the operating conditions of the system are changing frequently. The real power system cannot be predicted accurately, and offline modal analysis would not help to detect the inter-area modes. Hence, measurement based-methods with PMU data are investigated in this chapter \(^3\) to provide a real time monitoring and oscillation detection with the current state of the power system. Wide Area Measurement System (WAMS) is responsible to collect the synchronized measurements from PMUs with time tags from GPS. Then the PMU data are sent to the Phasor Data Concentrator (PDC). Oscillation Monitoring System (OMS) is built to the PDCs to detect the oscillation modes with the measurement-based algorithms [56]. Based on the eigenvalue analysis, the frequency and the damping ratio can be identified. Inter-area oscillation mode can be observed with low frequencies at 0.1 to 1 Hz, and the associated damping ratio range is between 0 and 17% in most cases.

Using measurement data, e.g., synchrophasors from Phasor Measurement Units (PMUs), to find out system dynamic information is of practical interest [53]. The measurement data

---

\(^3\)This chapter was submitted to International Transactions on Electrical Energy Systems [55], 2019.
are classified into three categories which are ambient, probing, and ringdown. Ambient data are related the variation of generators and loads at a fixed operating condition. Probing data are the study of injected low-level pseudo-random noise to test the system performance. Ringdown data occur when a large disturbance is observed in the system. For probing and ambient data, several techniques have been studied in the literature. Autoregressive model (AR), autoregressive moving average model (ARMA), and autoregressive moving average exogenous (ARMAX) with a recursive least square (RLS) are presented in [57–59]. With RLS, some of those methods can be applied to ringdown data. However, their computation time is significant in case of a large power system and they are sensitive to the model order [8]. Consequently, the inter-area oscillation cannot be accurately identified since different model orders affect the accuracy of the modes detection.

In addition, mode-meter analysis method for ambient data using Yule-Walker (YW) algorithm is introduced in [60]. Performance of three different mode-meter algorithms based on YW and subspace system identification is presented in [61]. Those methods can be applied only to ambient data. Nevertheless, complex analysis is needed for large power systems, and accurate estimation cannot be achieved with very noisy signals [61]. Nonlinear and non-stationary analysis using Hilbert spectral analysis (HSA) is presented in [62, 63]. However, this algorithm cannot provide an accurate estimation of two separated modes when frequency or damping ratio difference is small [64].

Moreover, Prony analysis, Matrix Pencil (MP), and Eigensystem Realization Algorithm (ERA) are the three major linear system identification methods for ringdown signals captured for transient events [8]. As mentioned in Chapter 3, Prony analysis was introduced to the power system oscillation mode estimation by J. Hauer [42]. As an extension, Prony analysis based on multiple channel data was presented in [43]. In [44], multiple channel Prony analysis was formulated as a weighted least squares estimation problem with the weights obtained from single-channel Prony analysis. Prony analysis has been shown to have difficulty
extracting modes with reduced-order model. Eigensystem Realization Algorithm (ERA) for parameter identification and model reduction of dynamical systems was introduced in 1985 [65] relying on system realization theory introduced by Gilbert [66] and Kalman [67]. Applying ERA in power systems to find low-order models from time-domain simulation data has been investigated in [9]. However, ERA approach may not provide an accurate signal reconstruction with low orders. Further, using MP to estimate dynamic system eigenvalues for an electromagnetic transient response was presented in [68,69]. This method was applied to the power systems in 2005 to estimate dominant oscillation modes from Western Electricity Coordinating Council (WECC) frequency responses of 6 seconds [70]. In [71], MP and Prony analysis are compared for their capabilities of modal extraction of noisy power system signals. MP has been proven to be more capable of mode extraction than Prony analysis.

In this chapter, the identification of the system dynamic information using PMU data is investigated. Based on the literature, methods such as AR, ARMA, ARMAX, YW, and Prony analysis to identify the inter-area oscillation modes are either sensitive to model orders or noise signals. An alternative approach is to directly identify a reduced-order model based on measurements. With real-world PMU measurements more accessible, this approach will generate high practical interest. MP and ERA methods can identify the dynamic model based on a reduced order model assumption. Those two methods are studied and the key technique of noise resiliency and model order insensitivity as singular value decomposition (SVD)-based rank reduction is identified. A reduced-order Prony analysis method through Hankel matrix rank reduction is proposed in this chapter. The new Prony analysis can accurately identify system eigenvalues from noisy signals. This proposed Prony method has an excellent performance with different model orders. In addition, an improved ERA method based on SVD rank reduction technique is presented. The proposed ERA can handle multiple signals and provide accurate eigenvalues of the reduced-order model compared to similar methods in the literature.
All three methods (Prony analysis, MP, and ERA) form Hankel matrices from measurement data. In Prony analysis, a single Hankel matrix is formed, where eigenvalues are found by identifying the real coefficients from the polynomial characteristic equation through least square estimation (LSE). In MP and ERA, shifted Hankel matrices are formed in respective approach and the relation between the two matrices are explored. In MP, the two matrices are related with system eigenvalues and a generalized eigenvalue problem is formed [65]. In ERA, the two shifted Hankel matrices are related with system matrix $A$ to find the eigenvalues.

While the 2012 IEEE PES taskforce report [8] offers a great guideline on the three methods, a thorough examination on their principles, multiple data handling, noise resilient techniques, and applications in large-scale power grid dynamics and real-world oscillation events is of great importance. This chapter achieves the aforementioned goals and the contribution is three-fold.

- First, this chapter has shed insight on the three major methods for eigenvalue identification applied to the power systems and identified the key technique of noise resilience as singular value decomposition (SVD)-based rank reduction. SVD-based rank reduction technique has been implemented in MP and achieved system order reduction and noise resilience [69, 72]. This technique is implemented in ERA for one of the Hankel matrices [8]. In this chapter, the rank reduction technique is further implemented on the second Hankel matrix of ERA to achieve a superior performance.

- Second, Prony analysis method to achieve reduced-order system eigenvalue identification and noise resilience is innovated. Prony analysis is known to be sensitive to system order assumptions. If the system order is assumed to be low, the reconstructed signal based on the identified eigenvalues poorly matches the original signal, especially for noisy signals. In this chapter, two techniques are employed, namely, Hankel matrix
rank reduction and eigenvalue reduction. The reduced-order Prony analysis method gives comparable performance as MP and ERA.

- Third, two case studies, including an RLC circuit example and a large-scale power grid oscillation example, clearly demonstrate the effectiveness of the three methods. Further, the capability of the proposed methods is validated by analyzing real-world oscillation events provided by Independent System Operator-New England (ISO-NE).

The remaining sections are organized as follows. Section 4.2 presents the principles of the three methods. Section 4.3 proceeds to the model reduction techniques used in the literature for MP and the innovation of Prony analysis improvement using Hankel matrix rank reduction technique. Section 4.4 presents the case studies. Section 4.5 concludes the chapter.

4.2 Principles of the Three Methods

4.2.1 Prony Analysis

Prony analysis principle is discussed in Chapter 3 (Section 3.2). Incorporating multiple measurement data has been introduced in [43]. Consider that the power system data has $K$ channels which are obtained from the same period of time. For $k$-th channel ($k = 1, \cdots, K$), the $H$ matrix and $Y$ vector can be formulated for every channel of the given data and notated as $H^{(k)}$ and $Y^{(k)}$. Then the $a$ vector can be obtained by solving the following estimation problem.

\[
\begin{bmatrix}
(H^{(1)})^T & (H^{(2)})^T & \cdots & (H^{(K)})^T
\end{bmatrix}
\begin{bmatrix}
a
\end{bmatrix}
= \begin{bmatrix}
(Y^{(1)})^T & (Y^{(2)})^T & \cdots & (Y^{(K)})^T
\end{bmatrix}
\begin{bmatrix}
\end{bmatrix}
\]  

(4.1)

where the superscript $T$ notates transpose.
4.2.2 Matrix Pencil

Consider a single measurement output, in MP, two shifted Hankel matrices $H_1$ and $H_2$ are used. A Hankel matrix is formed in (4.2). Deleting the last row results in $H_1$ while deleting the first row results in $H_2$. Both matrices are of dimension $(L + 1) \times (N - L)$.

\[
H = \begin{bmatrix}
  y_0 & y_1 & \cdots & y_{N-L-1} \\
y_1 & y_2 & \cdots & y_{N-L} \\
  \vdots & \vdots & \ddots & \vdots \\
y_L & y_{L+1} & \cdots & y_{N-1} \\
y_{L+1} & y_{L+2} & \cdots & y_N
\end{bmatrix}_{(L+2) \times (N-L)}
\]

(4.2)

\[
H_1 = H(1 : L + 1, :)
\]

(4.3)

\[
H_2 = H(2 : L + 2, :)
\]

(4.4)

$H_1$ can be decomposed and expressed as follows.

\[
H_1 = P\beta Q
\]

(4.5)

where $P \in \mathbb{R}^{(L+1) \times n}$, $\beta \in \mathbb{R}^{n \times n}$, and $Q \in \mathbb{R}^{n \times (N-L)}$.

$P$, $Q$, and $\beta$ are defined as follows.

\[
P = \begin{bmatrix}
  1 & 1 & \cdots & 1 \\
z_1 & z_2 & \cdots & z_n \\
  \vdots & \vdots & \ddots & \vdots \\
z_1^L & z_2^L & \cdots & z_n^L
\end{bmatrix},
\]

\[
Q = \begin{bmatrix}
  1 & z_1 & \cdots & z_1^{N-L-1} \\
  1 & z_2 & \cdots & z_2^{N-L-1} \\
  \vdots & \vdots & \ddots & \vdots \\
  1 & z_n & \cdots & z_n^{N-L-1}
\end{bmatrix},
\]

\[
\beta = \text{diag}([R_1, R_2, \cdots, R_n]).
\]

(4.6)
$H_2$ can be expressed as:

$$H_2 = PZ_0\beta Q$$  \hspace{1cm} (4.7)

where $Z_0$ is a diagonal matrix:

$$Z_0 = diag([z_1, z_2, \cdots, z_n]).$$  \hspace{1cm} (4.8)

A generalized eigenvalue problem can be formulated based on the two shifted Hankel matrices. The eigenvalue $z$ that can make $zH_1 - H_2$ to have a rank less than $n$ must be one of the system eigenvalues $z_i$. This point can be proven by the following.

$$zH_1 - H_2 = zP\beta Q - PZ_0\beta Q = P(zI - Z_0)\beta Q.$$  \hspace{1cm} (4.9)

Hence, if $z = z_i$, $zH_1 - H_2$ will have a rank less than $n$. Thus, $z$ can be found by solving an ordinary eigenvalue problem:

$$zI - H_1^*H_2.$$  \hspace{1cm} (4.10)

Since $H_1$ and $H_2$ are Hankel matrices with rank $n$, SVD-based rank reduction can be performed on the two matrices. The rank reduction makes the eigenvalue identification robust against noise.

### 4.2.2.1 SVD-Based Rank Reduction

SVD-based rank reduction is briefly described here. A thin matrix $A \in \mathbb{R}^{M \times N}$ with rank of $N$ can be decomposed as the follows.

$$A = U_A S_A V_A^T$$  \hspace{1cm} (4.11)
where $U_A \in \mathbb{R}^{M \times M}$ and $V_A \in \mathbb{R}^{N \times N}$ are two unitary matrices. $S_A \in \mathbb{R}^{M \times N}$ is a diagonal matrix with singular values of $A$ ($\sigma_1 \geq \sigma_2 \cdots \geq \sigma_N \geq 0$) as diagonal components. The rank reduction technique can be applied to (4.11) as follows.

$$A = \begin{bmatrix} U_{A1} & U_{A2} \end{bmatrix} \begin{bmatrix} S_{A1} & 0 \\ 0 & S_{A2} \end{bmatrix} \begin{bmatrix} V_{A1} \\ V_{A2} \end{bmatrix}^T \quad (4.12)$$

where $U_{A1} \in \mathbb{R}^{M \times n}$, $U_{A2} \in \mathbb{R}^{M \times (M-n)}$, $S_{A1} \in \mathbb{R}^{n \times n}$, $S_{A2} \in \mathbb{R}^{(M-n) \times (N-n)}$, $V_{A1} \in \mathbb{R}^{N \times n}$ and $V_{A2} \in \mathbb{R}^{N \times (N-n)}$. The reduced rank matrix $A'$ is obtained as the following:

$$A \approx A' = U_{A1}S_{A1}V_{A1}^T \quad (4.13)$$

where $A'$ has the same dimension of $A$. However, its rank is reduced to $n$.

SVD-based rank reduction can be applied to the Hankel matrix $H$ in (4.2). The Hankel matrix is now expressed as follow.

$$H_{(L+2) \times (N-L)} = USV^T \quad (4.14)$$

where $U \in \mathbb{R}^{(L+2) \times n}$, $S \in \mathbb{R}^{n \times n}$, $V \in \mathbb{R}^{(N-L) \times n}$. The two shifted Hankel matrices can be expressed as follows.

$$H_1 = U_1SV^T \quad (4.15)$$
$$H_2 = U_2SV^T \quad (4.16)$$

where $U_1$ is the first $(L+1)$ rows of $U$ and $U_2$ is the last $(L+1)$ rows of $U$.  

Equation (4.9) can be expressed as follows.

\[ zH_1 - H_2 = (zU_1 - U_2)SV^T. \] (4.17)

Hence, \( z_i \) can be found as the eigenvalues of \( U_1^\dagger U_2 \).

### 4.2.2.2 Multiple Channel Consideration

Multiple channel handling technique is introduced in [73]. For each channel, two shifted Hankel matrices will be formed. Notate \( H_1^{(k)} \) and \( H_2^{(k)} \) as the Hankel matrices based on channel \( k \). The aggregated Hankel matrices are as follows.

\[
H_1 = \begin{bmatrix} H_1^{(1)}, H_1^{(2)}, \ldots, H_1^{(K)} \end{bmatrix} \] (4.18)

\[
H_2 = \begin{bmatrix} H_2^{(1)}, H_2^{(2)}, \ldots, H_2^{(K)} \end{bmatrix} \] (4.19)

The two Hankel matrices can be decomposed in the similar aforementioned way.

\[
H_1 = P\beta Q \] (4.20)

\[
H_2 = PZ_0\beta Q \] (4.21)

where \( P \) and \( Z_0 \) are defined the same as those in (4.6) and (4.8). \( \beta \) and \( Q \) are defined as the aggregated ones. Consider \( \beta^{(k)} \) and \( Q^{(k)} \) as those formed based on \( k \)-th channel. Then the aggregated matrices are as follows.

\[
\beta = \begin{bmatrix} \beta^{(1)}, \beta^{(2)}, \ldots, \beta^{(K)} \end{bmatrix} \] (4.22)

\[
Q = \text{diag}([Q^{(1)}, Q^{(2)}, \ldots, Q^{(K)}]). \] (4.23)
The system roots $z_i$ can be obtained as the generalized eigenvalues that make the following matrix rank less than $n$:

$$zH_1 - H_2 \quad (4.24)$$

Similarly, SVD rank reduction can be applied to $H_1$ and $H_2$. Based on those rank-reduced matrices, the eigenvalues will be found.

4.2.3 Eigensystem Realization Algorithm

Eigensystem realization algorithm (ERA) assumes that the dynamic response is due to an impulse input [8]. Consider a Linear-Time Invariant (LTI) system in discrete domain as the following:

$$x_{k+1} = Ax_k + Bu_k, y_k = Cx_k + Du_k \quad (4.25)$$

where $y \in \mathbb{R}^{K \times 1}$ is defined as the output column vector of the system with $K$ output channels, $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times 1}, C \in \mathbb{R}^{K \times n}$, and $D \in \mathbb{R}^{K \times 1}$ are system matrices. Assuming $x_0 = 0$, the system response due to an impulse input ($u_0 = 1, u_k = 0, k > 0$) can be found as follows.

$$x_0 = 0, \quad y_0 = D$$
$$x_1 = B, \quad y_1 = CB$$
$$x_2 = AB, \quad y_2 = CAB$$
$$\ldots$$
$$x_k = A^{k-1}B, \quad y_k = CA^{k-1}B \quad (4.26)$$
Two shifted Hankel matrices are formed as follows.

\[
H_1 = \begin{bmatrix}
    y_1 & y_2 & \cdots & y_L \\
    y_2 & y_3 & \cdots & y_{L+1} \\
    \vdots & \vdots & \ddots & \vdots \\
    y_{N-L+1} & y_{N-L+2} & \cdots & y_{N} \\
\end{bmatrix}_{K(N-L+1)\times L}
\]

\[
H_2 = \begin{bmatrix}
    y_2 & y_3 & \cdots & y_{L+1} \\
    y_3 & y_4 & \cdots & y_{L+2} \\
    \vdots & \vdots & \ddots & \vdots \\
    y_{N-L+2} & y_{N-L+3} & \cdots & y_{N+1} \\
\end{bmatrix}_{K(N-L+1)\times L}
\] (4.27)

It can be seen that the Hankel matrices can be decomposed as follows.

\[
H_1 = \begin{bmatrix}
    CB & CAB & \cdots & CA^{L-1}B \\
    CAB & CA^2B & \cdots & CA^LB \\
    \vdots & \vdots & \ddots & \vdots \\
    CA^{N-L}B & CA^{N-L+1}B & \cdots & CA^{N-1}B \\
\end{bmatrix}
\] (4.28)

\[
H_1 = \begin{bmatrix}
    C \\
    CA \\
    \vdots \\
    CA^{N-L} \\
\end{bmatrix}
\begin{bmatrix}
    B & AB & \cdots & A^{L-1}B \\
\end{bmatrix}
\] (4.29)

\[
H_2 = \mathcal{O}AC
\] (4.30)

where \(\mathcal{O}\) is the observability matrix and \(C\) is the controllability matrix.
Note that the two matrices are of the following dimensions:

\[ O \in \mathbb{R}^{K(N-L+1) \times n} \]
\[ C \in \mathbb{R}^{n \times L} \]

ERA employs SVD and further rank reduction to find two matrices to realize \( O \) and \( C \). First, SVD is conducted for \( H_1 \) and the resulting matrices are marked with their dimensions as follows.

\[ H_1 = U S V^T, \]
where
\[ U \in \mathbb{R}^{K(N-L+1) \times K(N-L+1)}, \]
\[ S \in \mathbb{R}^{K(N-L+1) \times L}, \quad V \in \mathbb{R}^{L \times L} \]  \hspace{1cm} (4.31)

Only \( n \) components of \( \text{diag}(S) \) will be kept to construct the reduced-rank Hankel matrix \( H'_1 \).

\[ H'_1 = U(, 1 : n) S(1 : n, 1 : n)(V(, 1 : n))^T \]
\[ U' \in \mathbb{R}^{K(N-L+1) \times n}, \]
\[ S' \in \mathbb{R}^{n \times n}, \quad V' \in \mathbb{R}^{L \times n} \]  \hspace{1cm} (4.32)

Similarly, rank reduction may also be applied to \( H_2 \) to have a low-rank Hankel matrix \( H'_2 \). It is worth to mention that this step on \( H_2 \) rank reduction is not used in [8]. Rank reduction for \( H_2 \) leads to a superior performance as demonstrated in the case studies in Section 4.4.

From the reduced-rank Hankel matrix, the observability and controllability matrices can be realized as follows.

\[ O = U' S'^{1/2}, \quad C = S'^{1/2} (V')^T \]  \hspace{1cm} (4.33)
Thus, the system matrix $A$ can be realized through the use of (4.30).

$$A = S^{t-rac{1}{2}}U^TH'^2V'S^{t-rac{1}{2}}$$

(4.34)

From $A$, eigenvalues of the discrete system can be found.

### 4.3 Order Reduction Techniques

The objective is to obtain eigenvalues of a low-order system. SVD rank reduction has been employed in MP and the order of the system can be specified. Performance of MP is excellent in terms of noise handling. One reason is that SVD-based reduction rules out many small singular values which are related to noise. With this procedure, MP is shown to have a better performance over Prony analysis [69]. This point is also validated for power system oscillation studies in [71].

In this section, we explore SVD rank reduction technique to improve the performance of Prony analysis.

In [69], Hankel matrix rank reduction is suggested for Prony analysis to better handle noise. On the other hand, the dimension of the Hankel matrix is the same even if the rank reduction was applied. In the following, an RLC circuit example is presented to first illustrate the effect on eigenvalue distribution with Hankel matrix rank reduction. As a consequence of rank reduction, distribution of eigenvalues has a radical change. The dominant eigenvalues and the non-dominant eigenvalues become clearly separated. With this effect, the non-dominant eigenvalues are further eliminated. Thus, a low-order system is identified.

A series RLC circuit shown in Fig. 4.1 is used as an illustrative example. A step change in the source voltage is applied at $t = 0$ second, the current and the capacitor voltage are chosen as the measurement. The current $i$ and voltage $V_c$ in Laplace domain are expressed as follows.
Figure 4.1: RLC circuit.

\[ i = \frac{C}{LCs^2 + RCs + 1} \quad \text{(4.35)} \]

\[ V_c = \frac{1}{s(LCs^2 + RCs + 1)} \]

Obviously, the two signals have different number of eigenvalues. The current has two poles: \( \lambda \approx -\frac{R}{2L} \pm j\frac{1}{\sqrt{LC}} \). The voltage has these two poles and an additional pole as 0.

The sampling rate is 0.001 s for the measurement data. The number of samples in 0.1 seconds is 101 (\( N = 101 \)). The system is assumed to have an order of 33. As a result, the Hankel matrix dimension is \( 68 \times 33 \). As a comparison, order 3 is assumed for another case. The resulting Hankel matrix has a dimension of \( 98 \times 3 \). For each order assumption, signals with and without noise (0.3 pu uniformly distributed) are examined. Fig. 4.2 presents the two cases when order is assumed as 33 and Fig. 4.3 presents the two cases when the order is assumed as 3.

It can be seen that when the signals have no noise pollution, Prony analysis with different order assumptions correctly reflect eigenvalues (Figs. 4.2a and 4.3a). The reconstructed signals match the original signals well. From Fig. 4.2a, it can also be observed that if the Hankel matrix has a low rank, the resulting identified eigenvalues distribute on the real and imaginary space with an obvious pattern. The system modes \( (0, -37.7 \pm j2\pi37.47) \) are clearly separated from the other modes.

When the signals are polluted with noise (Figs. 4.2b and 4.3b), it can be seen that the reconstructed signals match the original ones well when the order is assumed high. If a
Figure 4.2: RLC circuit reconstructed signals and estimated eigenvalues with assumed order of 33. (4.2a) without noise. (4.2b) with noise.

Figure 4.3: RLC circuit reconstructed signals and estimated eigenvalues with assumed order of 3. (4.3a) without noise. (4.3b) with noise.
low order is assumed, the match is poor. In addition, when there is noise, the eigenvalues identified for the 33 order system no longer have a clear pattern. The 37 Hz LC resonance mode is located more towards the left half-plane (LHP) compared to several other modes.

We now show the effect of rank reduction on the Hankel matrix. Using the same noise polluted signals shown in Fig. 4.2b and applying rank reduction on the corresponding $68 \times 33$ Hankel matrix, the resulting rank-3 Hankel matrix leads to system eigenvalues (shown in Fig. 4.4a) with a similar pattern as that shown in Fig. 4.2a. The three dominant eigenvalues are clearly separated from the rest. As a step further, only the three dominant eigenvalues are kept. The reconstructed signals are shown in Fig. 4.4b. It can be seen that the reconstructed signals are substantially smoother compared to those in Fig. 4.4a.

![Figure 4.4: Reduced-order Prony analysis results of the RLC circuit. (4.4a) with Hankel matrix rank reduction. (4.4b) with rank reduction and eigenvalue reduction techniques.](image)

A reduced-order Prony analysis has been developed using Hankel matrix rank reduction and eigenvalue reduction techniques. The improved Prony analysis shows that it can correctly identify the system poles from noisy signals.
4.4 Case Studies

Two more case studies are presented in this section which are large-scale power grid oscillations and real-world oscillation events. All of the proposed methods and simulations are implemented in MATLAB. The measurement data for the 16-machine 68-bus system are generated using the power system toolbox (PST) [48], which is a MATLAB-based power system dynamic simulation. The measurement data for the real-world oscillation events are generated using MATLAB.

4.4.1 Large-Scale Power Grid Oscillations

A large-scale power grid oscillations case study is presented in this section. The 16-machine 68-bus test case system (shown in Fig. 3.6) is used for eigenvalue estimation of large-scale power grid oscillations. As discussed in Chapter 3 (Section 3.4.2), this system represents the New England Test System (NETS)-New York Power System (NYPS) interconnected system [52] and has five areas. NETS is represented by area 4 which has generators G1 to G9, while NYPS is represented by area 5 which has generators G10 to G13. Three other areas have equivalent generators G14 to G16.

Simulation results are produced by power system toolbox (PST) [48]. The dynamic event applied is a three-phase fault on line 29-28 at Bus 28 side. It is cleared in 0.01 seconds and the line is tripped after another 0.05 seconds. Dynamic simulation data after the line tripping are used for eigenvalue estimation.

The network assumes algebraic voltage and current relationship, while the 16 machines are modeled as second-order system. Small signal analysis of PST gives 32 eigenvalues. Among them, four pairs of complex conjugate eigenvalues correspond to inter-area oscillation modes with frequency in the range of 0.3 Hz to 0.8 Hz.
In this case study, eigenvalues from a reduced-order system are sought based on measurements. First, the system is assumed to have an order of 10 as this five-area system is known to be represented by five equivalent generators, each of two orders [74].

Two voltage deviation signals in different areas (Bus 5 in Area 4 and Bus 67 in Area 1) are chosen for eigenvalue estimation and signal reconstruction. Those two signals are re-sampled with sampling time interval of 0.02 s. Further, Bus 67’s signal is scaled up 100 times to be in the same order as that from Bus 5. The time periods for all tests are 10 seconds.
Original Prony analysis without rank reduction cannot give adequate reconstructed signals even with high orders. Therefore, the proposed reduced-order Prony analysis is applied. The number of samples is \( N = 486 \) for each measurement data. The Hankel matrix width for the rank reduced Prony analysis is set to be 250. The \( L \) parameter for MP and ERA is chosen as 180. Reduced-order Prony analysis can provide accurate reconstructed signals as MP and ERA, shown in Fig. 4.5a. The estimated eigenvalues of the three methods are shown in Fig. 4.5b. It can be seen that all three methods give accurate signal matching results. In addition, seven eigenvalues, including one at the origin, three modes at 0.37 Hz, 0.6 Hz, and 0.78 Hz, are identified by all three methods.

Further order reduction is applied to test the capability of each method. The number of the order is reduced to be 4. Fig. 4.6 presents the estimation results when the order is assumed as 4. It can be seen that ERA and reduced-order Prony lead to good signal matching results. Two inter-area oscillation modes are identified by these two methods. On the other hand, MP does not give good signal matching results. MP identifies one mode in the inter-area oscillation frequency range, and two real eigenvalues with one at the origin and another further left.

The three methods can all give reduced-order eigenvalues for power grid oscillation case study. Reduced-order Prony and ERA show stronger capability in handling reduced-order systems compared to MP.

4.4.2 Real-World Oscillation Events

In order to validate the effectiveness of the proposed methods, real-world oscillation events are analyzed. A test cases library of power system oscillations is presented in [75], and the real-world oscillation data can be found in [76]. The oscillation events are captured by Independent System Operator-New England (ISO-NE), which is a part of the eastern interconnection in the United States. PMU measurements are collected from different locations.
of the ISO-NE system during the oscillatory events. Two oscillation events are investigated and analyzed in this section. The simulation results are carried out in MATLAB.

4.4.2.1 Oscillation Event 1

Oscillation Event 1 occurred on June 17, 2016 with a dominant mode of 0.27 Hz due to an issue of a generator in the southern area of the eastern interconnection which is out of the ISO-NE area [76]. The PMU measurements are provided for the first 3 minutes of this oscillation event. Phase-to-ground voltage magnitudes are shown in Fig. 4.7a. Two
The voltage signals from different substations are selected: Signal 5 (Substation 2) and Signal 13 (Substation 5). The voltage measurements from 40 to 60 seconds are analyzed to detect the inter-area oscillation. The sampling rate is 0.034 seconds, and the number of samples is 601. The Hankel matrix width of the reduced-order Prony analysis is 280, while L parameter for ERA and MP is 200.

First, the system order is assumed as 15 to test the ability of the three methods to identify the inter-area oscillation. All of the three methods can provide accurate reconstructed signals compared to the original measurements as shown in Fig. 4.8a. The estimated eigenvalues are presented in Fig. 4.8b. It can be seen that the three methods can identify the oscillation mode of 0.27 Hz. The proposed Prony analysis has the dominant mode on the right half-plane (RHP), and the refined ERA has the dominant mode far right compared to the other modes. On the other hand, MP has three additional pair of complex conjugate eigenvalues on the RHP along with the dominant mode. This gives an advantage to the proposed Prony analysis and ERA which can clearly specify the dominant modes.

In addition, the system order is reduced to be 3 to investigate the effect of the order assumptions. Fig. 4.9 presents the reconstructed signals and the estimated eigenvalues of the three methods when the order is assumed as 3. It can be observed that the three methods have adequate reconstructed signals compared to the original signals. Also, all of the three methods can identify the dominant mode of 0.27 Hz.

4.4.2.2 Oscillation Event 2

Oscillation Event 2 occurred on October 3, 2017 due to an issue of a generator governor outside of the ISO-NE, and it has three dominant modes of 0.08, 0.15, and 0.31 Hz [76]. Six minutes of this oscillatory event are provided from PMU data. Those PMU measurements contain some bad data which should be removed to get the correct signals. Fig. 4.7b presents the phase-to-ground voltage magnitudes of this event. To identify the inter-area
Figure 4.7: Phase-to-ground voltage magnitudes during the oscillatory events. (4.7a) Event 1. (4.7b) Event 2.

Figure 4.8: Signal reconstruction and eigenvalue estimation of Event 1 with assumed order of 15.

modes, the voltage measurements from 270 to 300 seconds are analyzed, and all of the signals are considered in this case. The number of samples is 901, and the sampling rate is 0.034 seconds. The Hankel matrix width of the three methods is 400.

To examine the capability of each method, the system order is assumed as 15. All of the three methods have accurate reconstructed signals as shown in Fig. 4.10a. The estimated eigenvalues of this case are shown in Fig. 4.10b. It can be seen that the proposed Prony analysis and ERA clearly have the three dominant modes on the RHP. In contrast, MP has
two dominant modes (0.15 and 0.31 Hz) on the RHP and one mode of 0.08 Hz on the LHP which can be difficult to specify the dominant modes for this method. It should be noted that the three methods have one additional pair of complex conjugate eigenvalues on the RHP. Lower orders such as 3 or 4 cannot provide accurate reconstructed signals and may not detect some of the inter-area oscillations of Event 2. Note that order 15 is the lowest order that can obtain well-matched reconstructed signals in this case.

The dominant modes of the real-world oscillation events can be identified with accuracy for the three methods. Reduced-order Prony analysis and ERA can easily specify the dominant modes from the other modes.

4.4.3 Development Discussion

The three measurement-based identification methods are investigated in this chapter. Prony analysis method is improved to achieve reduced-order system eigenvalue identification and noise resilience. Traditional Prony analysis cannot obtain adequate reconstructed signals and detect the inter-area oscillations with low order assumptions especially in the case of noisy signals as discussed in Section 4.3. In addition, traditional ERA Hankel matrices
are improved to handle multi-channel data, and the rank reduction technique is applied to the second shifted Hankel matrix of ERA to enhance its performance. Hence, the reduced-order Prony analysis and refined ERA have a better performance in detecting the inter-area oscillation modes and providing the reconstructed signals compared to the traditional approaches.

Different order assumptions are tested and investigated in this chapter. The chosen order should be low to adequately identify the dominant modes. The best order assumption is the lowest order that can provide accurate reconstructed signals. This lowest order can clearly detect the inter-area oscillation modes. Order assumptions from 3 to 20 are most effective orders with different systems and PMU measurements, and the lowest one which can provide well-matched signals should be chosen.

The computational time of the three methods is compared as shown in Table 4.1. The three methods have similar CPU time when the number of samples is not large, while MP has a better CPU time compared to reduced-order Prony analysis and ERA in the case of the large number of samples. Although MP is faster in this case, the proposed Prony analysis and ERA have a superior result. It can also be seen that the reduced-order Prony analysis and MP are faster compared to ERA when the number of analyzed signals is large.
Table 4.1: CPU time comparison of the three methods

<table>
<thead>
<tr>
<th>System</th>
<th>Number of Samples</th>
<th>Number of Signals</th>
<th>Simulation Time (s)</th>
<th>CPU Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Prony</td>
</tr>
<tr>
<td>NETS-NYPS</td>
<td>486</td>
<td>2</td>
<td>10</td>
<td>0.4531</td>
</tr>
<tr>
<td>ISO-NE (Event 1)</td>
<td>601</td>
<td>2</td>
<td>20</td>
<td>0.5625</td>
</tr>
<tr>
<td>ISO-NE (Event 2)</td>
<td>901</td>
<td>25</td>
<td>30</td>
<td>18.7188</td>
</tr>
</tbody>
</table>

Prony analysis, MP, and ERA have proven their capabilities with low orders to identify the inter-area oscillations in different power system applications including real-world oscillatory events.

4.5 Conclusion

This chapter examines the principles, multi-channel data handling, and noise resilience techniques of three eigenvalue identification methods used in power systems: Prony analysis, Matrix Pencil (MP), and Eigensystem Realization Algorithm (ERA). SVD-based rank reduction technique is identified as the key to noise resilience and order reduction. Accordingly, ERA method is refined by applying SVD-based rank reduction on both Hankel matrices. A reduced-order Prony analysis method through Hankel matrix rank reduction is invented. The new Prony analysis can accurately identify system eigenvalues from noisy signals. Three case studies are presented to illustrate the three methods, including a tutorial example on RLC circuit resonance, a large-scale power grid oscillation example, and real-world oscillation events. The case study results demonstrate the efficacy of all three methods in accurate eigenvalue identification.
Chapter 5: Conclusion and Future Work

5.1 Conclusion

Phasor measurement units (PMUs) are investigated in this research including three main objectives. First, optimal PMU placement (OPP) problem to reduce the number of PMUs required to make the system fully observable is discussed. MILP zero injection formulation is improved to overcome the observability redundancy and optimality drawbacks. A new formulation for nonlinear programming-based PMU placement for zero injection measurement is proposed and validated to provide the least number of PMUs compared to other methods. Second, singular values of the Hankel matrix are demonstrated for Prony analysis to serve as an indicator for estimation accuracy. Signals with large observability also show large singular values. The influence of model order and noise level is also demonstrated by the singular values. Third, three eigenvalue identification methods used in power systems, which are Prony analysis, Matrix Pencil (MP), and Eigensystem Realization Algorithm (ERA), are examined. The principles, multi-channel data handling, and noise resilience techniques of three approached are presented. SVD-based rank reduction technique is identified as the key to noise resilience and order reduction. ERA method is refined by applying SVD-based rank reduction on both Hankel matrices, and a reduced-order Prony analysis method is invented through Hankel matrix rank reduction. The new Prony analysis can accurately identify system eigenvalues from noisy signals.
5.2 Future Work

A dynamic parameter estimation technique using the measurement-based methods can be investigated in the future. Using the PMU data and measurement-based methods of the system identification can give an accurate dynamic parameter estimation without prior information of the system transfer function. Generator parameters such as inertia constant, damping coefficients, and regulation speed constant can be estimated. The following sections discuss the background and present the initial results of the dynamic parameter estimation using the proposed reduced-order Prony analysis.

5.2.1 Dynamic Parameter Estimation Background

Simulation accuracy can improve the safety and efficiency of the operation of power systems by providing the security margins and transfer limits [77]. Using PMU data and measurement-based methods of the system identification can give dynamic parameter estimation. In practical, the dynamic parameters provided by the manufacturer can be inaccurate due to several reasons such as aging, repairs, or unrecorded gain settings [78]. These inaccurate parameters can cause a deviation in the simulated and actual dynamic response. Therefore, power utilities rely on the dynamic parameter estimation to provide accurate estimation of the generators and enhance the security of power systems.

Dynamic parameter estimation has been investigated in the literature. Based on data, time-domain data based are examined in [79–86], while the frequency response data based are discussed in [87–89]. Based on measurements, parameter estimation is obtained with methods as digital fault recorder and high sampling interval [83, 85], excitation with step sequence inputs [80, 82], short circuit test methods [79, 84], and offline test approaches [87–89]. Based on the parameter type, both electrical and mechanical parameters are estimated in [80, 82, 86], and only electrical parameter estimation is provided in [79, 83–85, 87–89].
In addition, dynamic parameter estimation can be classified into two categories based on the mathematical estimation approach which are least square estimation and Kalman filter estimation. Parameter estimation is formulated as least squares estimation (LSE) in [79–82, 84, 87, 89]. Kalman filter is used to estimate the dynamic parameters in [86, 90–92]. LSE-based dynamic parameter identification using discrete autoregression exogenous (ARX) model is presented in [93]. However, many of these techniques assume high order model or known model structure, e.g., [81, 82, 86].

PMU data based estimation is considered as online and time-domain estimation which has the capability of estimating the electrical and mechanical related parameters. The majority of the research in the literature is related to the LSE parameter estimation based on the time-domain or frequency response data. A few research can be found on LSE dynamic parameter estimation based on PMU data identification. PMU data based estimation is limited to state estimation [94] or dynamic state estimation for the second-order mechanical system [91, 95–97]. However, those approaches are based on Kalman filter estimation that requires to have a prior information of the transfer function of the power system to formulate the Kalman estimator which may not be available in real applications.

This future work presents a new dynamic parameter estimation technique using rank-reduced Prony analysis methods. A rank-reduced Prony analysis to identify the system eigenvalues with reduced order has been discussed in Chapter 4. The proposed approach is LSE-based dynamic parameter estimation using PMU data. The model structure is assumed to be unknown, and a reduced-order model is achieved. This proposed technique is solved with two main stages. At Stage 1, the eigenvalues are obtained using rank-reduced Prony analysis which can accurately identify the eigenvalues with reduced-order model. At Stage 2, the $A$ matrix and the system parameters are found by solving a nonlinear optimization problem. The nonlinear optimization problem is solved by MATLAB toolbox YALMIP [98] with IPOPT solver [99].
5.2.2 Two-Machine Power System Model

The two-machine power system model (shown in Fig. 5.1) and the simplified turbine model (shown in Fig. 5.2) are used as a reduced system for the dynamic parameter estimation. The positions of the rotor’s q-axis of the two machines are represented by $\delta_1$ and $\delta_2$. If we assume that the speed ($\omega$) in per unit, we can get the following [100]:

\[ \dot{\delta}_1 = \omega_0 (\omega_1 - 1) \]  

(5.1)

where $\Delta \omega = \omega_1 - \omega_0$, and $\omega_0$ is a constant nominal speed. Then (5.1) can be linearized at an equilibrium point as follows.

\[ \Delta \dot{\delta}_1 = \omega_0 \Delta \omega_1 \]  

(5.2)

Note that the linearization is evaluated at $x_0$ as the following:

\[ \Delta f = \left. \frac{\partial f}{\partial x} \right|_{x_0} \Delta x \]  

(5.3)
The swing equation in per unit can be represented as follows [100].

\[ \dot{\omega}_1 = \frac{1}{2H_1} (P_{m1} - P_{e1} - D_1 \Delta \omega_1) \] (5.4)

where \( H_1 \) is kinetic energy ratio of the rotor and the power base at a constant nominal speed, \( P_{m1} \) is the mechanical power, \( P_{e1} \) is the electrical power, and \( D_1 \) is the damping coefficient.

After that, the swing equation (5.4) is linearized at initial conditions to result in the following [100]:

\[ \Delta \dot{\omega}_1 = \frac{1}{2H_1} (\Delta P_{m1} - \Delta P_{e1} - D_1 \Delta \omega_1) \] (5.5)

From the linearized model, the electrical power can be obtained as follows.

\[ P_{e1} = -P_{e2} = \frac{E_1 E_2}{X} \sin \delta_{12} \] (5.6)

\[ \Delta P_{e1} = -\Delta P_{e2} = \frac{E_1 E_2}{X} \cos \delta_{12} \left( \Delta \delta_1 - \Delta \delta_2 \right) \] (5.7)

Then (5.5) can be expressed as follows.

\[ \Delta \dot{\omega}_1 = \frac{1}{2H_1} (\Delta P_{m1} - T(\Delta \delta_1 - \Delta \delta_2) - D_1 \Delta \omega_1) \] (5.8)

where \( T \) is given by the following:

\[ T = \frac{E_1 E_2}{X} \cos \delta_{12} \] (5.9)

From the turbine model as shown in Fig. 5.2, the mechanical power for Generator 1 can be found as:

\[ P_{ref} - \frac{1}{R} \Delta \omega = P_m + T_g \frac{dP_m}{dt} \] (5.10)
\[
\dot{P}_{m1} = \frac{1}{T_{g1}} (P_{1,\text{ref}} - \frac{1}{R_1} \Delta \omega_1 - P_{m1})
\]

Equation (5.11) can be linearized at an equilibrium point as follows.

\[
\Delta \dot{P}_{m1} = \frac{1}{T_{g1}} (-\frac{1}{R_1} \Delta \omega_1 - \Delta P_{m1})
\]

(5.12)

Thus, swing equations for Generator 1 are obtained. Similarly, the equations for Generator 2 can be provided. For simplification, \(\delta_2\) can be treated as the reference angle, or \(\delta_1 - \delta_2\) can be used as state variables to get the following:

\[
\begin{aligned}
\Delta \dot{\delta}_{12} &= \omega_0 (\Delta \omega_1 - \Delta \omega_2) \\
\Delta \dot{\omega}_1 &= \frac{1}{2H_1} (\Delta P_{m1} - T \Delta \delta_{12} - D_1 \Delta \omega_1) \\
\Delta \dot{P}_{m1} &= \frac{1}{T_{g1}} (-\frac{1}{R_1} \Delta \omega_1 - \Delta P_{m1}) \\
\Delta \dot{\omega}_2 &= \frac{1}{2H_2} (\Delta P_{m2} + T \Delta \delta_{12} - D_2 \Delta \omega_2) \\
\Delta \dot{P}_{m2} &= \frac{1}{T_{g2}} (-\frac{1}{R_2} \Delta \omega_2 - \Delta P_{m2})
\end{aligned}
\]

(5.13)

Therefore, the \(A\) matrix can be obtained as follows.

\[
\dot{x} = \begin{bmatrix}
0 & \omega_0 & 0 & -\omega_0 & 0 \\
-\frac{T}{2H_1} & -\frac{D_1}{2H_1} & \frac{1}{2H_1} & 0 & 0 \\
0 & -\frac{1}{T_{g1}} & -\frac{1}{T_{g1}} & 0 & 0 \\
\frac{T}{2H_2} & 0 & 0 & -\frac{D_2}{2H_2} & \frac{1}{2H_2} \\
0 & 0 & 0 & -\frac{1}{T_{g2}} & -\frac{1}{T_{g2}}
\end{bmatrix} \begin{bmatrix}
\Delta \delta_{12} \\
\Delta \omega_1 \\
\Delta P_{m1} \\
\Delta \omega_2 \\
\Delta P_{m2}
\end{bmatrix}
\]

(5.14)
5.2.3 Formulation of the Dynamic Parameter Estimation

The proposed optimization problem can estimate the model structure and parameter
from the eigenvalues that obtained from rank-reduced Prony analysis method (as discussed
in Chapter 4). The model has nine parameters which are $H_1$, $H_2$, $T$, $D_1$, $D_2$, $T_{g1}$, $T_{g2}$, $R_1$, and $R_2$. Thus, the optimization problem will be as the following:

$$\min \sum_{i=1}^{n} e_i^2$$

(5.15a)

s.t.: $\det(\lambda_i I - A) + e_i = 0, \ i = 1, 2, \cdots, n.$

(5.15b)

$$H_1 \geq 0, H_2 \geq 0, T \geq 0, D_1 \geq 0,$$

(5.15c)

$$D_2 \geq 0, T_{g1} \geq 0, T_{g2} \geq 0,$$

(5.15d)

$$R_1 \geq 0, R_2 \geq 0.$$ 

(5.15e)

where $n$ is the number of the system order. If four parameters are fixed to be true values,
the other five parameters can be found. On the other hand, if all parameters are unknown,
the solution can also be found with prior information of multiple parameters range.

This is a nonlinear optimization problem which is solved by MATLAB toolbox YALMIP
[98] with an IPOPT solver [99]. The unknown parameters of the $A$ matrix are preferred to
be on the numerator to avoid zero initial conditions, then the estimated values of $H$, $T_g$, and $R$ parameters will be inversed. Therefore, the $A$ matrix is re-written as follows.

$$\begin{bmatrix}
0 & \omega_0 & 0 & -\omega_0 & 0 \\
-\frac{T H'_1}{2} & -\frac{D_1 H'_1}{2} & \frac{H'_1}{2} & 0 & 0 \\
0 & -T'_{g1} R'_1 & -T'_{g1} & 0 & 0 \\
\frac{T H'_2}{2} & 0 & 0 & -\frac{D_2 H'_2}{2} & \frac{H'_2}{2} \\
0 & 0 & 0 & -T'_{g2} R'_2 & -T'_{g2}
\end{bmatrix}$$

(5.16)
5.2.4 Example

The simplified two-machine power system is modeled using power system toolbox (PST) [48]. Rank-reduced Prony analysis as explained in Chapter 4 is applied for eigenvalue estimation. The system order is assumed to be 5 with two pairs of complex conjugate eigenvalues and a real one. The estimated eigenvalues are \( \lambda = [-0.31111 \pm 10.359i, -0.13364 \pm 5.1774i, -5.7129 \times 10^{-5}]^T \).

Then the constraints for the nine parameters are added with the prior information of the system. The feasible region can be reduced with adding an acceptable range for some parameters. Also, it is assumed that \( H'_1 = H'_2 \) and \( D_1 = D_2 \) since the two systems have the same size and damping coefficient. Thus, eleven constraints are added to the optimization problem as follows.

\[
\begin{align*}
\min & \quad \sum_{i=1}^{5} e_i^2 \\
\text{s.t.:} & \quad \det(\lambda_i I - A) + e_i = 0, \quad i = 1, 2, \ldots, 5, \\
& \quad H'_1 \geq 0, \quad H'_2 \geq 0, \\
& \quad 20 \geq T \geq 1.6, \\
& \quad 100 \geq D_1 \geq 1, \quad 100 \geq D_2 \geq 1, \\
& \quad T'_{g1} \geq 0, \quad T'_{g2} \geq 0, \\
& \quad 100 \geq R'_1 \geq 1, \quad 100 \geq R'_2 \geq 1, \\
& \quad H'_1 = H'_2, \quad D_1 = D_2.
\end{align*}
\]

The above nonlinear optimization problem is solved using MATLAB toolbox YALMIP [98] with IPOPT solver [99]. The actual values and estimated values of the two-machine power system model parameters are shown in Table 5.1. The number of the iteration in this optimization problem is 196, while the overall nonlinear problem error is \( 1.18 \times 10^{-9} \).
Table 5.1: Two-machine model parameter estimation result

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Actual Value</th>
<th>Estimated Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1$</td>
<td>6.5</td>
<td>6.5569</td>
</tr>
<tr>
<td>$D_1$</td>
<td>6</td>
<td>3.5271</td>
</tr>
<tr>
<td>$T_{g1}$</td>
<td>0.5</td>
<td>0.49294</td>
</tr>
<tr>
<td>$R_1$</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>$H_2$</td>
<td>6.5</td>
<td>6.5569</td>
</tr>
<tr>
<td>$D_2$</td>
<td>6</td>
<td>3.5271</td>
</tr>
<tr>
<td>$T_{g2}$</td>
<td>0.5</td>
<td>0.49294</td>
</tr>
<tr>
<td>$R_2$</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>$T$</td>
<td>2</td>
<td>1.6</td>
</tr>
</tbody>
</table>

5.2.4.1 Sensitivity Analysis

Parameter estimation can be improved by having some of the parameters fixed or reducing the feasible range with prior information of the system. For example, if the lower bound of parameter $T$ is set to be 2 ($20 \geq T \geq 2$), this can result in a better estimation. In this case, the reduced feasible regions of $D_1$ and $D_2$ are not required (i.e., $D_1 \geq 0$ and $D_2 \geq 0$). Therefore, only three feasible regions of $T$, $R'_1$, and $R'_2$ are reduced by an acceptable range with prior information of the system. Table 5.2 shows the results of the parameter estimation with 2 as a lower bound of $T$ feasible region. The number of iterations and the overall nonlinear problem error are 276 and $5.91 \times 10^{-12}$, respectively. In addition, the estimation result can also be more accurate when the lower bounds of parameters $D_1$ and $D_2$ are set to be 6 ($100 \geq D_1 \geq 6$ and $100 \geq D_2 \geq 6$) as can be seen from Table 5.3. With those two constraints, the constraint $D_1 = D_2$ will be no longer needed. Therefore, the number of constraints is reduced to 10 instead of 11. The resulted number of iterations in this case is 107, whereas the nonlinear problem error is $1.24 \times 10^{-8}$.
Table 5.2: Parameter estimation with different lower bound of $T$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Actual Value</th>
<th>Estimated Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1$</td>
<td>6.5</td>
<td>7.9835</td>
</tr>
<tr>
<td>$D_1$</td>
<td>6</td>
<td>5.1725</td>
</tr>
<tr>
<td>$T_{g1}$</td>
<td>0.5</td>
<td>0.48802</td>
</tr>
<tr>
<td>$R_1$</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>$H_2$</td>
<td>6.5</td>
<td>7.9835</td>
</tr>
<tr>
<td>$D_2$</td>
<td>6</td>
<td>5.1725</td>
</tr>
<tr>
<td>$T_{g2}$</td>
<td>0.5</td>
<td>0.48802</td>
</tr>
<tr>
<td>$R_2$</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>$T$</td>
<td>2</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Table 5.3: Parameter estimation with different lower bounds of $D_1$ and $D_2$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Actual Value</th>
<th>Estimated Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1$</td>
<td>6.5</td>
<td>6.4665</td>
</tr>
<tr>
<td>$D_1$</td>
<td>6</td>
<td>6.00</td>
</tr>
<tr>
<td>$T_{g1}$</td>
<td>0.5</td>
<td>0.55315</td>
</tr>
<tr>
<td>$R_1$</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>$H_2$</td>
<td>6.5</td>
<td>6.4665</td>
</tr>
<tr>
<td>$D_2$</td>
<td>6</td>
<td>6.00</td>
</tr>
<tr>
<td>$T_{g2}$</td>
<td>0.5</td>
<td>0.55315</td>
</tr>
<tr>
<td>$R_2$</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>$T$</td>
<td>2</td>
<td>1.6</td>
</tr>
</tbody>
</table>
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clear;
clc;
yalmip('clear')

% Yalmip variables
H1 = sdpvar(1,1);
H2 = sdpvar(1,1);
T = sdpvar(1,1);
D1 = sdpvar(1,1);
D2 = sdpvar(1,1);
Tg1 = sdpvar(1,1);
Tg2 = sdpvar(1,1);
R1 = sdpvar(1,1);
R2 = sdpvar(1,1);

% Solver selection
ops = sdpsettings('solver','ipopt');

% From rank reduced Prony with order 5
Lambda=[ -0.31111 + 10.359i;
         -0.31111 - 10.359i;
         -5.7129e-05 + 0i;
         -0.13364 + 5.1774i;
         -0.13364 - 5.1774i; ];

e = sdpvar(length(Lambda),1,'full','complex');
w0=2*pi*60;

A=[0 w0 0 -w0 0 ;
   -T*H1/(2) -D1*H1/(2) H1/(2) 0 0 ;
   0 -Tg1*R1 -Tg1 0 0 ;
   T*H2/(2) 0 0 -D2*H2/(2) H2/(2);];
% Optimization problem constraints
for k=1:length(Lambda);
    C(k,1)=det(Lambda(k)*eye(length(Lambda))-A);
end

optimize([C == e;... 
        H1 >= 0; H2 >= 0; 20 >= T >= 1.6; 100 >= D1 >= 1; 100 >= D2 >= 1; Tg1 >= 0; 
        Tg2 >= 0; 100 >= R1 >= 1; 100 >= R2 >= 1; H1 == H2; D1 == D2], norm(e), ops)

obj = value(norm(e));

% Estimated Parameters
H1 = 1/value(H1);
H2 = 1/value(H2);
D1 = value(D1);
D2 = value(D2);
Tg1 = 1/value(Tg1);
Tg2 = 1/value(Tg2);
R1 = 1/value(R1);
R2 = 1/value(R2);
T = value(T);
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