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ABSTRACT

Unmanned Aircraft Systems (UAS) research and development and applications have witnessed unprecedented levels of growth in the past two decades. Although military applications have dominated the market, it is anticipated and expected that civilian and public domain applications will be dominant in the future. Consequently, gradual and timely integration of unmanned aviation into the National Airspace System (NAS) is a real challenge, and roadmaps towards achieving full integration are already in place in the US, Canada, Australia, South Africa and European Union (EU). However, before complete integration of manned-unmanned aviation, additional challenging problems need to be addressed and solved, which include, among others, flight control systems, sense-detect-and-avoid and see-and-avoid systems, communication spectrum, standards, unmanned aviation safety and reliability, etc.

One, distinct, major bottleneck to achieving full integration of manned-unmanned aviation is the mid-air collision avoidance problem. Although the manned aviation collision avoidance framework is fully developed and implemented, and technology standards continue to improve, unmanned-manned and unmanned-unmanned mid-air collision avoidance systems have not reached implementation maturity, and wide or universal acceptance (by Federal authorities, industry and other players). The lack of universally acceptable standards adds to the difficulty of solving the problem, although there exist recommendations for system design and performance requirements. Regardless, solving the mid-air collision avoidance problem is a hard prerequisite to integration into the NAS.

This research tackles the specific problem of real-time obstacle detection using monocular vision, which is then used for collision avoidance. Focus is on small-scale, Class-I
unmanned aerial vehicles (UAVs) with Maximum Takeoff Weight (MTOW) of less than 25 lbs. This class of UAS constitutes the first family of unmanned systems that will be allowed to fly in (restricted) civilian airspace. Emphasis is put on multi-rotor (quadrotor) UAVs, because they have demonstrated promise and potential for a wide spectrum of civil and public domain applications due to their (mostly) cost-effectiveness, ability to takeoff and land without requiring any infrastructure (runway), and ability to hover, fly in low altitudes, in confined spaces, close to the ground, ceiling and walls, as well as because of their robust flying agility and flexibility (even when a motor fails, for example).

The focus of the research is on introducing and developing an on-board the quadrotor cost-effective monocular vision-based system and support technologies for mid-air obstacle detection that allows for: i.) robust detection of obstacles in real-time, while flying, and, ii.) ways in which this detection can be used for obstacle avoidance when moving within the environment. A possible extension of this research will allow for the ability to plan paths, trajectories, create, and store and update environment maps (with obstacles) offline and on-line as the quadrotor flies within the environment.

There is a plethora of commercially available multi-rotor/quadrotor prototypes with different functionalities and onboard (visual and nonvisual) sensors. Most of such systems are RC-operated/controlled (by a human operator), while some follow visual navigation based on an onboard camera. Regardless, their technology is rather restrictive and proprietary to the manufacturer and the application they have been designed for. In addition, there are many University lab-prototypes, the framework of which is mostly 3-D printed, with off-the-shelf-components (motors, sensors, autopilots) and other dedicated technologies and onboard sensors depending on application requirements.

As opposed to most existing prototypes, the methodology and support technologies proposed in this thesis are hardware agnostic (independent of specific hardware configuration). Although for implementation and testing purposes the ARDrone 2.0 quadrotor is used, the underlying software library may be used on any prototype quadrotor
equipped with a monocular camera. Demonstration of the proposed approach considers static and dynamic environments, single and multiple obstacles, and it is evaluated in realistic simulated world environments using ROS, Gazebo and the TUM Simulator package. Interfaces are developed to allow for portability and easy integration, so that the overall ensemble quadrotor (onboard monocular vision system interface) is modular, portable and independent of specific camera and quadrotor type.

Obtained results contribute to: i.) a thorough understanding of advantages, disadvantages and applicability limitations of using only monocular vision for obstacle detection and avoidance; ii.) real-time applicability, and, iii.) applicability restrictions due to limitations of existing support technologies, i.e., ROS, Gazebo and the TUM Simulator package. A major contribution of the developed system is that it may be used as an open-source educational tool for students, practitioners and end users who are interested in unmanned aviation.
CHAPTER 1: INTRODUCTION

1.1 Introduction and Rationale

Unmanned Aircraft Systems (UAS) research and development have witnessed unprecedented levels of growth in the past two decades. UAS market growth projections are revised on a regular basis with the aim to ‘capture’ as accurately as possible the economic and societal impact of unmanned aviation. The March 2013 AUVSI report on the economic impact of UAS in the US [2] provides the first comprehensive and supported by data analysis. In addition, the Teal Group predicts that the civil UAS production, worldwide, will increase substantially [3], and that the military UAV production will reach $90 billion over the next decade [4]. To be more specific, according to the Teal Group’s 2018 World Civil UAS Market Profile and Forecast, the non-military UAS production will total $88.3 billion in the next decade, up from $4.4 billion worldwide in 2018 to $13.1 billion in 2027. It is also projected that commercial use will surpass the consumer UAS market in 2024, becoming the largest segment of the civil market [3][4].

When focusing on civil and public domains, unmanned aviation applications cover a very wide spectrum, which includes: precision agriculture, forest protection and early fire detection, environment monitoring, cartography, mapping, surveillance, reconnaissance, infrastructure inspection, traffic monitoring, search and rescue, emergency response, early anomaly detection, border and coastal patrol, as well as a plethora of other applications like aerial filming and photography [5].

Consequently, gradual and timely integration of unmanned aviation into the National Airspace System (NAS) is a real challenge, and roadmaps towards achieving full integra-
tion are already in place in the US, Canada, Australia, South Africa and European Union (EU). However, integration into the airspace system depends on the classification of the UAS. Defense agencies (like the U.S. DoD) have their own preferred classification standard, while civilian agencies and civilians classify UAS by size, weight, range, endurance, flying altitude, etc. Table 1.1 below shows a broad classification of UAS along with potential uses. A rather accurate classification of UAS is also provided in [1], which is depicted in Table 1.2. Regardless, before complete integration of manned-unmanned aviation, additional challenging problems need to be addressed and solved, which include, among others, flight control systems, sense-detect-and-avoid and see-and-avoid systems, communication spectrum, standards, unmanned aviation safety and reliability, etc. [6][7].

Table 1.1: Broad UAS classification with potential uses

<table>
<thead>
<tr>
<th>Altitude</th>
<th>Endurance</th>
<th>Typical Uses</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Altitude</td>
<td>Over 60,000 ft (above class A airspace)</td>
<td>Days/Weeks</td>
</tr>
<tr>
<td>Medium Altitude</td>
<td>18,000-60,000 ft (class A airspace)</td>
<td>Days/Weeks</td>
</tr>
<tr>
<td>Low Altitude</td>
<td>Up to 18,000 ft (class E airspace)</td>
<td>Days/Weeks</td>
</tr>
<tr>
<td>Very Low Altitude</td>
<td>Below 1,000 ft</td>
<td>Days/Weeks</td>
</tr>
</tbody>
</table>

Timewise, the Class-I UAS/UAVs with MTOW <= 25 lbs. will be the first to be allowed to fly in restricted civilian space. Thus, it is logical to focus on Class-I UAS and develop reliable methods, techniques, tools and technology to improve safety and reliability during flight. The mid-air collision avoidance problem is one of the most important ones that needs to be addressed and solved, and this is not possible without first developing a robust obstacle detection methodology, applicable in real-time. This challenge has provided motivation and rationale for the thesis.
Table 1.2: Accurate classification of UAVs (Taken from [1])

<table>
<thead>
<tr>
<th>tactical</th>
<th>Micro</th>
<th>Mass</th>
<th>Range</th>
<th>Flight Alt</th>
<th>Endurance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mini</td>
<td>Mini</td>
<td>&lt;20/25/30/150</td>
<td>&lt;10</td>
<td>150/250/300</td>
<td>&lt;2</td>
</tr>
<tr>
<td>CR</td>
<td>Close Range</td>
<td>25-150</td>
<td>10-30</td>
<td>3000</td>
<td>2-4</td>
</tr>
<tr>
<td>SR</td>
<td>Short Range</td>
<td>50-250</td>
<td>30-70</td>
<td>3000</td>
<td>3-5</td>
</tr>
<tr>
<td>MR</td>
<td>Medium Range</td>
<td>150-500</td>
<td>70-200</td>
<td>5000</td>
<td>6-10</td>
</tr>
<tr>
<td>MRE</td>
<td>MR Endurance</td>
<td>500-1500</td>
<td>&gt;500</td>
<td>8000</td>
<td>10-18</td>
</tr>
<tr>
<td>LADP</td>
<td>Low Alt. Deep Penetration</td>
<td>250-2500</td>
<td>&gt;250</td>
<td>50-9000</td>
<td>.5-1</td>
</tr>
<tr>
<td>LALE</td>
<td>Low Alt. Long Endurance</td>
<td>15-25</td>
<td>&gt;500</td>
<td>3000</td>
<td>&gt;24</td>
</tr>
<tr>
<td>Strategic</td>
<td>HALE</td>
<td>High Alt. Long Endur.</td>
<td>2500-5000</td>
<td>&gt;2000</td>
<td>20000</td>
</tr>
<tr>
<td>Strato</td>
<td>Stratospheric</td>
<td>&gt;2500</td>
<td>&gt;2000</td>
<td>&gt;20000</td>
<td>&gt;48</td>
</tr>
<tr>
<td>Exo</td>
<td>Exo-stratospheric</td>
<td>TBD</td>
<td>TBD</td>
<td>&gt;30500</td>
<td>TBD</td>
</tr>
<tr>
<td>Special Task</td>
<td>UCAV</td>
<td>Combat UAV</td>
<td>&gt;1000</td>
<td>+/- 1500</td>
<td>12000</td>
</tr>
<tr>
<td>LET</td>
<td>Lethal</td>
<td>TBD</td>
<td>300</td>
<td>4000</td>
<td>3-4</td>
</tr>
<tr>
<td>DEC</td>
<td>Decoys</td>
<td>150-500</td>
<td>0-500</td>
<td>50-5000</td>
<td>&lt;4</td>
</tr>
</tbody>
</table>

1.2 Problem Statement

The problem of mid-air collision avoidance is a challenging one. It is a prerequisite to timely and gradual integration of unmanned aviation into the NAS. The challenge becomes even greater given that no ‘standard technology’ or ‘standards’ have been developed.

Mid-air obstacle detection and mid-air collision avoidance methodologies, techniques, tools and support technologies are classified in two main, broad, categories:

1. Sense-detect-and-avoid systems, SDAA (non-visual based). Such systems are mostly based on RADAR or LiDAR technologies.
2. See-and-avoid systems, SAA (vision-based). SAA systems are derived and implemented following either monocular or stereo vision methodologies, each having advantages and disadvantages.

Federal authorities like the FAA (Federal Aviation Administration) recommend ‘dual’ systems onboard UAVs, that is, a combination of SDAA-SAA, which should function independent of each other and in unison. However, depending on the class of the UAV, effective payload may limit onboard sensors due to size and maximum takeoff weight (MTOW) restrictions. To be exact, Class-I UAVs with MTOW <= 25 lbs. (USA classification) limit considerably flexibility of choosing onboard sensor modalities.

Although when using UAVs in military domain applications cost may not be a factor, for civilian and public domain use of UAVs (i.e., search-and-rescue, emergency response, precision agriculture, traffic monitoring, infrastructure inspection, fire detection, etc.) cost is an additional factor (to size, range, endurance and payload limitations) when building such complete unmanned systems.

In this research, the focus is on developing, implementing and testing a low-cost monocular vision system for low-altitude multi-rotor UAVs flying above urban or rural areas, while detecting obstacles reliably, and with a high degree of accuracy. Urban/rural areas, under nominal conditions, are structured, or at worst, semi-structured environments. For example, buildings, roads, infrastructure is static, humans, cars, etc., are dynamic. Emphasis is given on how effective, fast and applicable in real-time the proposed method is, as well as, determining its applicability and limitations.

For proof-of-concept demonstration and evaluation of the proposed methodology, several case studies are conducted using the commercially available Parrot ARDrone 2.0 and ROS, Gazebo and the TUM Simulator package. The proposed monocular vision system will be considered installed onboard the quadrotor, which will be commanded to hover and maintain its position, as well as fly at a fixed altitude - the z component of the (x, y, z) Cartesian coordinates is fixed. Simulated experiments will be based on real
ARDrone, camera, ROS and Gazebo constraints. Studies will show how the quadrotor detects objects, from a single object to multiple objects, and how each object is classified within the image. The robustness of this method will directly tie in to applicability for obstacle avoidance, so the quadrotor can safely navigate within an environment.

It is expected that the end-result will be a functional, modular software-based tool (ARDrone 2.0, ROS, Gazebo, TUM Simulator) that will be expandable based on future work and used for educational purposes and for laboratory studies in computer vision, UAV collision avoidance and path planning. In addition, this research will reveal implementation limitations of existing support packages like ROS and Gazebo.

1.3 Proposed Solution

The proposed solution centers on developing and implementing a software-based modular and cost-effective algorithmic solution to the Class-I UAS obstacle detection problem. Results from obstacle detection can be used for obstacle avoidance. Combined, obstacle detection and avoidance solves the mid-air collision avoidance problem. It derives and tests a lightweight sophisticated algorithm for obstacle detection using monocular vision, which is real-time implementable. The testbed platform is the Parrot ARDrone 2.0, while the world environment (simulated world) is created using the Robot Operating System (ROS), Gazebo simulation environment, and the TUM simulator package. The algorithmic approach is provided in terms of the following steps, given the testbed dynamics model:

- Acquire frames from the monocular camera onboard the quadrotor
- Run the acquired frames through an edge detection algorithm
- Apply contour detection to the processed edge detected frame
- Filter the obstacles detected in the scene to only focus on the obstacle interesting the quadrotors path
1.4 Summary of Contributions

Thesis contributions are summarized as follows:

- Expanding and simplifying preexisting technologies used for mid-air obstacle detection, without affecting performance. This means having time efficient software which can run in real-time.

- After obstacle detection, determination of whether the detected obstacle constitutes a threat to the UAV/quadrotor, meaning, determination of whether the object is in the flight path of the UAV, or its trajectory is in a collision course with the UAV trajectory.

- Recommendation on how the aforementioned obstacle detection algorithm can be further developed into a collision avoidance algorithm.

- Delivering an open-source software tool for educational and research purposes, to be used by other groups, and as educational tool in related courses.

1.5 Thesis Outline

The thesis is organized as follows: Chapter 2 presents related work and relevant literature review, summarizing advantages and disadvantages of other approaches. Chapter 3 presents in detail the problem statement, while Chapter 4 describes the proposed methodology to address and solve the problem under consideration. Chapter 5 focuses on proof-of-concept demonstrations and includes several case studies and results. Chapter 6 offers discussion, conclusions and future work. Appendices include support material and other data as needed.
CHAPTER 2: LITERATURE REVIEW

This Chapter reviews and summarizes closely related research to the topic of the thesis. It discusses different tools, techniques, and methodologies used for obstacle detection and UAV path planning, and reports on different hardware setups that have been implemented.

Stereo vision-based and monocular-vision based approaches are presented first, followed by a summary of the most closely related simultaneous localization and mapping (SLAM) approaches. Selected non-vision-based approaches are also discussed for completion purposes. Then, higher level techniques for object detection, and some relevant path planning techniques are summarized. The Chapter concludes by summarizing different simulated environment set ups.

2.1 Vision Based

Vision-based systems and their implementation rely on stereo or monocular vision. The basis of stereo vision relates to reconstructing a 3D image using multiple image sources. These sources vary from using two cameras, also known as binocular vision, or multiple cameras. Cameras are setup to acquire the same image from different angles (vantage points) and fuse acquired images together to form a 3D and/or depth image. Images provide accurate representations of the surrounding area with detailed information, such as distance between objects, scale of objects, motion within the field of view (FOV), etc. Stereo vision systems are usually coupled with other concepts, like simultaneous localization and mapping (SLAM), and optical flow, to name the most commonly
used approaches, due to robust representation of the perceived 3D environment? details are provided in subsequent sections. The construction of a 3D scene from the camera feed is based on what the lenses see/observe in 2D. This, when appropriate allows for simplification as the need for a 3D representation of the environment is not required, for example see [8] that discusses obstacle avoidance using UAVs, where a single 2D passive vision sensor is used to generate measurements of the surrounding environment, and an Extended Kalman Filter (EKF) is implemented to estimate the relative position of detected obstacles. Avoidance actions depend on a collision cone approach that is derived and used as criteria to examine if there is an obstacle in the UAV path. A minimum-effort guidance method is implemented to track multiple targets. Images are processed in real-time, and an object is said to be within the critical section of a generated collision cone if its relative velocity vector intersects the UAVs? relative velocity vector.

Unlike stereo vision, monocular vision relies on using a single camera. For monocular vision approaches to function and provide the same or similar results as stereo vision, the monocular vision system must first acquire an image of the scene, then capture a new/second image of the scene after moving to a different calculated position. This resembles how a stereo vision system functions, thus, resulting in having the same effect as binocular vision. What makes monocular vision challenging, is its limitation to static scenes. If the scene is dynamic, the potential for errors in calculation and reconstruction of the 3D scene and depth images is high.

Reported research in [9] extends the monocular vision approach by incorporating depth estimation within the image. Depending on camera parameters (that are unique to each device), distance can be estimated between the detected obstacles in the center of the image and the sides of the image. The relationship of the camera parameters between the actual 3D space and the perceived 2D space may be used to find the converging lines of the image, which are considered to be the center of the frame. This calculated center is, then, used to estimate actual distances between objects in the frame. This technique is
very effective, but it may suffer from low camera resolution or if the camera orientation changes. A similar approach is reported in [10], which estimates distances between objects and the camera by calculating the Euclidian distance between them. The algorithm works by first computing obstacle position in 3D space, and then back projecting the obstacle feature points. Research in [11] also uses distance estimation along with the monocular system, but for forward collision warning systems in cars. However, this method is highly depended on a-priori information, car width for example. If this is known, then, based on the pinhole method for object location and size estimation, the width of the detected object is inversely proportional to the width of the car.

Research in [10], and [11] uses the concept of virtual horizon estimation; however, this concept is basically the focus of [12] and it is used for obstacle detection. An algorithm is presented, which is optimized for monocular camera systems located very close to the ground. Inverse perspective mapping is used for obstacle detection that is extended to appearance-based object segmentation. Virtual horizon estimation and inverse perspective mapping are run on a virtual image, which is constructed from what is considered to be the first frame of the algorithm; results are, then, compared with the second following image. The differences between these images help calculate object position and distance estimation. The main drawback of this approach is its limitation to detect and avoid free-hanging obstacles. Another concept reported in [12] focuses on distance estimation, which is also reported in [13] and [14]. The former uses circle-based Hough Transforms to detect the size of pixels, and then compares frames (frame by frame) to find changes in the images. The latter uses line-based Hough Transforms along with the pinhole camera model to calculate distance to an obstacle. The downside of this approach is the need for a-priori information of the environment.

Reported research in [15] uses a monocular camera system, however, it does not rely on it. This technique is called Appearance Based Obstacle Detection, and it is implemented based on three key assumptions: obstacles differ in appearance from the ground,
the ground is relatively flat, and there are no overhanging obstacles. Appearance Based Obstacle Detection is based on pixel classification, meaning that any pixels that are not within a specific color range are classified as objects. In this way, path planning becomes an easier task to achieve. The limitation is that if any of the assumptions are not true, the algorithm is prone to large errors.

All previous papers include robust algorithms, but most are computationally intensive and rely on external hardware for computations rather than onboard the UAV computations to achieve the final goal of obstacle detection. This limitation dictates that they are not suitable for use in this thesis as the objectives are simplification and efficiency of implementation with all computations occurring in real-time, onboard the UAV (quadrotor) to achieve obstacle detection.

### 2.2 Extended Vision-Based Systems

Construction of a 3D environment using computer vision techniques and approaches is a well-known and widely researched area in robotics. However, when navigating in an unknown (dynamic) environment with no pre-determined goal (i.e., end location to be reached), the 3D environment construction may be insufficient for the robot or robots to complete assigned missions. In such cases simultaneous localization and mapping (SLAM) is a must! That is, construct a 3D map of the environment as the robot navigates autonomously within the environment, and update/mark the robots’ location as the map expands. The work in [16] uses SLAM to explore an unknown environment; a front facing stereo camera system that is composed of two monocular cameras acquires images that are used for localization and mapping, while a bottom facing camera is used for optical flow and pose.

3D representations of an environment may be computationally costly; in highly dynamic environments pertinent algorithms may be difficult to implement. To overcome this limitation, optical flow algorithms offer a viable alternative solution. Optical flow is
the change of structured light in an image, that is, change in relative motion between the scene and the camera lens [17]. This technique has proven to be very robust, as shown in [18] where optical flow is used to measure the relative motion between the robot and a specific object. Obtained information is then used for navigation purposes as demonstrated via an example: if within the image, the left side has greater optical flow values than the right side, the robot must turn right to avoid collision with the object creating the large optical flow. A more robust approach is presented in [19] in which stereo vision and optic flow are combined in one implementation. Two fisheye lenses are used for vision, segmenting what the lenses acquire into two separate algorithms: the center of the lens is used for stereo vision to detect obstacles, and the edges of the lens are used for optic flow calculations to keep the robot/UAV centered. This allows for priority to change between optic flow and stereo vision as needed. That is, if no obstacles are detected in front of the UAV, optic flow takes over to keep the UAV centered in its path; if an obstacle is detected, stereo vision takes over to avoid the obstacle.

Like [19], work in [20] also uses optic flow for positioning and navigation at the expense of additional hardware (overhead) onboard the UAV. Fusion of ultrasonic, infrared, inertial and pressure sensors is used that allows for more accurate readings and computations. The obvious drawback of the need for additional hardware (and added cost) compared to other commercially available off-the-shelf UAVs. A second configuration that uses more hardware than typically found in commercial UAVs is the one found in [21] that includes two stereo vision systems and an inertial measurement unit (IMU). The use of two stereo vision systems allows for implementing fast vision algorithms as one set is used for object detection and the other for localization. The acquired information is used to create a 3D map of the environment, which then allows for deriving a path planning algorithm.

As optical flow algorithms may be costly performance-wise, RADAR- and LiDAR-based approaches and techniques offer viable alternative solutions. In [22] a laser range
finder is used along with video and image processing techniques for navigation purposes. The algorithm assumes a static environment and uses LiDAR to create a map of the robots' surroundings. This approach allows for a more robust environment representation and for a more lightweight optical flow model to be used - optical flow is only used for position estimation. Although robust, this algorithm depends on the constraint of having a static environment; when the environment is dynamic, this approach is likely to fail. Other approaches may be found in [23], which imitates a sonar system through a monocular camera using a technique called Visual Sonar. The algorithm first detects obstacles and does partial identification of obstacles, followed by creating and updating a radial map of its environment. The robot computes the open areas it can move to while avoiding obstacles using the radial map. Obstacles are classified by their pixel values (colors), compared to the ground pixel values. This technique will not work in an environment where obstacles are very similar in color to the ground. Visual sonar is also found in [24] where it is used to store data found from image frames acquired by the camera. Data is used to segment the frame into different regions representing free space, ground, and obstacles.

Two additional techniques have incorporated GPS and motion capture systems. In [25] GPS is used to provide noisy estimates of the current state of the UAV and a shortest path between two points within a known environment. Following this, a vision system (onboard the UAV) is used to provide more accurate data for path computation; combined, this results in a collision-free course. Most systems, however, steer away from using GPS due to limitations within GPS-denied environments and because of connectivity issues. The use of motion capture systems is may also be limited in scope, depending on the specific application. In [26] a motion capture system is used, VICON, for map and motion estimation, path planning, optical flow, guidance, and control. This is achieved by placing special tracking dots on the UAV used, MAV, and then tracking these dots through
the camera system. This technique is robust but suffers from limited applicability due to requirements for specialized equipment.

There also exist more sophisticated approaches to study and solve the problem of obstacle detection and avoidance. In [27] obstacle avoidance is accomplished by using a collision avoidance law based on the conventional proportional navigation law. The objective is to maintain a predefined safe distance between the aircraft and a detected obstacle. To achieve this objective, a collision avoidance vector is defined first for the aircraft. Then, a second vector is defined that registers the heading angle of the aircraft and is compared to the heading angle and heading vector of the detected obstacle. This results in a collision vector between the aircraft and the obstacle, and depending on when/how these vectors intersect, the aircraft is guided away from the obstacle. This all takes places while the aircraft is in avoidance mode, and once collision avoidance has been achieved for a given object, the UAS switches back to navigation mode as it continues navigating. The approach is mostly used in missile guidance systems, but it can be used for autonomous navigation in aircrafts as well. Another higher level approach is reported in [28], which incorporates task assignment and path planning to a set of fixed-wing aircrafts. This is achieved through the use of two algorithms and a search tree. The first algorithm is an exhaustive search algorithm that improves over time and produces a minimum cost solution, while the second algorithm is a greedy algorithm, which provides a quick solution to the problem of obstacle avoidance. The tree is a decision tree that holds the solutions of the exhaustive search algorithm. This solution addresses the difficulties encountered from a single person operating multiple UAV’s and the growing need for multiple UAV’s in use for different functions. The solution is split into two parts: motion planning and task assignment. For motion planning, the problem is formulated into a decision tree with having the targets position, vehicles initial configurations, and obstacles vertices be tree nodes. Each branch of the tree represents a described path, whether it is direct without any obstacles, or requires the UAV to avoid obstacles. Following this, task assignments
are produced. Task assignments are represented in the tree with each node holding a "lost benefit" cost. This cost is the amount of time it takes for the vehicle to reach the desired target. The greedy algorithm presents an upper bound for the cost, eliminating any unnecessary explorations in the tree. The exhaustive search then comes in and updates this bound until an optimal solution is found.

All reviewed research offers insight on the plethora of algorithms available for obstacle detection and avoidance, extending beyond just the reconstruction of a 3D environment. The main drawback is that most techniques utilize specialized hardware configurations that are not found in commercially available off-the-shelf UAVs. However, in this thesis, information and knowledge gained by reviewing pertinent techniques will be used to derive a simple and effective robust algorithm that is easily implementable in off-the-shelf UAVs (quadrotors) with the absolute minimum of hardware overhead.

2.3 Path Planning

Autonomous navigation is a two-step problem: obstacle detection, and path planning. There exist different algorithms, approaches, and solutions to path planning. Rapidly-exploring Random Trees (RRT) are reported in [29], which extends the RRT algorithm to use a KD tree (KD trees are a data structure that are based on a nearest neighbor approach to storing spatial data). This allows for improved planning efficiency and quality of the generated paths. The idea behind this approach is that similar states will arise again, meaning, the world is changing, but not by much.

Another extension to the RRT algorithm is found in [30], which includes the A-Star algorithm for path planning to efficiently determine the cost of each randomly generated way-point. A very similar implementation can be found in [31], which uses these methods in a game design environment. A basic implementation is found in [32], which uses the RRT algorithm to compute multiple paths, and the runs Dijkstra’s path planning algorithm to find the shortest path.
Lastly, [33] uses stereo vision to represent the environment in a probabilistic roadmap, and uses this in conjunction with the D* Lite Algorithm for path planning and obstacle detection. Through this method, obstacles are detected using stereo vision, which then builds a 3D occupancy map. The path planning is done using the probabilistic road maps, and D* Lite is used to search for a shortest collision free path.

2.4 Simulated Environments

Four main stages of the development cycle which are found in any development approach are design, implementation, testing, and release. The aforementioned sections fall within the design and implementation stages. The testing stage is what bridges the gap between the implementation and released product, and it can be the most time consuming and tedious stage. It is in this stage which bugs and errors will be found, and a step backwards in the development cycle must be taken to correct the implementation.

Testing of projects can be very time consuming, expensive, and in many cases, not possible. This is especially true for military systems, space systems, disaster relief solutions, etc. This is where the use of simulations comes into play; simulation environments are in abundance, many with very specific applications for each system. Gazebo, [34], is a fully featured robotics simulator which allows for fast and efficient testing of algorithms. The simulated world can be configured to match any scenario needed, represent any real world environment, and include all relevant laws of physics needed. To extend upon Gazebo’s functionality, it also allows for custom plugins to be created and ported into the simulation environment. This allows for very specific test cases to be handled and controlled exactly as desired.

Unlike Gazebo, there are simulators which are built for a specific purpose. Subsim is one of these simulators [35] [36]. The main purpose of this simulator is for submarine games and warfare. It features a fully featured physics engine and configuration environment. A similar approach is taken with the X-Plane simulator, which solely focuses on
aircrafts [37]. X-Plane also allows for custom aircraft creation, custom scenery creation, and custom code plugins [38]. Similar to X-Plane is Flightgear, which also allows for custom creations to be imported and used into the world [39].

Switching back to more general purpose simulators, Unity 3D is a game design software package which allows for full customization of the environment, models, physics, etc. [40]. It is mostly used for game development, however, its features allow it to be used for more than just game oriented purposes. Unity 3D supports many types of algorithms and approaches, from simple proportional-integral-derivative (PID) controllers, to machine learning. This allows for any test cases desired to be programmed and implemented within the simulator created in Unity 3D.

For the purpose of this thesis, Gazebo has been chosen due to its simplicity and its ability to be ran on the Robot Operating System (ROS).

2.5 Remarks

The presented literature review only covers a small field of the voluminous research that exists within obstacle detection and obstacle avoidance. Papers mentioned above were hand picked for this review due to how closely they relate to the subject of the thesis. However, the provided review reveals the need to develop the proposed obstacle detection system.
CHAPTER 3: TECHNICAL PROBLEM STATEMENT

The solution to the problem of obstacle detection for mid-air collision avoidance is twofold. It requires accurate modeling and sensor-based navigation/control of the UAV (or UAVs) and, accurate modeling and representation of the world environment. When a simulated environment is considered, then, the simulated environment must reflect reality and account for real-world constraints for the results to count. In this thesis, ROS, Gazebo and the TUM Simulation library are used as tools. ROS is an industry standard in robotics and includes multiple libraries that are optimized for development. It serves as the underling development environment to implement and test the proposed solution. Gazebo is a real-world simulation environment that is interfaced (pre-installed) with ROS. Gazebo is used for visualization purposes - to ‘see’ how the proposed solution is implemented and tested. The ROS-Gazebo ensemble allows for an accurate controlled environment with realistic constraints in which multiple test case studies are conducted to evaluate performance of the proposed methodology. The interface between the UAV/quadrotor and the simulated environment is achieved through supplemental technologies provided by the TUM Simulation library that facilitate a simple run-execute work test bench, which can also be ported to run on a physical UAV (quadrotor).

SAA systems have limitations, some of which are not found in SDAA ones. Two key factors that differentiate the two approaches relate to hardware and processing power. Off-the-shelf monocular systems (SAA systems) are limited by processing power. This limitation dictates the need for fast, but efficient, algorithms to overcome computational burdens. The proposed solution to the problem of obstacle detection for mid-air collision avoidance addresses this problem and overcomes this limitation.
The rest of this Chapter provides an in-depth analysis of the technologies used, followed by a technical description of the problem statement and configuration to be adopted.

3.1 ROS

ROS is a framework created to ease the development of robotics software. In its core, it is a compilation of libraries and tools that promote collaborative software development [41]. For a stable instalment and execution, ROS must be installed on a Linux distribution. Based on the Linux distribution, ROS has separate distributions for system specific requirements. The distributions used for the proposed configuration are Ubuntu 14.04 and ROS Indigo.

The quadrotor of choice is the Parrot ARDrone 2.0. In order to start developing using this platform, the UAV drivers must be downloaded. A pre-existing library is the ‘ardrone_autonomy’ library, and it has been created specifically for this type of development within ROS. It is based on the official SDK of the ARDrone, so all components of the drone are accessible to the programmer. Once installed within the ROS ecosystem, the next library used is the OpenCV library, ‘cv_bridge’. OpenCV is a collection of computer vision algorithms that have been implemented and optimized for peak performance on a system. The cv_bridge library converts ROS images, one of the pieces of data utilized, to OpenCV images. This allows for direct use of the vision library within the code without any extra steps required, meaning, no external accesses to files and drivers are required. Proper setup of these components is the main prerequisite to begin development for a solution to the problem stated above.

The capabilities ROS presents are attributed to its modularity; it is created in a way that allows for it to be distributed and modular. This allows for the user to only use desired components of ROS, instead of the full framework - one of the main advantages ROS provides. However, all this modularity comes with limitations. The core limitation and disadvantage of ROS is user friendliness [42]. It is a very complex system with multiple
steps required to begin development, with insufficient documentation to support these steps and development.

3.2 Gazebo

Gazebo is an environment specifically created for robotics simulations, featuring a robust and accurate physics engine, high-quality graphics, and programmable user and graphic interfaces. Modeling of robots, environments, regression testing, AI training, and algorithm testing, are all possible within this virtual environment [34]. Gazebo is a standalone program which comes preinstalled with ROS, however, to fully utilize all of its features and achieve desired execution, it must be interfaced within the ROS framework. Once this is complete, robotics models can be programmed and simulated.

Gazebo can be a very powerful tool when setup properly, and a simple API interface means models and sensors can be easily imported into the world. This is one of the main advantages provided from this simulator. This simplicity and ease of use however, is matched by one limiting factor: heavy computation within Gazebo is very taxing on the hardware. This can be reduced on systems with special implementations to take advantage of GPU modules or development environments which use libraries to alleviate computations Gazebo has to perform, but these limitations are still to be heavily considered on everyday systems.

3.3 TUM

TUM simulator is a ROS package developed at the Technical University of Munich, which takes advantage of ROS and ardrone_autonomy libraries, allowing for a direct interface between the ARDrone platforms and Gazebo and ROS. It acts as an extension to Gazebo, allowing for direct and seamless simulation of the drone’s components. Current defaults are set to the ARDrone 2.0. However, these parameters can be adjusted.
The TUM simulator library is a very powerful tool, with its main drawback being broad applicability.

The simple interface with the quadrotor makes for simple development, but extending its application is a very difficult task. The other main limitation of this library is its extension to other platforms. It is created on the ARDrone framework, so extension to other platforms would require a complete redesign of the library.

### 3.4 Technical Description of the Problem Statement

ROS, Gazebo and the TUM Simulator library are the support software tools that are configured and integrated in one ensemble using Ubuntu 14.04 (Linux based). The ROS framework is installed on top of Ubuntu 14.04 and it will be the base for the robotics development environment. The Gazebo simulator is then properly interfaced within the ROS framework to allow for full access to the robotics components of any models used. The ardrone_autonomy and cv_bridge libraries are installed to allow for proper installation of the TUM Simulator package. This set up with its constituent components properly installed and configured provide the set-up simulated environment. Figure 3.1 provides a visual representation of the aforementioned system and the hierarchy of the systems within each other. Following this, Figure 3.2 displays how each piece of software, library, and package relates to each other.

### 3.5 Remarks

This chapter presented an in depth discussion of the problem statement, its components, and the technologies used. Pros and cons to each piece of software, package, and environment were discussed, along with how they are used. The following chapter presents a detailed, step by step solution to the problem of obstacle detection for avoidance, followed by extensions into obstacle avoidance.
Figure 3.1: Proposed hierarchy
Figure 3.2: Visual representation of the interfacing libraries
CHAPTER 4: PROPOSED METHODOLOGY

This Chapter presents the in-depth description of the proposed cost-effective methodology to solve the problem of obstacle detection for avoidance using monocular vision. The simulated environment configuration (using available software libraries, packages and tools) is presented, followed by the derived algorithms and procedures to solve the problem. The proposed solution involves breaking the overall problem into subproblems: i.) environment setup, ii.) frame acquisition followed general obstacle detection, and iii.) filtering to focus on object intersecting quadrotors path. Then, integrated implementation results in the solution of obstacle detection for avoidance.

At first, the proper setup of the development environment is presented along with its corresponding capabilities and limitations. This is followed by the specifics for obstacle detection. The following section presents ways in which obstacle avoidance can be achieved based on the aforementioned obstacle detection algorithm. The last Section summarizes the functional / operational capabilities of the overall configuration.

4.1 Fundamentals of the Simulated Environment

The simulated environment is configured using the following components:

- Ubuntu 14.04: This is the main operating system (OS) that is used. Ubuntu is the OS of choice due to its high degree of configurability, which facilitates installing all constituent components to develop the simulate environment and implement the proposed solution to obstacle detection and avoidance.
• ROS Indigo: ROS, the Robot Operating System, has been specifically created for development (implementation and testing) of robotics applications. It supports a plethora of UAV pertinent libraries making it the obvious choice. Moreover, its wide applicability to diverse applications, makes it a suitable platform for comparative studies. The specific version of ROS used in this thesis, Indigo, is the stable released version for Ubuntu 14.04.

• Gazebo: Gazebo is chosen for its ease of model portability, and ease of connectivity between software modules, tools, and libraries developed within ROS and virtualization. Testing on physical hardware can be very time consuming and expensive. Virtualization is a cost-effective and efficient method of testing, usually done within a specific software (Gazebo in this case) rather than on physical hardware.

• TUM Simulator: The TUM Simulator is used because of the development libraries it provides, and because of its effective connectivity between UAV drivers and ROS.

• OpenCV: OpenCV is used for implementing image processing algorithms. It includes algorithms that are optimized for fast implementation, which makes them suitable for run-time/time-complexity applications.

• Python 2.7: Python is preferred because of its ease of use as a scripting language. To be more specific, Version 2.7 is chosen because it is supported by the aforementioned OS, software, and related libraries.

• ardrone_autonomy: ardrone_autonomy is used because it allows for direct interfaces between the user/programmer and the Parrot ARDrone? s hardware.

• cvbridge: cvbridge is a package that connects OpenCV with ROS, and allows for direct access to video streams produced by the UAV under consideration.

The commercially available (prototype) UAV that is integrated and will be functioning within the simulated environment is the Parrot ARDrone 2.0. This UAV has a video
resolution of 720p (1280x720), H.264 Video Format, a frame rate of 30 frames per second, it includes a 3-axis stabilization, and wireless video transmission support. Its dimensions are 23 x 0.5 x 23 inches, and it has a weight of 4 pounds.

Next, a step-by-step guide is presented to detail how the adopted simulated environment is installed and configured. The numerical list describes the action performed, and the bulleted subsections present the command which is entered into the terminal.

1. Install a working version of Ubuntu 14.04. This is done so the development environment has a base operating system.
   - Ubuntu can be found here: https://www.ubuntu.com

2. Download and install ROS Indigo. This will act as the main development environment for the proposed solution.
   - sudo apt-get install ros-indigo-desktop-full

3. Create a ROS workspace. ROS workspaces are folders which hold all information for that specific project. Many workspaces can exist within a ROS system. The following two commands create a folder and turn it into a workspace.
   - mkdir -p /catkin_ws/src
   - cd /catkin_src
   - catkin_init_workspace

4. Build the workspace. This is equivalent to compiling a program; a workspace is built so that it be recognized by ROS as a workspace. The following commands navigate the user into the created workspace and build it.
   - cd /catkin_ws/
   - catkin_make
5. Create a package to store development files, dependencies, and libraries. A package is a folder within a ROS workspace. The following commands navigate the user to the proper folder and create the new package to be used.

   - cd /catkin_ws/src
   - catkin_create_pkg <package_name> [dependency] [dependency] ...

6. Install ROS ARDrone drivers so that the UAV's hardware will be directly accessible. The following commands navigate the user to the proper folder, downloads and installs the required files, and re-builds the workspace with all the new additions.

   - cd /catkin_ws/src
   - git clone https://github.com/AutonomyLab/ardrone_autonomy.git -b indigo-devel
   - cd /catkin_ws
   - rosdep install –from-paths src -i
   - catkin_make

7. Install full version of Gazebo. This done so that all features of Gazebo are available for use.

   - sudo apt-get install ros-indigo-gazebo-ros-pkgs ros-indigo-gazebo-ros-control

8. Connect Gazebo and ARDrone drivers through TUM Simulator. The following commands navigate the user to the proper file, downloads and installs all required files, and builds the workspace once more.

   - roscd
   - git clone https://github.com/tum-vision/tum_simulator.git
   - export ROS_PACKAGE_PATH=${ROS_PACKAGE_PATH}:'pwd'/tum_simulator
• rosmake cvg_sim_gazeboPlugins
• rosmake message_to_tf

9. Launch a test world

• roslaunch cvg_sim_gazebo ardrone_testworld.launch

10. Update the file ‘cmakelists’ to include ‘cvbridge’ in order to use OpenCV

These commands give a basic outline of how to setup and configure the development environment. Following these commands, a workspace named tum_simulator_ws was created. Inside this workspace, a package named opencv was created inside the src folder. Within the src folder of the opencv package, the python scripts holding the algorithms for the solution are implemented. In order for the python scripts to become executable files, the following command must be ran:

• chmod +x <filename>.py

Once this has been done, the following commands allow for development and execution of the scripts:

1. export ROS_PACKAGE_PATH=$ROS_PACKAGE_PATH:’pwd’/tum_simulator

• export package path if needed

2. catkin_make

• build package if needed

3. ./tum_simulator_ws/devel/setup.bash

• set bash dependency

4. roslaunch cvg_sim_gazebo ardrone_testworld.launch

• start Gazebo with a launch file to run the scripts
5. rosrun <package_name> <file_name>.py

- run the script on the opened gazebo world

Figure 4.1 depicts an illustration of the world being used within Gazebo.

![Figure 4.1: Gazebo world](image)

### 4.2 Obstacle Detection

Challenges related to obstacle detection that must be addressed and overcome include, among others, free-floating obstacles, ground-based obstacles, nongeometrically-shaped obstacles, static and dynamic obstacles, as well as randomly moving dynamic obstacles (i.e., unpredictable trajectories). Such challenges impose pertinent constraints on algorithm derivation and affect real-time algorithm applicability, which is a function of and depends on the execution time of the derived obstacle detection algorithm(s). For example, a "slow" obstacle detection algorithm (high computational complexity) may not capture rapid changes in an unknown environment, when changes occur because of fast
obstacle movements. When this is the case, onboard the UAV monocular vision algorithms may not fully process (in time) the required information/data to detect obstacles and subsequently avoid them.

There exist several approaches to solve the problem of obstacle detection, as can be observed in chapter 2; however, in this thesis, contour detection is chosen. Contour detection is based on detecting the outline of the object within the environment. It is preferred because it is based upon edge detection, which has been optimized in runtime and complexity, therefore, allowing for near real-time run implementations. Further expanding on the advantages of contour detection, the edges and lines of the outlined obstacle can be used for avoidance applications, including but not limited to, optical flow, bug algorithms, and image segmentation for movement applications. More details on these applications can be found in the sections to follow.

The following algorithm explains the proposed solution to the problem of obstacle detection for avoidance. It works on the video stream produced by the UAV’s camera. The video stream is composed of 30 frames per second, and each frame will undergo the processing described in the explanation of the proposed solution. Upon acquisition of the frame, the image first undergoes a greyscale operation. This is done so only one channel is needed for computations, rather than three channels which are needed to represent a color image (red, green blue).

Once the image has undergone a greyscale operation, it is then smoothed to alleviate any extraneous noise which would produce incorrect results. Following this, the image has the Canny Edge Detector kernel applied to it. The resulting image is a binarized black and white image, where all edges are white, and the rest of the image is black. This can be observed in Figure 4.2.

This allows for clear outlines of everything found within the scene. Once this step is complete, an OpenCV predefined contour detection function is applied to the image. As this function runs and analyzes the frame, it creates a tree-like structure with nodes
at different levels. These different levels represent the different types of obstacles in the image. For this application, ‘type’ refers to how the object is classified in the image. For example, the first node of the tree represents all obstacles detected in the frame as a single obstacle (the detected obstacles are grouped together). The second node represents these detected obstacles as individual standalone obstacles rather than grouping them together. The third node of the tree represent contours found within each detected obstacle. Figure 4.3 shows all nodes of the tree being displayed, meaning, all detected objects have bounding boxes showing. For the purpose of obstacle detection, only if an obstacle intersects the path of the quadrotor will it be highlighted. The proposed algorithm focuses on the second node of the tree, holding the information for the detected objects within the whole image. Once this information is acquired, a check is done to see if the detected obstacle intersects the direct straight-line path of the quadrotor. If an obstacle intersects the path, only that obstacle is highlighted. This can be observed in Figure 4.4.
Once the obstacle is highlighted, a second check is done to see how close the obstacle is to the quadrotor. This is done by checking the relative location of the detected obstacle in the scene to the bottom of the quadrotor’s FOV. Since we know the dimensions of the FOV, a predetermined value can be defined to act as a threshold in determining if the quadrotor should keep moving forward or hover in place. Figure 4.5 depicts this algorithm in a visual medium.

The approach mentioned above is applied to the live video stream from the UAV, allowing for real-time obstacle detection. This approach works on both static and dynamic obstacles. Static obstacles are a simple case for detection due to being stationary and easily tracked. Dynamic obstacles however can still be tracked due to the efficient nature of the algorithm, meaning, it is real-time. Similar to static obstacles, if a dynamic obstacle
Figure 4.4: Obstacle intersecting direct path of the quadrotor

This is an image filtered to only display obstacles that intersect the quadrotors path; specifically, obstacles found within the second node of the tree. Quadrotor position is the red dot at the bottom of the image.

Intersects the path of the quadrotor, the quadrotor will highlight it and react accordingly. This can be observed in Figure 4.6.

The advantage this approach has is that it is efficient, and allows for real time detection of obstacles. Efficiency is achieved through the separability of the convolution properties which all used algorithms hold. For example: instead of using one 2D filter for a computation, separability allows for two 1D filters to be used. Analyzing this complexity, if we consider a square image of N*N, the original filter would have a time complexity of O(N^2). The separable filter would have a time complexity of O(N + N) = O(2N), which through Bog-Oh rules simplifies to just O(N). This is an order of magnitude faster than before. This methodology is applied to the grayscale filter, smoothing filter, and Sobel Edge Detection filter.
4.3 Obstacle Avoidance Application

Obstacle avoidance is coupled with obstacle detection. Regardless of the specific method followed and/or implemented, detection and tracking, optical flow, SLAM, object classification, etc., prerequisite to obstacle avoidance is knowledge of the surrounding environment acquired either through detection or received a-priori (mostly when the surrounding environment is static). This knowledge, data or information, in general, serves as the input to the obstacle avoidance algorithm.

The obstacle detection approach is the cornerstone for avoidance algorithms because of its simple and robust nature. Contour detection builds on top of edge detection so that all contours falling within the same category (i.e., within the same node in the tree), represent the objects in the scene that need to be avoided. The edges of these obstacles can be tracked to implement an optical flow algorithm for avoidance.
Another avoidance method that may be used is expanding the parameter space of the obstacle, decreasing the parameter space of the UAV, and moving towards the edge of the obstacle falling nearest to the goal. What this means is the following: if a bounding rectangle for a detected object falls directly on the obstacle contours, the expanded parameter space of the obstacle will have the bounding box increase evenly from all sides, occupying more space in the frame. This difference can be observed in Figures 4.7 and 4.8:

By expanding the parameter space of the obstacles and decreasing the parameter space of the quadrotor, the quadrotor can act as a simple point in space.

One more method for avoidance which can be used based on the aforementioned detection algorithm is a quad-tree based, segmentation approach. More on quad trees can be found in [43] and [44]. This approach has the following characteristics:

- Quadrotor location is the root of the quad tree.
- Segment the frame into 4 quadrants.
- Each quadrant is a new node in the tree.
- If there is a quadrant that has no obstacles, move towards this direction.
- If all quadrants have an obstacle, further segment each quadrant into four more quadrants.
Repeat this process until a reachable point is found, where the quadrotor can safely navigate towards.

This can be further optimized by only segmenting quadrants which are ‘least dense’ with obstacles, meaning, quadrants which have more available free space for the drone to navigate to. One more optimization to add to the latter description can be to add a heuristic value to segment along the less dense quadrants and the furthest reachable point, meaning, furthest possible achievable location for the quadrotor.

Any of the avoidance methods mentioned above can be used to solve the problem of autonomous navigation; however, selection of the approach will be based on hardware, desired motion model, static and/or dynamic obstacles, indoor/outdoor application, etc. For example, the second method mentioned (expanding parameter space of obstacles) can be a very robust avoidance method for environments with well defined obstacles, but...
it might not have such favorable results in environments where the obstacles lack great
definition. Optical flow can perform better under these conditions because it tracks relative motion of detected points. The quad tree method is a little more hardware intensive, therefore it might not act as a real-time algorithm for navigation, or it cannot be used with fast moving dynamic obstacles; fast moving in this case refers to objects which move at a faster rate than the comparable refresh rate of the quadrotor’s camera.

4.4 Remarks

Through testing and modifications, the developed algorithm proved to be a robust implementation for obstacle detection. The flexibility of being able to be used on both static and dynamic obstacles will be very useful if the detection algorithm is used for
an avoidance algorithm. Simplicity in the implementation files allows the user to easily change or modify the algorithm to better suit their needs.
CHAPTER 5: RESULTS AND DISCUSSIONS

5.1 Results

Initial test cases revealed limitations of the detection algorithm, which led to re-design. Limitations were related to cases of not detecting obstacles that fell half-inside and half-outside of the FOV of the quadrotor. This occurred because such obstacles were classified into the first node of the tree structure from the contour detection, rather than the second node, because the whole/full obstacle was not observed; this resulted in considering the visible part of the obstacle within the quadrotor’s field of view a part of the general background of the image. Once this issue was corrected, proper detection of obstacles was achieved.

An important aspect of the algorithm that was tested repeatedly is which specific obstacle the UAV must focus on and avoid. This is an important aspect of the algorithm because it eliminates the need for extra processing, slowing down the overall system. Through only focusing on an obstacle/obstacles which are in the direct path of the quadrotor, less processing power is required, thus making the overall system more lightweight and with faster execution times. This is achieved through a simple intersection calculation between a predefined “danger” area close to the UAV, meaning that if the obstacle is within this area, then, it is marked/outlined in a red bounding box. Figure 5.1 shows an example of this concept, while Figure 5.2 shows all detected objects displayed. This is deemed essential, mostly for the user to be able to understand and follow the UAV decision making process. The UAV continues moving towards the obstacle (forward) until it reaches a predefined distance away from it, at which time the UAV stops moving and
hovers in place. It is at this point where the avoidance algorithm takes control to navigate the UAV around the obstacle.

Figure 5.1: Single object in focus for UAV
This is the result of the algorithm filtering the scene to only focus on obstacles that intersect its direct path. Quadrotor position is the red dot on the bottom of the image.

Several tests are conducted with both dynamic and static obstacles. The obstacle detection algorithm demonstrates reliability and accuracy in detecting and highlighting the obstacles and in commanding the UAV to stop from moving further (after algorithm criteria are met). This reliability is a direct effect of having no difference in detecting static or dynamic obstacles; the same process is in effect, and a bounding box is displayed around the dynamic obstacle once it intersects the quadrotor’s path. This bounding box will remain around the dynamic obstacle as it moves until the obstacle is no longer in the direct path of the quadrotor. To assist the user with what state the drone is in, print statements are displayed for observation. These print statements state whether the drone is mov-
Figure 5.2: All detected objects and contours displayed
This is the algorithm displaying all information/obstacles it has detected in the scene.
Quadrotor position is the red dot on the bottom of the image.

Figures 5.3, 5.5 and ?? show examples of what the statements display.

5.2 Discussions

The development environment (ROS, Gazebo, Ubuntu) played a major role in the flow and ease of development. Upon normal circumstances working from a Linux workstation, meaning, a dedicated desktop computer, the development limitations would have far fewer. For this thesis, development took place on a MacBook Pro, within a virtual machine having Ubuntu installed. This presented the following issues: slowdown of processes within the virtual machine, slower algorithm execution, "buggier" execution runs, meaning, programs would crash unexpectedly. Learning to cope this these issues, development and completion of the thesis was achieved.
Researching the subject of autonomous obstacle detection and avoidance brought many ideas to light, however, it also showcased how much more work there is to do for a full integration of UAV’s into the NAS. Without robust, proper obstacle detection in all environments, weather conditions, various altitudes, etc., proper avoidance cannot be achieved.

5.3 Utilization as an Educational Tool

This software package, along with each associated support library (OpenCV, TUM, etc.), may be used as an educational tool to complement teaching lectures in courses related to robotics, UAVs, image processing, computer vision, and any other field which could deem it beneficial. There are no minimum system requirements for the software package, however, Core i5 processor with a 256GB hard drive (preferably solid state) and
This is an example of a print statement for when the quadrotor is in motion and has detected an obstacle closer than the predefined distance away.

8 GB of RAM are recommended as a minimum configuration. Installation is covered in detail in section 4.1.

Once the system is installed and configured, scripts to control the quadrotor can be added, modified, executed, etc. Models can also be added to Gazebo, different simulated worlds can be created to match specific use cases; the whole software package becomes a ‘playground’ for development.
Figure 5.5: Print statement for object in the far distance
This is an example of a print statement for when there is an object in the quadrotor’s path, but not close enough to stop yet.
CHAPTER 6: CONCLUSIONS AND FUTURE WORK

6.1 Summary of Results

Chapter 5 explained the issues encountered and how they were overcome to produce a successful algorithm in obstacle detection for avoidance. This method proved to be a robust approach to this issue, yielding successful results in the runs tested. Success was measured on how accurately the quad rotor detected obstacles, both static and dynamic, and how it was able to maintain focus on these obstacles as it was moving, or as the obstacles were moving. Changing the parameters in the code for which object to focus on or to display all objects found in the scene proved how robust contour detection can be for obstacle detection. The flexibility, along with the user friendliness of the code, are both valuable assets to this thesis. Going through the script files, the implemented algorithm can be understood upon the initial read.

Furthermore, OpenCV’s optimization of vision based algorithms allow for the development and implementation of efficient algorithms which can execute obstacle detection in real-time. This, along with only processing required information for detection, allowed for an algorithm fast enough for the UAV to encounter dynamic obstacles which intersect its movement path and react accordingly.

The results obtained from the detection algorithm present flexibility in how the algorithm can be extended to implement avoidance. As mentioned in previous sections, there are many different approaches which can be taken for an obstacle avoidance algorithm. The avoidance algorithm to be used is solely dependent upon the type of desired results, the environment in which the UAV will be in, and the type of data wanted for naviga-
tion. An efficient, all around recommended approach for avoidance, is optical flow. This is due to the detected contours of the objects from the detection algorithm, which can be superimposed with points to track relative motion to the quadrotor.

6.2 Contributions

Upon completion of this thesis, the main contribution at hand is the delivery of a modular, open source software tool which can be used for educational and research purposes. Having an efficient algorithm for obstacle detection allows for the expansion of this work to implement an efficient algorithm for obstacle avoidance. Due to the simplicity of the approach and format of the data of the detected obstacles, many different approaches can be taken for obstacle avoidance, as described in sections 4.3 and 6.4. This, due to its flexibility, promotes the modularity of the developed software tool. Lastly, a high end workstation is not needed to run this software tool (although desired). The software tool can run on workstations with lower-end hardware; however, the tradeoff will be on accuracy of the visual representation of what the tool is doing, meaning, instead of the video stream being real time, it will seem 'choppy' and drop some frames; for example, it will display 20 frames per second rather than 24 (which is considered real time). One way to help a lower end system run close to real time is to eliminate display of the print statements, and eliminate the window which displays the quadrotor’s FOV. Movement of the quadrotor will still be seen within the Gazebo simulated world.

6.3 Discussions

Upon completion of this thesis, there are some key takeaways:

- Use the latest version of Ubuntu: This thesis uses Ubuntu 14.04 due to compatibility with the TUM package and ROS Indigo. Using Ubuntu 16.04 would better interface with the latest version of the virtual machine used for development, yielding a more streamlined development experience.
• Use the latest version of ROS: This thesis uses ROS Indigo due to its compatibility with the TUM package. ROS Kinetic, which is the following version, would yield a better development environment due to improvements and bug fixes presented in ROS Indigo.

• Don’t emphasize such reliability on the TUM package: It is because of the TUM package why the specific versions of Ubuntu and ROS were chosen. Not relying on this package for development would have yielded a more streamlined development environment using the latest software.

6.4 Future Research

Expanding upon this thesis, the first step would be to implement obstacle avoidance based on the implemented obstacle detection algorithm. This would bring this research one step closer in assisting with a solution to the problem of autonomous UAV’s being integrated in the NAS. Without this, proper integration cannot be achieved.

There are many ways in which the developed obstacle detection algorithm can be extended to implement obstacle avoidance, some of which are described in section 4.3. Through implementation of any of these methods, a first step to a fully autonomous system will be achieved. Implementing an algorithm which uses all described avoidance implementations can prove to be a very robust approach for accurate obstacle avoidance. As a first step, however, optical flow is recommended for avoidance (as discussed in the previous section). The detected contours of the objects present an easy interface for tracking points to be superimposed on the obstacle and tracked. These points would show the relative motion of the detected obstacle in relation to the quadrotor, allowing the quadrotor to react accordingly to its surroundings. From here, through meticulous case studies and enhancements, robust obstacle detection and avoidance can be achieved.

Further expanding on avoidance, SLAM can be implemented so the quadrotor can create a map of the environment it is navigating. This brings forth the issues of computa-
tion power and memory limits; however, extra hardware can be used/added to achieve this goal. This means that the quadrotor system is no longer an ‘off the shelf’ system. If this path is to be chosen, a stereo camera can be mounted to the quadrotor for distance estimation. Supporting this, LiDAR can also be used, and the data acquired by the system can be processed and fused for a detection and avoidance algorithm.
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APPENDIX A: NOMENCLATURE

Distribution: A bundle/version of software that is ready for use
Drivers: Files that enable communication between software and hardware
Frame: A standalone image from a video sequence
Framework: A package containing common code with basic functionality, which can be overridden to contain specific functionality
FOV: Field Of View
Gazebo: Simulation software
Library: Collection of implemented techniques and algorithms
LiDAR: Light Detection And Ranging
Linux: Operating system
MTOW: Maximum Take-Off Weight
NAS: National Air Space
OpenCV: Open Computer Vision, library containing image processing and computer vision algorithms
Package: A collection of files and information about those files
PID: Proportional-integral-derivative
Platform: A base group of technologies used for development of other technologies
Quadrotor: Multirotor aerial vehicle comprised of four rotors
RADAR: RAdio Detection And Ranging
ROS: Robot Operating System
SAA: See And Avoid
SDAA: Sense Detect And Avoid
TUM: Technical University of Munich, package developed for ARDrone quadrotor
UAS: Unmanned Aircraft System
UAV: Unmanned Aerial Vehicle
Ubuntu: Linux based operating system distribution