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at first glance. In rural area, one might think that males as the main labor force have to keep fit in order to 

perform their tasks properly. As previously mentioned, with machinery becoming more prevalent in 

recent decades, less manual labor is needed in rural areas. Many farmers work in other jobs such as 

drivers, craftsmen, or other type of service jobs most of the time. These jobs provide them with higher 

incomes, and are less restrictive on the requirements of fitness of their body shape. For males in urban 

areas, higher income can also be related to higher body weight since jobs they undertake may require a 

different lifestyle, e.g., more sedentary and less physical activity involved in their job, extra hours 

working without time for exercise, eat-out more, etc. Although on average for males, the effect is positive 

and significant, people with different occupations may experience it differently. 

1.8.3 Semiparametric Estimation 

1.8.3.1 Conditional Wage Function 

Figure 5A and 5B present the semiparametric estimation of the conditional wage function 𝑓(𝐵𝑀𝐼𝑖) in 

equation (6-4) with 95% confidence intervals for females and males using pooled cross-sectional data. 

For females in urban areas, the conditional wage function peaks at a BMI value of around 22. The 

function is flatter in the normal weight range and decrease dramatically in the overweight range. A 

sudden increase in the obese range could be due to estimation error near the boundary. For females in 

rural areas, the conditional wage function peaks at a BMI value of 26.5 and the function is an inverse-U 

shape which means high and low BMI values are associated with lower income. For males in urban areas, 

the curve is generally with a positive slope, and peaks at a BMI value of 30.3, and then decrease slightly 

afterwards. For males in rural areas, the curve keeps increasing and the maximum value (turning point) 

has not yet appeared for the BMI range being studied. 

Appendix Table B4 shows estimates for the coefficients of other covariates. The results are 

consistent with those from the parametric study, which shows the robustness of the nonparametric 

estimation. 
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Specification Test 

One feature of the nonparametric estimation is that adjustments need to be made at the boundary of the 

regression surface. In addition, the numbers of observations above a BMI value of 30 are small (104, 287, 

161, and 246 for the four samples respectively) for all samples. A specification test is conducted to test 

the estimation sensibility near the boundary. Observations with a BMI value over 30 are dropped from 

each sample. Results are shown in Figure 6. For each sample, the general trend is similar to the 

corresponding previous one with full range of BMI. The large difference is for urban females. After 

removing high BMI individuals, the curve becomes much smoother in the end part. It explains the 

previous sudden increase should be due to estimation errors. 

Age-group Study 

Expected log income functions for urban females by age are shown in Figure 7. The income effect of 

BMI varies among different age groups with different peak values. In general, being overweight or obese 

is associated with a wage decline for all age groups.  

Hardle and Mammen’s Test 

In theory, any function can be approximated by a polynomial function to any degree of accuracy (De 

Branges, 1959). For example, using higher order polynomials is an alternative way to address the more 

complex relationship between variables. With a given polynomial specification, regression analysis is 

much simpler and more efficient. But the form of the polynomials is usually unknown ex ante. The 

semiparametric method utilized here can guide the choice of polynomials and paint a full picture of the 

conditional income functions. 

To test if the nonparametric conditional income functions estimated in equation (6-4) can be 

approximated by polynomial alternatives, Hardle and Mammen’s (1993) statistic is used to compare the 

fits between the nonparametric and parametric regression by calculating the squared difference between 

them. Bootstrap method is used to get the critical value for the test. The hypothesis is that parametric and 

nonparametric fits are not different. For rural females, rural males, and urban males, the hypothesis 

cannot be rejected with a P-value of near or over 0.9 for second order and third order polynomials. For 
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urban females, the hypothesis can be rejected with a P-value of 0.02 for second order polynomial, and 

0.12 for third order polynomial. 

1.8.3.2 Compare Results of Nonparametric and Parametric Estimations 

Although not precise, using BMI linearly in the estimation is the simplest way and the results are easily 

interpreted. Using categorical BMI in the estimation is a way to allow for the nonlinearity in the 

relationship. The limitation with categorical BMI is that the choice of BMI cutoff values could largely 

affect the results. From the semiparametric estimation, we see that the curves representing the conditional 

wage functions have different shapes for each study group, and peak at different BMI values (Figure 5A 

and 5B). Therefore, using one set of cutoff values cannot get good estimates for all groups.  

In addition, results from the nonparametric estimation explain the results from the parametric one. 

For example, the partial effects at the average (PEA) of BMI value from the second order polynomial 

estimation are shown in Table 4 and 5. There are difference between the estimates of linear estimations 

and those of quadratic forms. For rural females and urban males, the PEA is greater than the linear 

estimate because of the near quadratic relationship in Figure 5. For rural males, the curve is close to linear 

and as a result the two estimates are similar. For urban females, the curve is the most complex, although 

the linear estimate is negative, the effect is relatively small at low BMI values. 

1.8.4 Quantile Regression 

1.8.4.1 Descriptive Statistics 

Descriptive statistics for quantile regression specifically are presented in this section. Figure 8 plots the 

sample quantile function6 for raw income in the left column and for the corresponding log income in the 

right column by gender and type of residence area. Income values are sorted from minimum to maximum. 

                                                           
6 The cumulative distribution function (CDF) for a random variable Y is the function 𝐹𝑌, which gives the proportion 

of the population for which Y ≤ y, for each value of y. For example, 𝐹(0) = 0.5 for standard normal distribution. 

Quantile function is the value of the inverse of the CDF at pth quantile, that is, a value of y such that 𝐹(𝑦) = 𝑝. For 

example, in the standard normal case, 𝐹(1.28) = 0.9, so 𝑄(0.9) = 1.28, that is, the quantile corresponding to 1.28 

is 0.9. (Hao and Naiman, 2007) 
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X-axis shows the quantiles and Y-axis shows the value of raw income or log income. Although the four 

sub-samples have different income levels, the shape of the quantile function for both raw income and log 

income are very similar.  

Raw income is right-skewed (mean greater than median) as show in Column (1). Low incomes 

are at the low quantiles. At the median, the income is still relatively low, below ￥10,000. Start from 

around 95 percentile, it increases rapidly to the high income above ￥300,000. A very small percentage of 

the individuals (less than 5%) earn very high income, which pull up the mean of the income. The effect of 

a log transformation is to contract the right tail of the distribution to make the distribution close to a 

normal distribution. As a result, log income is near symmetric around the 0.5th quantile (the median) as 

shown in Column (2). For example, the slope of the quantile function at the 0.1th quantile is similar to the 

slope at the 0.9th quantile. It is true for all other corresponding lower or higher quantiles. However, the 

feature is not shared by the skewed distribution such as those in Column (1). For raw income, the slope of 

the quantile function at the 0.1th quantile is very different from the slope at the 0.9th quantile. 

Table 2 shows the summary statistics for the main variables by gender and residence area (for all 

variables used in the regression see summary statistics in Table 1). Not only the mean, the maximum, and 

the minimum values, but also values at three quantiles 0.1, 0.5 (the median), and 0.9 are presented in the 

table. For raw incomes, the mean is much greater than the median, which confirms the feature of a right-

skewed distribution. After log transformation, the mean and median are much closer, since the log income 

distribution is close to a normal distribution. 

Heteroscedasticity test 

Breusch-Pagan test is designed to test any linear form of heteroscedasticity (test of constant variance of 

the error term). Assume other assumptions except heteroscedasticity have been met. The 𝜒2 statistics 

from the test are 198, 259,236, and 307 for urban males, rural males, urban females, and rural females 

respectively, which suggests the existence of heteroscedasticity in the OLS regression. These are the 
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supportive evidence of using quantile regressions. Quantile regression estimates the differential effect of a 

covariate on the full distribution and accommodates heteroscedasticity. 

1.8.4.2 Results 

Female workers 

BMI coefficients at different quantiles (0.1-0.9) for females in urban and rural areas with cross-sectional 

data are shown in the first half of Table 11 Column (1) - (5). Results for other quantiles such as the 0.2, 

0.4, 0.6, and 0.8 are also examined, although not presented.  

For female in urban areas, all the coefficients are negative, suggesting a potential income penalty 

associated with a higher BMI. Coefficients at the 0.3, 0.5, and 0.9 quantiles are significantly different 

from zero; a unit increase in BMI is associated with a decrease in annual log income by 1.4%, 0.55%, and 

0.8% at those quantiles of the income distribution, respectively. In addition, hypothesis tests on pairwise 

equality of the coefficients are carried out. Results show that, at 5% significance level, BMI coefficients 

are significantly different for two pairs of quantiles: between the 0.3 and 0.7 quantiles, and between 0.3 

and 0.5 quantiles.  

For females in rural area, the effects are all positive along the income distribution. A unit increase 

in BMI is associated with 0.99%, 1.4%, and 0.95% increase in annual income for workers with incomes at 

the 0.5, 0.7, and 0.9 quantiles of the income distribution respectively. Pair-wise equality tests show that 

significant difference in coefficients exists between the 0.3 and 0.5 quantiles, and between the 0.3 and 0.7 

quantiles at the 1% significance level; and between 0.3 and 0.9, and 0.5 and 0.7 at the 10% significance 

level. 

The last Column shows the results from OLS for the corresponding group. For females in urban 

areas, OLS estimate overstates the wage penalty for the median income and above. For females in rural 

areas, OLS estimate understate the wage premium for the median income and above. 

Figure 9 presents the BMI coefficients on the full range of the quantiles and compared with the 

OLS coefficients. The 95% confidence intervals for both regression results are shown in the figure. OLS 
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coefficient is constant and significant for each group over the income range, but the coefficients from 

quantile regression are not constant across the income distribution. The graph shows several significant 

effects. First, OLS results are significant or not. If zero is not included in the 95% CI, then OLS results 

are significantly different from zero at 5% significance level. Second, results from quantile regression are 

significant or not. Similarly, we can look at the 95% confidence interval at every quantile, and if zero is 

not included in the corresponding CI, then the coefficient at the quantile is significantly different from 

zero. Finally, the coefficients from quantile regression are significantly different from OLS coefficients 

(outside of the OLS confidence interval) or not.  

For females in both urban areas and rural areas, BMI coefficients from quantile regression are not 

significant at very low and very high quantiles. For females in urban areas, coefficients from quantile 

regression are significantly different from the OLS coefficient at around 0.55-0.75 quantiles. For females 

in rural areas, the coefficients from quantile regression are significantly different from the OLS 

coefficient at around 0.7 quantiles. 

The dependent variable is the transformed log income, which is close to normal distribution. 

Therefore, BMI coefficients from quantile regression are in general not deviate from the OLS results 

much. However, if raw incomes are used, more significantly different results will show up from quantile 

regressions. 

Appendix Figure B2-B5 show the results for other coefficients from quantile regression and OLS. 

The intercepts of the conditional quantile function of log income have a somewhat normal appearance for 

all samples, given its similar slopes below and above the median. Results correspond to the descriptive 

statistics in Figure 8 Column (2), which shows that the post-transformed distribution is close to normal. 

Male workers 

BMI coefficients for males in urban and rural areas with cross-sectional data are shown in the second half 

of Table 11 Column (1) - (5). For males in urban areas, all the effects are positively significant, with the 

larger values at the two extremes - 0.1 and 0.9 quantiles. No pair-wise inequality is found at the 10% 
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significance level, meaning there is no significant difference of the effect between any pair of the 

quantiles. 

For males in rural areas, most of the coefficients are positively significant and increase 

monotonously from the 0.1 quantile to 0.9 quantile. Evidence of inequality are found for five pairs of 

quantiles: between the 0.3 and 0.9 quantiles, between the 0.5 and 0.9 quantiles, between the 0.1 and 0.3 

quantiles, between the 0.1 and 0.5 quantiles, and between the 0.1 and 0.9 quantiles at 5% significance 

level.  

OLS results are shown in Column (6). For males in urban areas, OLS overestimates the effect for 

most of the quantiles; while for males in rural areas, OLS underestimates the effect for near the median 

and above. 

From Figure 9, for males in urban areas, most of the coefficients from quantile regression are not 

significantly different from the OLS coefficient. For males in rural areas, coefficients from quantile 

regressions are not significant at very low quantiles, and are significantly different from OLS coefficient 

at high quantiles (greater than .85 quantiles).  

Panel data quantile regression  

Table 12 shows results from fixed effect quantile regression and OLS estimation. For both females 

groups, the results are not significant across the distribution, neither are the OLS estimates. After 

controlling for individual fixed effect, results for some quantiles become insignificant.  

Conclusion 

With quantile regression, the heterogeneous relationships between income and individuals’ BMI across 

income distributions are explored. I find significant difference between results from quantile regression 

and those from OLS at certain quantiles for each group. The mean conditional regression cannot reveal 

the features on every point of the distribution.  

Pooled cross-sectional data results show that for both male groups, the effects are positively 

significant in general. For males in urban areas, the largest values are at the two extremes, 0.1 and 0.9 
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quantiles. For males in rural areas, the magnitude of the effect increases monotonously from low quantiles 

to high quantiles. 

With panel data quantile regression, time-invariant unobserved heterogeneities are removed. The 

significance in results for females disappears. It is suggested that the significance for females are probably 

due to the unobserved heterogeneity. But for males, the effects are still positively significant at some 

quantiles. 

Overall, the difference in results between quantile and fixed effect quantile regression suggests 

the advantage and importance of considering the panel data feature using individual fixed effects 

estimations.  

1.8.5 Occupation study 

In this section, several occupations in the survey are considered to see if the effects are different among 

different occupations.  

There are two variables in the survey specifying whether a household belongs to a rural or urban 

area. One is based on their current residence, the community they live in. When the survey was carried 

out, certain rural and urban communities were chosen as representatives, and an indicator of rural or 

urban for each community was recorded. This indicator applies to everyone who lives in the community. 

The other indicator variable is the registration type of the household. It is answered by each household. 

For most households, these two variables are consistent. However, there are exceptions. For example, 

some families live in a rural area, but they are urban citizens. Or in the case of migrant workers, they live 

in urban areas but are still rural citizens. Table 8 presents the results of these two variables. For the 

majority, these two variables coincide. There are 10,982 (68%) individuals live in urban areas as urban 

citizens, and 22,794 (73%) live in rural areas with rural citizenship. However, around 21% of individuals 

living in rural areas are urban citizens, while nearly 26% of people living in urban areas have rural 

citizenship. 
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In the previous estimations, the type of residence area (rural or urban) used is the first indicator to 

control for the environment people live in. In addition, their job categories (white-collar or blue-collar) 

are controlled to explain the effect due to types of occupations. In this section, instead of controlling for 

the environment people live in and their broad job categories, five occupations classified in the survey are 

studies to see the differential effect of occupations. 

People spend a lot of time on their jobs, and different occupations have different requirements for 

people’s ability, education, characteristics, and even physical appearance. Studying the effect for different 

occupations can provide a better understanding of different mechanisms in which body weight affects 

income. Indicators variables are created to specify whether individuals are classified as manager, 

professional/technical, service worker, craft worker, or farmer based on their reported occupation type. 

Then these indicator variables are interacted with the obesity variable to test if obesity affects income 

differently across occupations. One indicator variable of obesity (Baum & Ford, 2004) is used. Table 9 

presents incomes and numbers of observations for the five occupations by gender. Income decreases from 

managers to farmers and managers earn over three times more than farmers do. Females earn less in each 

occupation.  

Regression results for each occupation by gender are shown in Table 10. The parameters of 

interest are the coefficients for the interaction term. For male managers and male craftsmen, the 

interaction terms are significantly negative, meaning that being obese is correlated with a lower income. It 

is also significant for female craft workers, but with a positive sign. For all other groups, this parameter is 

not significant, showing no evidence of differential effects of obesity. For female managers, the small 

sample size might affect the significance level. 

In addition, two sets of results are interesting. First, for males, in each regression, the coefficient 

for obesity variable is positive and significant. Being obese is associated with higher income for males on 

average, which is consistent with previous results. For females, there is only one significant coefficient 

for obesity variable. However, all results having negative signs provide evidence of a wage penalty of 

being obese. 
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Second, the coefficients of each occupation indicate if people working in this occupation earn 

more or less compared with all other people on average. Results show that all the first four occupations 

are associated with an occupation premium. For example, managers earn significantly higher (near 35% 

for male and 29% for female) than those who are not on average. Only being farmers is related to an 

occupation penalty. 

Discussion 

For male managers and male craftsmen, they both earn less for being obese. However, the reasons 

are not likely the same. For managers, it could be due to discrimination; not being good-looking may 

suffer an income penalty. For craftsmen, it is likely due to both discrimination and the limitation on the 

physical ability to perform their tasks. The reason for a positive effect of obesity for female craft workers 

is not clear. 

1.9 Summary 

This paper studies the effect of body weight on income in a rapidly changing society. Three identification 

methods of lagged body weight regressions, individual fixed effect model, and instrumental variables are 

used to control for the endogeneity of body weight in the income equation. In the linear regression model, 

I use all three identification methods and compare results with OLS estimates.  To address the 

nonlinearity in the relation, semiparametric regression methods are used to present the conditional income 

function along the BMI range. Quantile regression with individual fixed effects is used to paint the full 

picture of the relationship along the income distribution to see the differential effect at different income 

levels. 

Overall, from both parametric and nonparametric estimations, the positive effect of BMI for 

males in both rural and urban areas is significant and robust throughout most of the models. The result is 

consistent with those from studies in other developing countries (Glick & Sahn, 1998; Schultz, 2003; 

Thomas & Strauss, 1997) and in China (Strauss et al., 2010; Xiao et al., 2013; Zhang et al., 2008) that 

find a positive association between income and being overweight or obese for males. Results from the 
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study. Future research should focus on the identification and exploit the panel data feature with 

semiparametric estimation method to get the nonlinear causal effect. In addition, more study on the 

mechanism to explain the differences across gender and occupation in the relationship of body weight and 

income is also needed.  
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Figure 1.1 Mechanisms between Body Weight and Wages 
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Panel A  Average BMI by Wave 

 

Panel B  Average Total Income by Wave 

 

Panel C  Average Age by Wave 

Figure 1.2 Average BMI, Income, and Age by Wave 
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Figure 1.3 Marginal Effect of BMI on Log Income over Time  
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Figure 1.4A Bivariate Nonparametric Relations between Log Income and BMI for Females 
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Figure 1.4B Bivariate Nonparametric Relations between Log Income and BMI for Males 
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BMI at Max lntotal_income = 22 (n = 5529) 

 

 

BMI at Max lntotal_income = 26.5 (n = 15,106) 

 

Figure 1.5A Conditional Log Income Functions for Females 
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BMI at Max lntotal_income = 30.3 (n = 6,700) 

 

 

BMI at Max lntotal_income = 32 (n = 16,784) 

 

 

Figure 1.5B Conditional Log Income Functions for Males 
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Figure 1.6 Specification Test for Semiparametric Estimation 
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Figure 1.7 Conditional Log Income Function for Urban Females by Age Group 
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Figure 1.8 Raw and Log Income
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Figure 1.9 Coefficients on BMI from Quantile Regression Compared with OLS 
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Table 1.1A Summary Statistics for Females  

  (1) (2) (3) (4) (5) 

VARIABLES N mean sd min max 

            

total individual income inflated to 2011 22,042 8,809 14,484 0 494,406 

lntotal_income 21,969 8.454 1.191 0.763 13.11 

calculated age in years to 1 decimal 

points 

26,790 37.48 9.643 18 55 

BMI 26,806 22.55 3.024 16.61 33.36 

Underweight 26,806 0.0626 0.242 0 1 

Healthweight 26,806 0.546 0.498 0 1 

Overweight 26,806 0.323 0.468 0 1 

Obesity 26,806 0.0687 0.253 0 1 

weight (kg) 26,806 55.21 8.493 30 97.20 

height (cm) 26,806 156.4 5.824 128 178.6 

Years of education 25,245 7.234 4.117 0 18 

Levels of education 26,532 1.730 1.338 0 5 

Graduate from primary school 26,532 0.212 0.409 0 1 

Middle school degree 26,532 0.333 0.471 0 1 

High school degree 26,532 0.135 0.342 0 1 

Technical or vocational degree 26,532 0.0530 0.224 0 1 

College/University or graduate degree 26,532 0.0472 0.212 0 1 

Enrolled in school 26,806 0.0181 0.133 0 1 

Married 26,535 0.871 0.335 0 1 

survey year 26,806 2,000 7.571 1,989 2,011 

1-city, town or county capital city 0-

suburban or rural village 

26,806 0.300 0.458 0 1 

Municipality 26,806 0.0365 0.188 0 1 

Coastal Region 26,806 0.220 0.414 0 1 

Central Region 26,806 0.337 0.473 0 1 

Northeast Region 26,806 0.176 0.381 0 1 

West Region 26,806 0.230 0.421 0 1 

Administrator/executive/manager 21,767 0.0245 0.155 0 1 

Profession/technical 21,767 0.0778 0.268 0 1 

Service worker 21,767 0.121 0.326 0 1 

Craft worker 21,767 0.151 0.358 0 1 

GovSta 21,569 0.277 0.448 0 1 

ColEnt 21,569 0.419 0.493 0 1 

Age of youngest child 26,806 11.18 6.180 0 18 

Number of children 26,806 1.119 0.927 0 6 

            

Notes: Data from CHNS female working population. 

 

 



 

63 
 

Table 1.1B Summary Statistics for Males  

  (1) (2) (3) (4) (5) 

VARIABLES N mean sd min max 

            

total individual income inflated to 2011 24,700 12,209 21,313 0 658,472 

lntotal_income 24,608 8.746 1.223 0.271 13.40 

calculated age in years to 1 decimal 

points 

28,955 39.38 11.30 18 60 

BMI 28,972 22.57 2.978 16.57 32.61 

Underweight 28,972 0.0560 0.230 0 1 

Healthweight 28,972 0.655 0.475 0 1 

Overweight 28,972 0.235 0.424 0 1 

Obesity 28,972 0.0541 0.226 0 1 

weight (kg) 28,972 63.21 10.23 33 114.5 

height (cm) 28,972 167.1 6.426 135 193.6 

Years of education 27,848 8.561 3.426 0 18 

Levels of education 28,782 2.074 1.255 0 5 

Graduate from primary school 28,782 0.205 0.404 0 1 

Middle school degree 28,782 0.397 0.489 0 1 

High school degree 28,782 0.175 0.380 0 1 

Technical or vocational degree 28,782 0.0598 0.237 0 1 

College/University or graduate degree 28,782 0.0619 0.241 0 1 

Enrolled in school 28,972 0.0208 0.143 0 1 

Married 28,725 0.817 0.387 0 1 

survey year 28,972 2,001 7.480 1,989 2,011 

1-city, town or county capital city 0-

suburban or rural village 

28,972 0.300 0.458 0 1 

Municipality 28,972 0.0375 0.190 0 1 

Coastal Region 28,972 0.215 0.411 0 1 

Central Region 28,972 0.327 0.469 0 1 

Northeast Region 28,972 0.178 0.382 0 1 

West Region 28,972 0.242 0.428 0 1 

Administrator/executive/manager 25,637 0.0656 0.248 0 1 

Profession/technical 25,637 0.0783 0.269 0 1 

Service worker 25,637 0.0715 0.258 0 1 

Craft worker 25,637 0.214 0.410 0 1 

GovSta 25,444 0.321 0.467 0 1 

ColEnt 25,444 0.356 0.479 0 1 

Age of youngest child 28,972 11.93 6.224 0 18 

Number of children 28,972 0.979 0.926 0 6 

            

Notes: Data from CHNS male working population. 
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Table 1.2 Summary Statistics for Quantile Regression 

 

 (1) (2) (3) (4) (5) (6) (7) 

VARIABLES N mean max min p10 p50 p90 

Urban Female        

total_income 6,063 11,892 346,139 0 2,108 6,206 26,452 

lntotal_income 6,049 8.821 12.75 1.843 7.661 8.735 10.18 

age 8,031 37.11 55 18 24 37.50 49.40 

BMI 8,036 22.51 33.36 16.60 18.91 22.10 26.57 

education 7,360 9.635 18 0 5 9 15 

        

Rural Female        

total_income 15,982 7,638 494,406 0 874.7 4,374 17,269 

lntotal_income 15,923 8.315 13.11 0.763 6.807 8.388 9.760 

age 18,762 37.64 55 18 23.50 38.20 50.80 

BMI 18,773 22.56 33.33 16.58 19.00 22.14 26.74 

education 17,888 6.246 17 0 0 6 11 

 

Urban Male 

       

total_income 7,187 15,424 486,519 0 2,695 8,833 32,411 

lntotal_income 7,173 9.105 13.10 0.992 7.904 9.086 10.39 

age 8,688 39.61 60 18 24 39.90 54.70 

BMI 8,689 23.19 32.61 16.59 19.22 22.99 27.49 

education 8,165 10.41 18 0 6 11 15 

 

Rural Male 

       

total_income 17,513 10,890 658,472 0 1,040 5,907 24,341 

lntotal_income 17,435 8.598 13.40 0.271 6.981 8.690 10.10 

age 20,267 39.29 60 18 23.10 39.60 54.90 

BMI 20,283 22.31 32.59 16.57 19.03 21.85 26.31 

education 19,683 7.794 18 0 4 9 12 

        

 

Notes: 

1. Data: CHNS working population. 

2. For descriptive statistics on all independent variables see the previous table. 
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Table 1.3A Average Income by BMI Categories from 1989 to 2011 (Unit: RMB) 

  Full Sample  Males  Females 

BMI Income %  Income %  Income % 

Underweight 8572 6.1  8754 5.6  8408 6.6 

Normal weight 8973 54.3  9511 54.6  8393 54 

Overweight 12694 32.3  15644 32.3  9548 32.3 

Obese 15762 7.3  20257 7.5  10739 7.1 

  

Table 1.3B Average Income for Urban and Rural Citizens from 1989 to 2011 (Unit: RMB) 

  Full Sample   Males   Females 

BMI Urban Rural   Urban Rural   Urban Rural 

Underweight 10652 7688  10131 8219  11071 7185 

Normal weight 11987 7921  12159 8689  11831 7042 

Overweight 15456 11262  17976 14215  12058 8470 

Obese 17592 14691   20382 20160   12937 9828 

 

Table 1.3C BMI Categories over Time (%) 

BMI Categories 1989 1991 1993 1997 2000 2004 2006 2009 2011 

Males          

 Underweight 8.7 8.63 7.58 6.95 5.44 4.94 4.64 5.37 3.5 

 Normal weight 79.38 77.57 76.36 71 64.96 60.9 58.07 53.56 49.08 

 Overweight 11 12 14.41 18.26 23.98 27.5 29.83 31.72 34.84 

 Obese 0.92 1.8 1.65 3.79 5.61 6.66 7.46 9.35 12.58 
           

Females          

 Underweight 8.42 8.82 8.27 6.31 6.36 4.55 4.46 6.88 5.84 

 Normal weight 73.94 71.64 70.41 67.24 62.68 60.16 60.44 58.03 55.77 

 Overweight 15.95 17.09 18.66 22.37 24.65 27.79 26.93 26.17 27.46 

 Obese 1.68 2.45 2.66 4.09 6.31 7.49 8.17 8.92 10.93 

                      

 

Notes:                                                                              

Data: CHNS working population. 
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Table 1.4 Effect of BMI on Log Income for Females 

 

  Urban   Rural  

Column 

Number  

OLS 

1 

Fixed 

Effects 

2 

OLS with 

Lag Weight 

3   

OLS 

4 

Fixed 

Effects 

5 

OLS with 

Lag Weight 

6 

BMI -0.0116** -0.00383 -0.0378***  0.00711* -0.00306 0.0119* 

 (0.00455) (0.00944) (0.0101)  (0.00366) (0.00768) (0.00616) 

BMI 0.0504 0.0575 0.142  0.0873** 0.0803 0.104 

 (0.0470) (0.0753) (0.104)  (0.0378) (0.0653) (0.0630) 

BMI square -0.00132 -0.00132 -0.00393*  -0.00170** -0.00177 -0.00198 

 (0.00101) (0.00161) (0.00231)  (0.000810) (0.00141) (0.00136) 

PEA -0.000024    0.012   

Underweight -0.0332 -0.0332 -0.0211  -0.0178 0.0708 -0.0148 

 (0.0451) (0.0622) (0.0923)  (0.0358) (0.0533) (0.0575) 

Overweight -0.0828*** -0.0878* -0.100*  0.0352 -0.0195 0.0592 

 (0.0278) (0.0491) (0.0591)  (0.0228) (0.0327) (0.0398) 

Obese -0.164** -0.0806 -0.475***  0.0194 -0.0685 0.0868 

 (0.0668) (0.106) (0.177)  (0.0496) (0.0785) (0.0992) 

Number of 

observations 5,528 5,528 1,215   15,104 15,104 5,163 

 

 

Notes:                                                                              

1. Data: CHNS female working population. 

2. Two measures of weight are used: BMI as a continuous variable, or three categorical variables for clinical 

weight categories: underweight, overweight, and obese (where normal/healthy weight as the base category). 

3. Other control variables include: age, age squared, years of education, percentage of children in the 

household, minimum age of the children, indicator variables for marital status and current school 

enrollment status, white collar job, region of residence (province or municipality), and survey year. 

4. Standard errors are clustered at the individual level and shown in parentheses, *** p<0.01, ** p<0.05, and 

* p<0.1. 

 

 

 

 



 

67 
 

Table 1.5 Effect of BMI on Log Income for Males 

 

  Urban    Rural  

Column 

Number 

OLS 

1 

Fixed 

Effects 

2 

OLS with 

Lag Weight 

3   

OLS 

4 

Fixed 

Effects 

5 

OLS with 

Lag Weight 

6 

BMI 0.0114*** 0.0122 0.0101  0.0191*** 0.0150** 0.0112* 

 (0.00345) (0.00793) (0.00670)  (0.00391) (0.00675) (0.00609) 

BMI 0.0675* -0.123** 0.147*  0.0290 0.0607 -0.0534 

 (0.0371) (0.0596) (0.0759)  (0.0399) (0.0583) (0.0544) 

BMI square -0.00118 0.00286** -0.00292*  -0.000210 -0.000984 0.00142 

 (0.000772) (0.00125) (0.00163)  (0.000850) (0.00125) (0.00117) 

PEA 0.0132    0.0198   

Underweight -0.0634 -0.0325 -0.118  -0.0174 -0.0156 0.0223 

 (0.0454) (0.0509) (0.0739)  (0.0378) (0.0495) (0.0534) 

Overweight 0.0577*** 0.0178 0.0361  0.0777*** 0.0158 0.0318 

 (0.0218) (0.0336) (0.0431)  (0.0251) (0.0330) (0.0447) 

Obese 0.0358 0.0731 -0.000583  0.126*** -0.0337 0.238*** 

 (0.0349) (0.0552) (0.0702)  (0.0472) (0.0710) (0.0781) 

Number of 

observations 6,700 6,700 1,583   16,784 16,784 5,865 

 

 

Notes:                                                                              

1. Data: CHNS male working population. 

2. Two measures of weight are used: BMI as a continuous variable, or three categorical variables for clinical 

weight categories: underweight, overweight, and obese (where normal/healthy weight as the base category). 

3. Other control variables include: age, age squared, years of education, percentage of children in the 

household, minimum age of the children, indicator variables for marital status and current school 

enrollment status, white collar job, region of residence (province or municipality), and survey year. 

4. Standard errors are clustered at the individual level and shown in parentheses, *** p<0.01, ** p<0.05, and 

* p<0.1. 
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Table 1.6 IV Estimates without Controls of Parents’ Education 

Panel A IV Estimates 

  Urban Females  Rural Females 

 

OLS Using 

IV Sample IV 

 
OLS Using IV 

Sample IV 

BMI -0.00617 -0.0250  -0.0125 0.0291 

 
(0.0117) (0.103)  (0.0134) (0.0615) 

  F=6.18  
 F=16.45 

Number of observations 653 653  1,322 1,322 

    
  

 Urban Males  Rural Males 

 

OLS Using 

IV Sample IV 

 OLS Using IV 

Sample IV 

BMI 0.0111 0.0155  0.0159** 0.0493** 

 
(0.00756) (0.0288)  (0.00750) (0.0236) 

  F=35.04  
 F=129.02 

Number of observations 1,555 1,555  4,296 4,296 

 

Panel B IV First-stage  

 VARIABLES 

Urban 

Males 

Rural 

Males 

Urban 

Females 

Rural 

Females 

          

BMI_F 0.142*** 0.237*** 0.0909*** 0.0783*** 

 (0.0276) (0.0204) (0.0297) (0.0236) 

BMI_M 0.119*** 0.134*** 0.0465* 0.142*** 

 (0.0250) (0.0157) (0.0280) (0.0319) 

 

 
Notes:                                                                              

1. Data: CHNS working population. 

2. Measures of weight: BMI as a continuous variable.  

3. In the columns of IV results, first stage F statistic of the test that the coefficients of the instruments 

(parents’ BMI) are jointly significant are listed. 

4. Other control variables include: age, age squared, years of education, percentage of children in the 

household, minimum age of the children, indicator variables for marital status and current school 

enrollment status, white collar job, region of residence (province or municipality), and survey year. 

5. Standard errors are clustered at the individual level and shown in parentheses, *** p<0.01, ** p<0.05, and 

* p<0.1. 
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Table 1.7 IV Estimates with Controls of Parents’ Education 

Panel A IV Estimates 

  Urban Females  Rural Females   

 

OLS Using IV 

Sample IV 

 
OLS Using IV 

Sample IV  

BMI -0.00750 -0.0370  -0.00523 0.0689   

 
(0.0115) (0.0985)  (0.0129) (0.0634) 

 

  F=6.34  
 F=15.00  

Number of observations 639 639  1,303 1,303   

    
   

 Urban Males   Rural Males   

 

OLS Using IV 

Sample IV 

 OLS Using IV 

Sample IV  

BMI 0.0113 0.0158  0.0163** 0.0488**   

 
(0.00769) (0.0290)  (0.00757) (0.0246) 

 

  F=33.53  
 F=120.26  

Number of observations 1,528 1,528  4,240 4,240   

 

Panel B IV First-stage  

 

 

 

 

 

 

 

 
Notes:                                                                              

1. Data: CHNS working population. 

2. Measures of weight: BMI as a continuous variable.  

3. In the columns of IV results, first stage F statistic of the test that the coefficients of the instruments 

(parents’ BMI) are jointly significant are listed. 

4. Other control variables include: age, age squared, years of education, parents’ years of education, 

percentage of children in the household, minimum age of the children, indicator variables for marital status 

and current school enrollment status, white collar job, region of residence (province or municipality), and 

survey year. 

5. Standard errors are clustered at the individual level and shown in parentheses, *** p<0.01, ** p<0.05, and 

* p<0.1. 

 

  VARIABLES 

Urban 

Males 

Rural 

Males 

Urban 

Females 

Rural 

Females 

          

BMI_F 0.140*** 0.236*** 0.0910*** 0.0743*** 

 (0.0279) (0.0209) (0.0300) (0.0235) 

BMI_M 0.119*** 0.132*** 0.0517* 0.131*** 

 (0.0253) (0.0160) (0.0280) (0.0314) 
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Table 1.8 Urban vs. Rural 

 

Household registration 

type 

1=urban site(u) 

2=rural site(r) 

1                                          2 

Total 

1 10,982 8,384 19,366 

2 5,093 22,794 27,887 

missing 3,845 8,266 12,111 

Total 19,920 39,444 59,364 

 

Notes:                                                                              

Data: CHNS working population. 

 

Table 1.9 Descriptive Statistics by Occupations 

 

Occupation Gender No. of Observations Average Income 

Manager 
Male 1,634 20,489 

Female 517 18,377 

Technical 
Male 1,948 19,732 

Female 1,657 17,076 

Service 
Male 1,655 15,123 

Female 2,363 12,340 

Craft 
Male 5,191 13,468 

Female 3,138 9,139 

Farmer 
Male 10,223 6,607 

Female 10,770 5,632 

 

Notes:                                                                              

Data: CHNS working population. 
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Table 1.10 Occupation Effect 

  Male   Female 

Obese 0.132***  -0.0518 

 (0.0319)  (0.0413) 

Manager 0.348***  0.286*** 

 (0.0247)  (0.0401) 

Obese*Manager -0.174*  0.0524 

  (0.0875)   (0.172) 

Obese 0.130***  -0.0300 

 (0.0335)  (0.0431) 

Technical 0.247***  0.391*** 

 (0.0238)  (0.0224) 

Obese*Technical -0.0534  -0.0377 

  (0.0573)   (0.103) 

Obese 0.127***  -0.0585 

 (0.0322)  (0.0460) 

Service 0.131***  0.137*** 

 (0.0270)  (0.0227) 

Obese*Service -0.0649  0.0398 

  (0.0762)   (0.0898) 

Obese 0.160***  -0.0789** 

 (0.0364)  (0.0459) 

Craft 0.332***  0.213*** 

 (0.0156)  (0.0181) 

Obese*Craft -0.154***  0.174** 

  (0.0589)   (0.0796) 

Obese 0.0523**  -0.0228 

 (0.0283)  (0.0450) 

Farmer -0.725***  -0.557*** 

 (0.0168)  (0.0193) 

Obese*Farmer -0.0991  -0.102 

  (0.0837)   (0.0725) 

Observations 22,640   19,069 

 
Notes:                                                                              

1. Data: CHNS working population. 

2. Indicator variable for obesity is used as the measure of body weight. 

3. Other control variables include: age, age squared, years of education, percentage of children in the 

household, minimum age of the children, indicator variables for marital status and current school 

enrollment status, region of residence (province or municipality), and survey year. 

4. Standard errors are clustered at the individual level and shown in parentheses, *** p<0.01, ** p<0.05, and 

* p<0.1. 
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Table 1.11 BMI Coefficients Based on Residence Area- Quantile Regression  

 

 (1) (2) (3) (4) (5) (6) 

 Q 0.1 Q 0.3 Q 0.5 Q 0.7 Q 0.9 OLS 

Females       

       

Urban -0.00903 -0.0139*** -0.00552** -0.00242 -0.00799** -0.0116** 

 (0.00694) (0.00426) (0.00318) (0.00343) (0.00343) (0.00455) 

Observations 

 

Rural 

 

Observations 

5,529 

 

0.00840 

(0.00724) 

15, 106 

5,529 

 

0.000953 

(0.00367) 

15, 106 

5,529 

 

0.00990** 

(0.00297) 

15, 106 

5,529 

 

0.0143*** 

(0.00298) 

15, 106 

5,529 

 

0.00948*** 

(0.00399) 

15, 106 

5,529 

 

0.00714* 

(0.00366) 

15,106 

       

Males 

 

Urban 

 

Observations 

 

Rural 

 

Observations 

 

 

 

0.0101* 

(0.00518) 

6,700 

 

-0.000442 

(0.00827) 

16,784 

 

 

0.00893*** 

(0.00317) 

6,700 

 

0.0175*** 

(0.00418) 

16,784 

 

 

0.00766*** 

(0.00255) 

6,700 

 

0.0203*** 

(0.00339) 

16,784 

 

 

0.00848*** 

(0.00300) 

6,700 

 

0.0230*** 

(0.00289) 

16,784 

 

 

0.00997** 

(0.00454) 

6,700 

 

0.0284*** 

(0.00422) 

16,784 

 

 

0.0114*** 

(0.00345) 

6,700 

 

0.0191*** 

(0.00391) 

16,784 

 

 

Notes: 

1. Data: CHNS working population. 

2. The dependent variable is the natural log of individuals’ total income. 

3. Control variables include: age, age squared, years of education, percentage of children in the household, 

minimum age of the children, indicator variables for marital status, current school enrollment status, and 

white collar job.  

4. In all regressions, survey year fixed effects and region of residence (province or municipality) fixed effects 

are controlled for. 

5. Standard errors are clustered at the individual level and shown in parentheses, *** p<0.01, ** p<0.05, and 

* p<0.1. 
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public resources, health conditions, neighborhoods, peers, etc. (Hanushek, 2003). Typical outcomes that 

have been studied in the literature include school performance measured by standardized test scores, 

school attendance rate, graduation rate, years of education, and future labor market outcomes (Hanushek 

& Kimko, 2000; Mincer, 1970; Psacharopoulos & Patrinos, 2004). Because both the outcomes and inputs 

are relevant in policy making process, education economics has been an important field in economics.  

An education production function can be shown in the following model: 

𝑄 = 𝑄(𝑆, 𝐹, 𝑅, 𝐻, 𝑜𝑡ℎ𝑒𝑟 𝑓𝑎𝑐𝑡𝑜𝑟𝑠) +  𝜀 (1) 

Where Q is schooling outcomes. S represents measures of school quality. F stands for family factors such 

as family incomes, parents’ education, household size, etc. R represents public resources used for 

education. H is a measure of a child’s health status. 𝜀 represents the unobserved factors that affect 

schooling outcomes.  

Malaria affects children’s health both physically and mentally. Schooling outcomes are 

negatively affected when students get sick. Malaria affects school attendance rates and it is a major cause 

of school absenteeism for children (Brooker et al., 2000). Malaria can also impair students’ learning 

ability resulting in a lower human capital acquisition. The higher the PfPR, the higher the risk that 

children catch the disease, and the more negative effect on the schooling outcome, which is school 

attendance rate in this study. So we predict  
𝜕𝑄

𝜕𝑃𝑓𝑃𝑅
< 0, holding other factors constant. 

2.4.2 Model Specifications 

When the outcome variable 𝑌 is binary, a Probit model describes the binary response model better 

(Wooldridge, 2010). The model is of the form 

𝑃𝑟(𝑌 = 1|𝑍) =  Φ(𝑍𝑇𝛽), 

where 𝑃𝑟 stands for probability and Φ is the Cumulative Distribution Function (CDF) of the standard 

normal distribution. The parameters β are usually estimated by the maximum likelihood method. The 

model can be motivated as a latent variable model with 𝑌∗ as an auxiliary random variable 

𝑌∗ =  𝑍𝑇𝛽 + 𝜀,  
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disease”, calls for continued, coordinated efforts to prevent the resurgence of the disease and eradicate it 

eventually (RBM Partnership, 2018). Our research provides evidence of the effectiveness of the malaria 

campaigns on educational outcomes since the year 2000. Future strategies for funding should take it into 

consideration to achieve the SDGs. The study is for the short-term effect, more work on long-term 

educational outcomes can be done and the accumulated effects of anti-malaria campaigns can be 

evaluated. 
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Panel A Continuing decrease in malaria prevalence following the anti-malaria campaign 

 

Panel B More decrease in malaria prevalence in highly infected areas  

 

Note: Panel A shows the decreasing trend of the time-series data in malaria prevalence in the 14 countries studied in 

the paper for various years. Panel B shows the decrease in malaria prevalence versus pre-campaign levels across all 

country-regions in the 14 countries. The y-axis is the decrease in malaria prevalence at year 2015 compared with 

year 2000. The x-axis is the pre-campaign malaria prevalence level at year 2000. The 45-degree line represents 

complete eradication. Panel B shows that more decrease in malaria prevalence happened in highly-infected areas. 

 

Figure 2.1 Malaria Prevalence (PfPR) over Time 
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Figure 2.2 Interventions (ITN, IRS, ACT) over Time 

 

 

 

Figure 2.3 Age-specific Attendance Rates for Nigeria 2013 

 

 

0

0.1

0.2

0.3

0.4

0.5

0.6

2000200120022003200420052006200720082009201020112012201320142015

In
te

rv
en

ti
o

n
s

Year

ITN

IRS

ACT

0

10

20

30

40

50

60

70

80

90

5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

P
er

ce
n
ta

g
e

Age (years)

Male Female


