








Figure 5.5: User Interface of Phone after Data Entry.

The submit button calls a function internally that binds the entries in the user interface to

the underlying variables. This is basically the first step of our project set up. Once we have all the

devices charged and turned on, the computer’s IP address has to be determined. This IP address

has to be given in this application as an input.

At the computer side, in the python program, we must update the IP address and assign a

port number which can be a combination of any 4 random digits, ranging from 0001 to 9999. After

this, we need to register the unique IDs of the Drones into the python program. After that, we can

start the capture by clicking on the start button of the watch. After Clicking on "Submit" button,

the user would be given a toast message i.e., a pop-up message on the screen saying, "Connection

Established" giving them a feedback that the connect has been established successfully and the

system is ready for a data capture.
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Figure 5.6: User Interface of Phone While Capturing.

Once the start button is clicked on the watch, the text against the "Sensor Status" would

change to start. It would say "Stopped" if the stop button is clicked. But initially, it would be

"OFF". The text against the "Movement" label shows that same feedback as of the watch. It stays

"Neutral" when the capture is not running, but when the capture has started, it would show the

same value which is on the watch that represents the captured hand movement. This can be seen

in figure 5.6 where the sensor has been started and the user has moved down which could be seen

on the screen.
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CHAPTER 6: LIMITATIONS

Though the sensitivity levels are checked and all other care is taken, this system has some

limitations which have to be addressed in order to get a foolproof system.

6.1 Gestures Differ

There is always a possibility that a movement may be done totally different by another

person. A person may move their arm just from their elbow when someone asks them to move their

arm upward while some might move his or her whole arm until the shoulder to do the same. In

these cases, the readings of the sensors, differ a lot. Some might move their arm pretty quickly while

someone might take a while to do it. All these gestures need to be understood by the algorithm

which needs a lot of data to learn from.

6.2 Drone Drift

The Drones have sometimes experienced a drift while positioning themselves. This has been

added as they would avoid colliding with one another and would move farther when there is an

obstacle but this sometimes causes a problem when the user actually wants the two Drones to

be nearer to one another. Also if these Drones are used in a windy environment they would be

vulnerable to loss and damage. They should always be used in a supervised and a controlled

condition which is under a Drone protector nets and a drift detector.
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6.3 Maintaining Battery Life

The current setup needs four devices to be charged and maintained. The watch has to be

kept turned on all the time while the project is being carried out and which would consume a lot of

battery. Turning the screen off would cause the application to go sleep and we would not be able

to get the reading. The same case with the phone and the computer. Hence the devices should be

charged and maintained throughout the process. The Drones also have evidently lesser charging

life. They have the flight time of seven minutes and the batteries have to be replaced when they

run out of power.
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CHAPTER 7: FUTURE WORK

The future works of this project may include the following ideas.

7.1 Adding More Gestures for More Features

A Drone may have many features. Some might have a camera access while some may have

a GPS enabled on them. We can extend the algorithm in such a way that a gesture made by the

user can control these abilities. Like a wave may make the camera turn on. We can also make

the Drones to form a certain shape with the gestures. For example, consider 5 Drones have been

taken and four of them (Drone numbers, 1,2,3,4) have been arranged as a square and the fifth one

is placed at the center. When the user makes a gesture, say, two consecutive upward movements

quickly, the Drones 1,2,3,4 move one step upward and the Drone 5 moves two steps upward. This

forms a pyramid structure of Drones. Complex applications of this can be used in many ways.

7.2 Implementing Drones to Pick Weights

The given model when implemented with Drones of higher capability which can carry larger

weights, can be used by people with challenges and difficulty in lifting weights to easily relocate

object around them. When studied the sensitivity of the sensors with people having different health

conditions with difficulty in movement, and the sensors are tuned to it, the algorithm can be used to

enable them in an easy relocation of objects. This can be implemented in large scale by implementing

the algorithm over micro-integrated chips to the wheels of trolley bags or trolleys carrying goods
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so that human effort could be reduced in shifting them as one may be able to do it with a simple

gesture. Another application of this technique would be to achieve a complex task. For example,

an object has to placed on a high altitude place, we can use Drones to do that.

36



CHAPTER 8: CONCLUSION

This project is a demonstration of how a simple setup can be made to use a gesture recognition

pattern to apply in a real-world scenario. All the equipment that is used in this experiment is so

lightweight and economic. They are also flexible and easily personalized. Usually, materials that

are economic do not come with a good flexibility of customization. But with the implementation of

algorithms in a good way, makes this task easier. The algorithm need not be complex or use extra

libraries and utilities to work. For this project, we have considered using the existing resources to

the fullest the achieve the output.

Gesture recognition as it evolves, would bring down new challenges and new possibilities as

one goes on exploring it. Once all these cases are served and we know how to deal with them, we

can develop a foolproof system and could be used in many applications. There was development in

which the devices were made wireless in every possible way. Now the systems that are hands-free

are more evolving as they are less stressful and easy to handle.

As discussed, the applications could be very large and could be used for noble causes and

in helping challenged individuals. This could also be a next big thing in the security and surveil-

lance systems. Likewise, when used with care and security, these systems could be having a wide

application. Although, these systems are highly risked towards hacking and unauthorized controls.

Once evolved, these systems would be highly relied on. At that stage, once hacked, the hacker

can have control over a major part of the victims routine. Avoiding such complications would help
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us make the most effective usage of the gesture recognition. Recent times, machine learning and

Artificial Intelligence have been popular and we could see the application in every other application.

Researches being conducted which would include the gesture recognition with machine learning and

Artificial intelligence in which the habits and mannerisms could be captured by the system and

could be reproduced by the Artificial Intelligence and could recreate them. Projects like the current

one would be stepping stones for the future more stabilized in which the outcomes could be used

and recreated to achieve a similar or more complex task.
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