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hydraulic and mixing conditions. An overly simplistic model may result in an over-dosage of 

ozone leading to an increase in undesired disinfection by-products such as bromate requiring 

additional treatment. Such negative outcomes also increase design capital costs and continuous 

operation costs.  

The next generation of models included non-ideal models developed through the 

combination of ideal models. For example, the Tank in Series (TIS) model was developed by 

assuming a reactor consists of a series of CMFRs. However, all non-ideal models rely on tracer 

studies to understand the flow behavior. Such tracer studies require physical experiments. 

Computational fluid dynamics (CFD), which had been successfully applied to aerospace 

engineering, automotive engineering, architecture designs and other industrial engineering 

applications for years, has been proven recently to be a successful alternative for modeling the 

ozone disinfection process. The first applications of CFD to the ozonation process were made in 

the 1990s (Cockx et al. 1999; Huang et al. 2002). The cost of CFD is much cheaper than that of a 

physical experiment and keeps consistently dropping due to rapid development in computer 

technology.  Furthermore, CFD allows for more detailed flow analysis of full-scale ozone 

contactors before its construction. CFD has also been shown to be a useful tool for comparing 

the performances of different design options. CFD is able to provide a more accurate 

representation/description of the ozonation process because it solves mass, momentum and 

energy equations directly without requiring assumptions made by the earlier models. Several 

studies have reported on the applicability and reliability of CFD for ozonation process simulation 

(Zhang 2006; Bolaños et al. 2008). Continued advances in computational power have enabled 

highly resolved CFD analysis of the hydrodynamics in ozone reactors leading to a detailed 

description of the flow behavior. For example, CFD solutions are able to identify localized flow 
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phenomena such as short-circuiting and dead zones, shown in Figure 1.2, which reduce hinder 

disinfection efficiency.  

However, the question of how to apply CFD properly to simulation of ozone disinfection 

process is still under exploration. Generally, the simulation of ozone disinfection process is 

divided into two components, hydraulics modeling and reaction process modeling. Most of the 

previous studies have focused on hydraulics modeling (Henry and Freeman 1995; Murrer et al. 

1995; Peltier et al. 2001; and Huang et al. 2002). Several problems and issues discovered in these 

studies motivate further research. For example, the difference in residence time distributions may 

be small even when the flow fields are totally different. This indicates that differences in 

prescribed inflow conditions may have a small effect on an integrated property like the residence 

time distribution (Wols et al. 2010a). A second issue is related to the fact that flow simulations 

often require an estimate of the turbulence intensity at the inflow boundary and predictions of 

tracer residence time distribution (RTD) density can be strongly dependent on this prescribed 

inlet turbulence intensity. As shown by Huang et al. (2004), an extremely high (unphysical) inlet 

turbulence intensity was needed to obtain good agreement with RTD physical experimental data. 

More research is needed to understand the dependence of simulation results on inlet turbulence 

intensity. The current dissertation addresses other important issues associated with hydraulic 

modeling. These will be described in section 1.2. 

Attempts have been made at modeling ozonation processes under simplifications, such as 

steady flow assumption. However, there are still more developments needed for CFD models to 

reach the point of fully simulating the complicated interrelationships between physical, chemical 

and biological process in the disinfection process. For example, it is still unclear how turbulence 

affects the effective rates of chemical reactions. Several factors may be involved, such as (1) 
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whether reactants are premixed or non-premixed (2) the rate of chemical reactions relative to the 

rate of scalar mixing by the turbulence and (3) the turbulence length scales relative to the size of 

a reaction region. Adding to the modeling complexity is that chemical reactions may also affect 

turbulence by modifying the fluid properties locally (Ranade 2002).  

1.2 Objectives and Organization of the Dissertation 

The overarching objective of this dissertation is to develop and validate a modeling 

framework for the ozone disinfection process by combining CFD with kinetics-based reaction 

modeling for the first time for the prediction of disinfection performance and bromate formation. 

In order to achieve this goal, the sub-processes or components of ozone disinfection, such as 

flow, tracer transport, reactions, and inactivation, need to be investigated. Along the way several 

applications of the framework to water and wastewater treatment processes will be presented. 

The rest of this dissertation is organized as follows: 

 Chapter 2 presents a literature review on developments in CFD-based modeling for 

disinfection technologies over the last two decades. How the developments 

proposed/implemented in this dissertation fit within prior developments made by 

others is discussed. 

 Chapter 3 presents the modeling framework developed in this dissertation, in 

particular the computational approaches taken for each of the ozone disinfection sub-

processes mentioned above. This framework is unique as it combines CFD with 

kinetics-based reaction modeling for the first time for bromate prediction. 

 In Chapter 4 turbulent flow computational approaches, Reynolds-averaged Navier-

Stokes Simulation and Large Eddy Simulation, are evaluated in terms of prediction of 

hydraulic performance of contactors. 
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 In Chapter 5 the modeling framework developed in Chapter 3 is validated via 

application to a full-scale ozone contactor. The predictions in terms of ozone and 

bromate concentrations are consistent with physical measurements.  

 Chapter 6 presents extended applications of the modeling framework developed in 

this dissertation, such as an investigation of the hydraulic efficiency and its impact on 

energy consumption of ozone contactors, and a study of the hydraulics of a water 

stabilization pond. 

 Finally, Chapter 7 presents the conclusions reached by the current research together 

with recommendations for future work. 

 

Figure 1.1: Illustration of ozone disinfection in a typical ozone contactor tank. 

 

Figure 1.2: Short-circuiting and dead zones in a typical ozone contactor.  
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CHAPTER 2: DEVELOPMENTS IN COMPUTATIONAL FLUID DYNAMICS-BASED 

MODELING FOR DISINFECTION 

2.1 Introduction 

The disinfection process is a critical safety step in drinking water treatment that 

inactivates bacteria, viruses, and other pathogens. The most common disinfection approaches for 

water treatment include chlorine disinfection (including chlorination, chlorine dioxide, and 

chloramines), ozone disinfection, and ultraviolet (UV) light disinfection. The history of chlorine 

disinfection can be traced back to the late 1800s (U.S. EPA 1986) and is still one of the most 

widely used technologies in the U.S. (Solomon et al. 1998). Ozone disinfection is becoming 

increasingly important because of its effective disinfection and odor control (Crittenden et al. 

2005). Both chlorine disinfection and ozone disinfection inactivate pathogens primarily by 

oxidation. In UV disinfection, UV radiation penetrates the genetic material of pathogens and 

retards their ability to reproduce. Thus, it is a physical process rather than a chemical process, 

eliminating chemical residual issues associated with other disinfection approaches. 

The goal of optimizing contactor configuration to improve disinfection efficiency has 

driven engineers towards disinfection modeling in addition to physical experiments. The early 

models for disinfection, such as plug flow reactor (PFR) and completely mixed flow reactor 

(CMFR) were developed based on ideal flow conditions. Further details on the early models can 

be found in introductory textbooks on chemical reaction engineering (e.g., Hill 1977; Levenspiel 

1998; Fogler 1999). Successes have been reported on modeling ozone disinfection in column 
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contactors using the axial dispersion reactor (ADR) model combined with reaction and 

inactivation kinetics (Kim et al. 2002, 2007; Chen 1998).  However, due to the lack of 

consideration of the effects of turbulence and complex flow conditions, such as dead zones and 

short-circuiting, it is impossible to apply this kind of model to a contactor with complex 

geometry.  

With rapid advances in computing technology, CFD has been used by rising numbers of 

water and wastewater treatment researchers for troubleshooting or optimizing reactor design and 

operation. Early work has proven the applicability of CFD to disinfection processes (Do-Quang 

et al. 1997; Janex et al. 1998). It has been applied in not only evaluating the hydraulic efficiency 

(excluding reaction and inactivation) of existing reactors (including contactors for disinfection), 

but also in optimizing future reactor designs (Kim et al. 2010a; Amini et al. 2011; Wols et al. 

2008b; Evans 2003; Melissa 2010; Cockx et al. 1999; Stamou 2008). However, it is still a great 

challenge to conduct a complete CFD simulation of disinfection processes involving flow, 

reaction, and inactivation.  

The primary goal of this chapter is to identify the challenges in disinfection process 

simulation. In this chapter, the steps of a complete disinfection process simulation are first 

introduced. Then, the state of current research is reviewed by categorizing it into three groups: 

development of simulation method or framework for disinfection process, the impact of 

operation, configuration, and modeling parameters on disinfection efficiency, and optimization 

of the configuration of contactors. Then, the challenges in a CFD simulation of flow, tracer 

transport, reaction and inactivation are examined. Potential solutions to overcome these 

challenges are discussed. 
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2.2 Stages of CFD Applied to Disinfection Process 

CFD technology has been used to model the flow in water treatment since the late 1990s 

(Do-Quang et al. 1997; Janex et al. 1998), including water intake infrastructures, flocculation 

tanks, sedimentation basins, and disinfection reactors (Craig et al. 2002). The early success of 

CFD in water treatment flow simulation led to an increased interest in applying CFD to 

disinfection processes as shown by the increase in related publications in Figure 2.1. 

The increasing interest in CFD applied to disinfection process is partly due to the rapid 

advancement of computer technology making intensive computing affordable; and partly due to 

the demand for modeling of the disinfection process. The primary goals in the modeling of 

disinfection processes are to increase disinfection efficiency and reduce cost, or to optimize 

reactor design to comply with regulations or both.  

Modeling of disinfection process can be divided into four stages: flow simulation, tracer 

transport simulation, reaction process simulation, and inactivation simulation. The latter three 

stages are heavily dependent on the first one, flow simulation. Thus, the accuracy of flow 

simulation is the most important one among the four. Note that, inactivation simulation also 

needs important input from the reaction process simulation.  

2.2.1 Flow Simulation 

The most basic governing equations of incompressible fluid flow are the continuity 

equation and momentum equations (or Navier-Stokes equations). The continuity equation is   

 
   
   

   (2.1) 

where    and    are velocity and position in  -th direction. 

The momentum equations are derived from Newton’s second law. A general form of the 

momentum equations is 
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where   is time,   is fluid density,   is pressure,   is the kinematic viscosity, and    represents a 

body force (the force per unit of mass) in the  th direction. 

An important issue in flow simulation is how to treat the turbulence. Turbulent flows 

contain a large range of spatial scales, from the smallest turbulent eddies on the order of 

millimeters, to bulk flow features comparable with the size of the geometry. The range of 

motions in a turbulent flow grows with the Reynolds number (Re) generally defined as Re = 

LU/ν where U and L are a characteristic velocity and length scale of the flow.  

Three primary strategies for the treatment of turbulence are well known (Pope 2000): 

Reynolds-Averaged Navier-Stokes equations (RANS) simulation, Large Eddy Simulation (LES), 

and Direct Numerical Simulation (DNS).  

DNS resolves the governing Navier-Stokes equations numerically over the entire range of 

turbulent scales. However, the requirements on mesh resolution and time-step put high demands 

on computational resources, rendering it unsuitable for most engineering applications. More 

specifically, the grid for DNS should contain approximately Re
9/4

 points. Typical Reynolds 

numbers are O(1x10
6
) giving rise to the need for large numbers of grid points that make DNS 

computationally prohibitive.  

RANS is a statistical approach for the simulation of turbulent flow. RANS involves the 

application of Reynolds averaging to decompose Navier-Stokes equation solution variables into 

their means and the turbulent fluctuations around these means. The primary advantage of RANS 

is the relative low requirement on computer resource. Therefore, RANS has been successfully 

applied to simulation of high Reynolds number flows, such as flow simulation around a full-

scale airplane. However, RANS has two main drawbacks: 1) it only resolves the mean flow and 
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all of the unresolved turbulent scales must be modeled through an added stress term to the 

momentum equation, thus rendering the turbulence model crucial for the accurate representation 

of the mean flow; 2) no universal RANS turbulence model exists, thus a specific model may be 

needed for the particular flow problem. 

LES also aims to reduce the requirements on mesh resolution imposed by DNS. The idea 

of LES is to use a spatial filter to separate the turbulent flow field into two components. The 

larger scale, more energetic structures that can be resolved by the numerical method on a given 

mesh are referred to as the resolved scales. The smaller structures that cannot be captured by the 

mesh are called sub-grid scales. The influence of sub-grid scales on resolved scales must be 

modeled through an added stress term to the momentum equation. The principle of LES lies on 

the fact that the small (unresolved) scales of the turbulence are homogeneous and isotropic and 

therefore easier to model relative to the larger scales. Furthermore, these small (unresolved) 

scales are universal and thus the sub-grid scale (SGS) model can be applicable to different flow 

problems. Results of LES would be closer to those of DNS under mesh refinement as the size of 

scales that require modeling become smaller and less energetic. LES is in between DNS and 

RANS in terms of accuracy and computational cost. Due to the physics of turbulence in the 

vicinity of an impermeable no-slip wall boundary being considerably different from the other 

parts of flow, typical SGS models such as the Smagorinsky model (Smagorinsky 1963) are not 

suitable for representing near-wall sub-grid scales. A common solution is to refine the mesh near 

the wall to the resolution of DNS. Thus, LES still has a high computational cost that cannot be 

afforded for engineering applications. LES is sometimes performed in conjunction with a near-

wall model in order to avoid DNS-like resolution of the near-wall region (Pope, 2000). 
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2.2.2 Tracer Transport Simulation 

Non-reactive tracer transport is often incorporated into a flow simulation in order to 

investigate hydraulic efficiency of the water treatment system, for example, in terms of mean 

residence time and other quantities of interest derived from residence time distributions. The 

tracer is a conservative element, typically a dye or salt. In CFD simulation, the tracer is usually 

treated as a passive scalar which has no impact on hydraulic characteristics. The basic technique 

used to conduct a tracer study is to introduce the tracer at the reactor inlet and measure the 

response at the outlet in order to obtain residence time statistics. 

Two main approaches for the simulation of tracer transport are based on Lagrangian 

particle motion modeling (particle tracking) and solving a transport equation for tracer 

concentration, respectively. Particle tracking modeling has been applied successfully (Stropky et 

al. 2007; Thyn et al. 1998; Wols et al. 2008a). However, the Lagrangian-based approach is less 

popular than solving a transport equation for tracer concentration because common CFD codes 

are based on an Eulerian system.  

For simulation of the tracer transport in fluid flow, an advection-diffusion equation is 

used: 

 
  

  
   

  

   
 
 

   
( 

  

   
)    (2.3) 

where    is the flow velocity,   is the tracer concentration, and   is the molecular diffusivity for 

the scalar.  

To solve the above advection-diffusion equation needs the input of the flow velocity field. 

There are two strategies to input the velocity field, namely frozen flow and dynamical flow:  

1. Frozen flow: Based on the assumptions of 1) steady mean flow and 2) that tracer 

transport does not affect the flow hydraulics, the mean flow is solved first. The 
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advection-diffusion equation for scalar concentration in eqn. (2.3) is then solved 

using the frozen velocity field.  

2. Dynamical flow: This strategy consists of solving the flow equations and the 

advection-diffusion equation for tracer concentration simultaneously at each time step. 

The first strategy fits within the RANS methodology described earlier and has been 

commonly used due to its relatively low computational cost (Kim et al. 2010a; Hofman et al. 

2007a; Huang et al. 2004). Note that LES is only compatible with the second strategy of tracer 

transport simulation because LES resolves smaller scales of the flow which are inherently 

unsteady. 

2.2.3 Reaction Process Simulation 

The main goal of reaction process simulation is to predict disinfectant dose distribution, 

requiring solutions of a series of chemical reactions. For example, in ozone disinfection, 

commonly considered chemical reactions include: reaction between ozone and natural organic 

matter (NOM) or total organic carbon (TOC); self-decomposition of dissolved ozone; and 

formation of by-products, such as bromate (Crittenden et al. 2005). Similar reactions and by-

products occur in chlorine disinfection.  

To model the transport of chemical species in a fluid flow, a general advection-diffusion 

equation similar to equation (2.3) is used: 

 
   
  
   

   
   

 
 

   
(  

   
   
)     (2.4) 

where    is the flow velocity,    is the species concentration,    is the molecular diffusivity for 

the chemical species, and    is the external volumetric source term including generation, 

consumption and transfer to another phase. Typical species are listed in Table 2.1. 
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The external volumetric source term,   , on the right side of equation (2.4), makes the 

simulation of a reaction process much more complicated than tracer transport in equation (2.3). 

For example, the commonly used source terms existing in the ozone disinfection are listed in 

Table 2.1. In this table,     is the ozone decay constant,    is the concentration of dissolved 

ozone,      is the reaction rate constant for the reaction between dissolved ozone and    , 

[   ]  is the concentration of    , and    is the bromate formation rate constant. For 

dissolved ozone, the source term usually consists of the rate of dissolved ozone decay and the 

consumption rates by bromate formation,    , and pathogens. In the equation for    , a 

second-order model is  commonly used. Note that the popular source term in the equation for 

bromate listed in Table 2.1 is empirical and not kinetics-based due to the complexity of the 

bromate formation sub-processes. A kinetics-based source term for bromate will be introduced in 

Chapter 3 of this dissertation. Finally, note that the source term for the tracer is null. The reason 

why the simulation of reaction processes is challenging and possible solutions to overcome these 

challenges will be discussed in Section 2.4.  

In UV disinfection, the disinfectant is not a chemical but rather the energy of UV incident 

radiation. Thus the primary goal of this stage of UV disinfection is to predict the incident 

radiation over space. Furthermore, the radiation modeling in UV disinfection is independent 

from the flow. More details about radiation modeling are described in section 2.3.1.  

2.2.4 Inactivation Simulation 

Additional reactions between microorganisms and disinfectant are included in the 

inactivation stage. Wols et al. (2010a) has summarized and compared the existing approaches to 

estimate micro-organisms survival ratio. An overview of inactivation or disinfection calculation 

methods is shown in Table 2.2. According to the study of Wols et al. (2010a), inactivation should 
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be modeled via a particle tracking method or an Eulerian approach (that solves the scalar 

transport equation for the number of microorganisms directly) and either method should 

incorporate flow characteristics such as dead zones and short-circuiting, in order to  predict 

disinfection more accurately. However, particle tracking methods are relatively difficult to be 

implemented in traditional CFD codes because the latter are usually written in an Eulerian 

system. Thus, only Eulerian inactivation will be described in this review.  

In Eulerian inactivation, a transport equation for the concentration of microorganism is 

commonly considered to be the governing equation of the inactivation of microorganisms 

(Greene et al. 2006; Huang et al. 2004; Wols et al. 2010a): 

 
   
  

   
   
   

 
 

   
(  

   
   

)      (2.5) 

where    is the concentration of microorganism   and     is the external volumetric source 

term for microorganism  .  

Various models have been developed for the source term of microorganisms. Details of 

these models are provided in section 2.3.1.  

Using the frozen flow simulation strategy (i.e. RANS), solution of the inactivation 

equations based on RANS is typically performed after the first three components or stages 

outlined earlier (flow solution, passive tracer solution and reaction process solution) have been 

successfully computed. An overview of the four stages of disinfection process modeling by CFD 

is listed in Table 2.3. Note that in the RANS simulation strategy, computation of these stages is 

performed sequentially. In LES, all stages would be computed simultaneously. All components 

or stages comprising the outlined framework remain under active research. For example, up to 

date including this dissertation, LES has only been applied to stages 1 and 2. Challenges in 

application of LES to stages 3 and 4 will be described in upcoming sections. Overall, 
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improvement of this framework involving LES and RANS and related technologies, such as 

computer power and solution algorithms should improve the applicability and reliability of 

disinfection process simulations.  

2.3 State of Current Research in Disinfection Simulation Using CFD    

The primary interests of reported studies on modeling of disinfection process can be 

categorized into the following three groups: 

 Development of simulation method or framework for disinfection process. 

 The impacts of parameters (to be described below) on disinfection efficiency. 

 Optimization of the configuration of contactors. 

2.3.1 Development of Simulation Methods for Disinfection Process 

Framework and simulation methodology development have always been at the frontier of 

disinfection simulation research. Before CFD technology was applied to the area of disinfection 

process, early research developed several simplified models for the flow in disinfection 

contactors, such as the axis dispersion reactor (ADR) model (Chen 1998; Kim et al. 2002; Kim et 

al. 2007) and the back flow cell model (BFCM) (Nguyen-Tien et al. 1985). However, these 

models cannot meet the demand of industry any longer due to limited applicability (usually the 

simplified models are only for contactors with simple geometries) and insufficient accuracy.  

At the end of 1990s, researchers recognized the potential of CFD technology for 

improving disinfection modeling. Cockx et al. (1999) conducted simulations of the flow in two 

ozone disinfection towers using a two-phase flow CFD code. In their model (Cockx et al. 1999), 

a source term which represents mass transfer was introduced to achieve the dissolved gas 

concentration held in the reactor. Greene et al. (2002) developed a CFD-based framework to 

predict flow structure, mass transport and chlorine decay in a continuous flow pilot scale reactor. 
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This framework was verified by a test case comparison with physical experimental 

measurements. Greene et al. (2004) developed a CFD-based framework that incorporates 

experimentally derived terms for chlorine decomposition and microbial inactivation based on the 

work of Haas et al (1995). The results from this model (Greene et al. 2004) showed good 

agreement with the physical experimental data set over a wide range of microbial inactivation 

rates. 

In order to reduce the high computational cost of CFD, researchers have developed a 

compartmental hybrid model of the completely mixed flow reactor (CMFR) and the plug flow 

reactor (PFR) (Gresch et al. 2009; Mandel et al. 2012) models. Although this kind of model is 

computationally-effective and easy to use, it has a relative low spatial resolution of the flow, 

which may cause serious accuracy problems. Additionally, compartmental models are unable to 

respond to varying flow conditions, thereby rendering them not practical for prediction. For 

example, a change in flow rate could potentially affect the size of dead zone regions or strength 

of short-circuiting. However, the compartmental model would not be able to detect this. Thus, 

the compartmental model is helpful for rapid analysis but not practical for prediction. 

Bolaños et al. (2008) discussed the applicability of CFD to simulate ozonation processes 

in ozone disinfection. This research proposed the set of Navier-Stokes equations with effective 

density and effective viscosity applied to two-phase flows if the dispersed phase elements are 

small. Their simulation predicted ozone decay but did not represent bromate formation. Results 

from the study of Bolaños et al. (2008) demonstrated that CFD is an efficient tool to study 

mixing flow characteristics and inactivation processes in existing water treatment plants and for 

predicting process performance of new designs. 
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Besides simulations of flow in lab-scale contactors, attempts at applying CFD to full-

scale contactors in water treatment plants have been conducted (Huang et al. 2004; Hofman et al. 

2007a; Zhang et al. 2007; Talvy et al. 2011). Hofman et al. (2007a) applied CFD to the Leiduin 

water treatment plant, in the Netherlands. The disinfection performance of the ozone treatment at 

the plant was predicted and compared with experimental data. Talvy et al. (2011) used CFD to 

assess the ozone disinfection in the Tailfer plant in Brussels, Belgium. Zhang et al. (2007) 

developed a multiphase CFD framework to address all the major components of ozone 

disinfection processes at the Charles DesBaillets Water Treatment Plant in Montréal, Canada. 

The previously described simulations have predicted ozone decay but most of them have not 

predicted bromate formation. Zhang et al. (2007) used an empirical based model, rather than a 

kinetic-based model, to predict bromate formation. This will be described in more detail further 

below.  

Kim et al. (2009) was the first to apply LES for analysis of flow in reactors as prior 

studies had been based on RANS. Kim et al. (2010a) concluded that the inability of RANS to 

capture turbulent flow structures in a baffled ozone contactor may lead to a poor prediction of 

tracer transport statistics such as t10 (i.e. the time it takes for 10 percent of the tracer injected at 

the inflow to reach the outflow). These statistics are often used for evaluating hydraulic 

efficiency. LES was proposed as a more accurate alternative to RANS due to its improved 

prediction of tracer transport statistics. The current dissertation work described in Chapter 4 

revisited the numerical and experimental studies of Kim et al. (2010b) and found that the poor 

performance of RANS compared to LES observed by Kim et al. (2009) may have been due to 

inappropriate use of the turbulence model. It was found that for the near-wall resolving grid used 

by Kim et al. (2009), RANS with a low-Reynolds number turbulence model such as the Lauder-



18 

Sharma k-ε model (Wilcox, 1994) leads to more accurate tracer transport statistics than RANS 

with the standard k-ε model (Wilcox, 1994). Application of the standard k-ε turbulence model on 

coarser grids led to better results. The reason for this is that the standard k-ε turbulence model is 

designed for coarse meshes that do not resolve viscous, near-wall dynamics. These results have 

been recently published in Zhang et al. (2013a). 

Equations governing flow and tracer transport solutions (excluding the turbulence model) 

are general to disinfection simulation frameworks. Differences appear when modeling the 

reactions. For modeling chlorine disinfection, the commonly used reaction system consists of 

chlorine decay only (Greene 2002; Greene et al. 2006). For modeling ozone disinfection, the 

commonly considered reactions include ozone decomposition, reaction between ozone and 

instantaneous ozone demand (IOD) or natural organic matter (NOM) or total organic carbon 

(TOC), and bromate formation. A summary of the reaction systems used in CFD simulations of 

ozone disinfection is given in Table 2.4.  

In the studies that considered bromate formation, an empirical model under the 

assumption that bromate concentration changes linearly with ozone exposure was used to 

represent the process (Zhang 2006; Bartrand 2006; Zhang et al. 2007). Although Zhang (2006) 

and Zhang et al. (2007) have a bromate formation module in their framework, these authors 

deemed not practical to predict bromate formation due to the sensitivity of the process of 

bromate formation to water quality. Bartrand (2006) showed prediction of bromate formation in 

the Alameda County Water District ozone contactor in Fremont, CA. However, the predictions 

were not compared with physical experimental data. Instead of empirical modeling, Mandel et al. 

(2012) used a quasi-mechanistic chemical model or kinetics-based model to represent the process 

of bromate formation. However, a systematic network was used by Mandel et al. (2012) to 
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represent the flow (rather than CFD), thereby reducing the accuracy of the flow solution and 

consequently reducing the fidelity of ozone and bromate concentration predictions.  

This dissertation develops a novel CFD-based framework comprised of a kinetics-based 

model for ozonation process in ozone contactors. This modeling framework has been validated 

via application to a full-scale ozone contactor operated by the City of Tampa Water Department. 

Predictions of ozone and bromate concentrations from the model have shown good agreements 

with physical measured data. The contribution of this dissertation relative to previous studies is 

highlighted in Figure 2.2.  

For modeling of UV disinfection, the primary focus in this stage is the radiation modeling. 

In turn, the radiation model appears as part of the source term in the advection-diffusion 

transport equations for inactivation of microorganisms. A summary of the radiation models used 

in the modeling of UV disinfection process up to date is listed in Table 2.5.  

Although various inactivation models have been developed for the source terms of 

advection-diffusion equations governing the concentration of microorganisms (Gyurek and Finch 

1998), only the Hom-Haas model and the Chick-Watson model have been put to practice in CFD 

codes. The Hom-Haas model can represent the inactivation kinetics more accurately than the 

Chick-Watson model (Haas and Karra 1984a, b; Zhang 2006). The source term expression given 

by the Hom-Haas model is 
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 (2.6) 

where    is the initial concentration of the microorganism m,      is the inactivation rate 

constant for the microorganism m,    the disinfectant (i.e. ozone or chlorine) concentration, and x 

and y are constants. Table 2.6 lists literature-reported constants for various pathogens. 
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Inactivation rate constants depend on the target species and temperature. For the case when x = y 

=1 the Hom-Haas model reduces to the Chick-Watson model: 

     
   
  

           (2.7) 

Although the Chick-Watson model does not consider the effect of initial microorganism 

concentration and has a limited applicability, it has been more popular in practical modeling than 

the Hom-Haas model due to its simplicity (Wols et al. 2010a; Bolaños et al. 2008; Bartrand 

2006; Huang et al. 2004). However, as affordable computational power is becoming available, 

more accurate and complicated kinetics models have been employed, such as the Hom-Haas 

model (Zhang et al. 2007; Zhang 2006) or other application-specific models (Talvy et al. 2011). 

The inactivation models used in UV disinfection are similar to those used in ozone and 

chlorine disinfections except that the disinfectant concentration in equations (2.6) and (2.7) needs 

to be replaced with incident radiation, G. (Models for G were summarized in Table 2.5.) For 

example, in the Chick-Watson model, which has been widely used in modeling of UV 

disinfection (Chiu et al. 1999; Ducoste et al. 2005; Lyn et al. 1999), the source term can be 

written as  

               (2.8) 

where       (unit: m
2
/(Ws)) is the intrinsic rate constant of the microorganism m. 

2.3.2 Parameter Studies of Modeling Disinfection Process 

Several parameters related to disinfection efficiency have been studied via CFD. These 

parameters can be divided into the following three categories: 

 Operation parameters 

 Configuration parameters 
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 Parameters in modeling 

The operation parameters studied by CFD include: pH (Kim 2005), temperature (Kim 

2005; Talvy et al. 2011), bubble size variation (Talvy et al. 2011), ozone-consuming substances 

(OCS) variation (Huang et al. 2004), dead zone volume percentage (Lee et al. 2011) and kinetics 

and mixing state among others. The studied configuration parameters include: inlet 

configurations (Greene 2002; Greene et al. 2002), the direction and magnitude of the inlet flow 

(Ta and Hague 2004), the method of tracer injection (Zhang et al. 2008), sampling locations 

(Zhang et al. 2008), the ratio of length of flow to width of flow (Peplinski et al. 2004) and wall 

reflection of light (Chen et al. 2011). The parameters in modeling are the parameters involved in 

development of the CFD analysis, such as the effect of turbulence model, time step (Peplinski et 

al. 2004), turbulent intensity of inflow conditions (Huang et al. 2002), turbulent Schmidt number 

(Kim et al. 2013) and so on. The impacts of studied parameters on disinfection efficiency or 

predicting disinfection efficiency are summarized in Table 2.7. 

A better understanding of the relationships between disinfection efficiency and operation 

parameters is helpful for troubleshooting existing facilities in water treatment plants. For 

example, the CFD simulation of the flow in the Tailfer plant, in Belgium (Talvy et al. 2011), 

helped to identify problematic issues caused by the low operating temperature. Another example 

is that sampling location has been observed to have a significant influence on tracer RTD 

prediction (Zhang et al. 2008), suggesting that multiple sampling points should be employed 

during physical measurements. 

2.3.3 Optimization of the Configuration of Contactors 

Contactor configuration optimization which aims to obtain the maximum disinfection 

efficiency is an important research direction in water and wastewater treatment industry. Note 
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that here hydraulic efficiency is considered an index of disinfection efficiency in accordance 

with the majority of the literature.  

It is well-known that reduction of dead zones and short-circuiting leads to improved 

disinfection efficiency (Wols et al. 2008a; Bolaños et al. 2008; Kim et al. 2010a; Amini et al. 

2011; Zhang et al. 2013b). Increasing the number of baffles is a commonly used approach to 

reduce dead zones and diminish short-circuiting. Several studies have concluded that an increase 

of the number of baffles usually leads the fluid flow to approach plug-flow conditions 

characteristic of a plug-flow reactor (Kim et al. 2010a; Amini et al. 2011; Wols et al. 2008a). 

Essential for achieving plug-flow conditions is the use of spatial separation of the flow to limit 

diffusion between chambers. However, a minor side effect caused by the increment of baffles is 

that more energy needs to be spent on driving the flow through the contactor as will be seen in 

Chapter 6 of this document as well as in a recently published article (Zhang et al. 2013b).  

Instead of increasing the number of baffles, proper rearrangement of chambers may have 

the same effect of reducing dead zones and diminishing short-circuiting. In the study of Amini et 

al. (2011), it is shown that the hydraulic efficiency of a six-baffle wall contactor with a proper 

rearrangement can be higher than that of a contactor with nine baffle walls.  

Proper adjustment of the locations of inlet, outlet and diffusers may also improve 

hydraulic conditions. The hydraulic efficiencies of nine configurations of a disinfection tank with 

different inlet and outlet locations were compared by Stamou (2008). The one with the best 

hydraulic efficiency was proposed for construction. Cockx et al. (1999) conducted two-phase 

flow simulations of an initial disinfection tank and a refurbished disinfection tank with an 

adjustment of the locations of ozone diffusers. Their numerical results found that the refurbished 

disinfection tank could achieve a higher inactivation level for Cryptosporidium at the same 
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operation costs. Modifying the shape of the baffle (such as adding a turning vane at the baffle 

end) to make the flow turn smoothly, is another way to reduce dead zones (Wols et al. 2010a). 

Tafilaku et al. (2010) conducted a numerical study on three designs of a disinfection clearwell 

with concentric baffles, conventional serpentine baffles and modified serpentine baffles. Results 

showed the configuration with conventional serpentine baffles had the highest hydraulic 

efficiency among these three configurations.  

Minor modifications of existing contactors to improve disinfection efficiency have been 

made based on troubleshooting existing contactors via CFD. Such modifications include adding 

chambers, increasing end gap and so on (Phares et al. 2009). Attempts at optimizing the 

configuration of contactors with the aid of CFD simulations are summarized in Table 2.8. 

2.4 Challenges in Disinfection Process Simulation 

Most reported studies have focused on flow and tracer transport simulation, and few 

studies have involved the simulation of chemical reaction process as well (Cockx et al. 1999; 

Greene 2002; Huang et al. 2004; Zhang 2006; Bartrand 2006; Zhang et al. 2007; Bolaños et al. 

2008; Wols et al. 2010a; Talvy et al. 2011). Studies that have incorporated inactivation kinetics 

modeling into CFD are even fewer (Huang et al. 2004; Zhang 2006; Zhang et al. 2007; Bolaños 

et al. 2008; Wols et al. 2010a; Talvy et al. 2011). The present review study found that the 

challenges existing in the disinfection process simulation include: 1) unsteady flow effects, 2) 

multiphase flow effect, 3) complexity of reaction system, 4) uncertainty of inactivation kinetics, 

and 5) closure problem for chemical source terms.   

2.4.1 Unsteady Flow Structure Effect  

As mentioned earlier, the accuracy of flow simulation is critical to disinfection process 

modeling. The majority of studies have successfully employed RANS for flow and tracer 
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transport simulation. As will be seen in the upcoming chapter 4, the primary reason why RANS 

has been successful for baffled contactors is because steady or quasi-steady short-circuiting 

exists in most baffled contactors and the unsteady (intermittent) small-scale eddies have 

negligible impact on tracer transport (Zhang et al. 2013a). However, since RANS resolves the 

mean flow only, a significant error may appear once energetic unsteady flow structures develop 

in the flow. Recent reports as well as the study in Chapter 4 have pointed out that under such 

conditions LES is a more suitable approach than RANS due to its capability of capturing 

unsteady flow features (Wols et al. 2010c; Kim et al. 2010a).  

In a UV disinfection application, Wols et al. (2010c) found that RANS wrongly predicts 

local flow features around a UV lamp. This phenomenon was mainly caused by Kármán Vortex 

Street which is a typical unsteady flow structure in a flow around a blunt body. LES was 

employed and matched the experimentally measured velocity profile better than RANS. The 

author in this dissertation (see Chapter 4) investigated a baffled contactor and a column contactor 

which are typically used for ozone and chlorine disinfection. Results showed that LES is a more 

reliable strategy than RANS in simulating tracer transport in column contactors due to its ability 

to better predict the spatial transition to turbulence characterizing the flow. However, in baffled 

contactors where such transition does not occur and the flow is characterized by a quasi-steady 

short circuiting jet and dead zones, RANS performs on par with LES.  

Besides the significant impact on tracer transport, unsteady flow structures are expected 

to have considerable impact on reaction and inactivation processes. Further exploration of this 

issue using higher resolution approaches such as LES, detached LES (Spalart et al. 1997; Strelets 

2001) or even DNS should be explored in the future as computational power becomes more 

affordable. Detached LES or DES is a hybrid between LES and RANS. In regions where 



25 

unsteady features are important the DES behaves as LES and in regions where the mean 

component is the primary feature DES behaves as RANS. 

2.4.2 Multi-phase Flow Effect 

For ozone disinfection process simulation, a multi-phase flow simulation should be more 

accurate than a single-phase flow simulation since it is closer to reality. However, the majority of 

previous studies tended to neglect the effect of gas phase in the disinfection process for two 

reasons: 1) unknown parameters, such as bubble size distribution, mass transfer coefficients, 

models for closure of the two-phases, etc.; 2) a single-phase flow simulation is algorithmically 

simpler and less computationally expensive.  Only a small portion of studies have conducted 

multi-phase flow simulations (Cockx et al. 1999; Bartrand et al. 2009; Ta and Hague 2004; 

Bolaños et al. 2008; Talvy et al. 2011).   

Bartrand et al. (2009) found that for water flow down a vertical column contactor with a 

counter (upward) gas flow, an increment of gas flow rate would promote stronger short-

circuiting in both physical experiments and numerical simulations. Based on the simulation 

results, the explanation for this was that the upward flow of the liquid phase within the bubble 

plume and reduction of the effective column cross sectional area through which downward-

flowing liquid passes result in stronger short-circuiting. However, for a baffled contactor, 

especially a full-scale baffled contactor, the impact of gas flow on water flow may be less 

significant due to a lower ratio of gas flow rate to liquid flow rate. For example, the ratio of gas 

flow rate to liquid flow rate for a typical full-scale baffled contactor in a water treatment plant is 

1.6%~3.3% (Talvy et al. 2011) while that for a column contactor the ratio is 7.6%~45% 

(Bartrand et al. 2009; Bolaños et al. 2008). Furthermore, in a column contactor, the gas flows in 

opposite direction to the bulk water flow and thus can significantly affect the overall flow, 
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whereas in a baffled contactor, the gas flow can potentially influence the water flow only in the 

chambers where the gas diffusers are located, thereby making the effect of the gas flow on the 

overall flow less significant. In order to better understand the role of gas flow in the disinfection 

processes for both column and baffled contactors, further exploration via simulations and 

physical experiments is required. 

2.4.3 Complexity of Reaction System  

The overall complexity of the reaction system is mainly caused by the variety of species 

present in the system and the complexity of kinetics for each elementary reaction. Usually, the 

reaction system in a disinfection process consists of an excessively high number of elementary 

reactions to be covered by modeling. Thus, it is necessary to develop a truncated or reduced 

reaction mechanism. The reduced reaction mechanism should contain a minimum number of 

species while preserving the characteristics of the reaction system.    

An approach to simplify a reaction system is time-scale analysis (Okino and 

Mavrovouniotis 1999). The basic steps behind time-scale analysis are 

 Identify regions exhibiting different time scale behavior; 

 Identify species having a fast reaction rate or fast time scale within each region and 

lump them into a smaller set of pseudo species; 

 Simulate the dynamics of the reaction system by a smaller set of variables 

characteristic of each region.   

Another approach is to consider only the global reaction of the species of interest. This is 

commonly used in chlorine and ozone disinfection process simulation.  

Besides the number of reactions, the complexity of reaction kinetics serves to increase the 

difficulty of modeling as well. Typically, first-order reaction kinetics is sufficient to describe the 
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Figure 5.1: Schematic diagram of treatment processes in the David L. Tippin Water Treatment 

Facility (City of Tampa Water Department) after the completion of the Water Quality 2000 

Project (Kim et al. 2009). 

 

 

Figure 5.2: Layout showing chamber numbers and ozone and bromate sampling points in one of 

the ozone contactor trains in the David L. Tippin Water Treatment Facility (City of Tampa Water 

Department). Note that the flow goes from right to left and thus chambers are counted from right 

to left. 
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(a) 

 
(b) 

Figure 5.3: (a) Layout showing chamber number, (b) dimensions (unit: inch) and (c) 

computational grid of ozone contactor in the David L. Tippin Water Treatment Facility (City of 

Tampa Water Department). Note that the flow goes from right to left and thus chambers are 

counted from right to left. 

 

 
(a) 

 
(b) 

Figure 5.4: (a) Speed contours and (b) streamlines on the streamwise-vertical (  -  ) plane at 

mid-span of the simulated full-scale ozone contactor for scenario I. Note that, the flow direction 

is from right to left. 
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Figure 5.5: Instantaneous snapshots of tracer concentration on the streamwise-vertical (  -  ) 
plane at mid-span of the ozone contactor at various times: (a) t=100s; (b) t=400s; (c) t=800s; (d) 

t=1200s; (e) t=1600s; and (f) t=2100s. The flow rate is 46.0 MGD. The flow direction is from 

right to left. 

 

 

Figure 5.6: Normalized residence time distribution (RTD) (left axis) and cumulative residence 

time distribution (CRTD) (right axis) for different flow rates. 
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Figure 5.7: Cumulative residence time distribution curves for contactor domains with different 

number of chambers. Flow rate used was 46.0 MGD in all cases. 

 

 

Figure 5.8: The change of      with increment of number of chambers. The flow rate used was 

46.0 MGD. 
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Figure 5.11: Predicted bromate concentration as a function of      , the percentage of    
  for 

bromate formation. Simulations were conducted under scenario III. 

 

 

Figure 5.12: CT distribution on the streamwise-vertical (  -  ) plane at mid-span of the 

contactor for scenarios I-V (a-e, respectively).  Note that, the flow direction is from right to left 

(i.e. from chamber #1 through #8). 
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energy demand for ozone generation. These issues/relationships have not been investigated in 

previous studies.  

In this section, RANS of the two ozone contactors of Kim et al. (2010b) and a third 

contactor, which is hypothetical, are performed in order to compare the differences in 

performance caused by narrowing chamber width. Baffling performances of the three ozone 

contactors are compared based on hydraulic efficiency measured from passive tracer 

concentration distributions. Additional comparison between the three contactors is made through 

estimates of energy loss due to friction. A trade-off between baffling performance and energy 

loss is identified for the first time, as previous works have focused on baffling performance 

(hydraulic efficiency) only. Ultimately, it is seen that the energy saving due to a lower demand 

for ozone generation afforded by improving hydraulic efficiency is able to offset the friction 

energy loss incurred by the addition of baffles required to enhance baffling performance. 

Furthermore, energy loss due to friction in flow through a contactor is identified as an important 

component to consider when determining ozone disinfection and overall water treatment plant 

operation costs. 

6.1.2 Flow Domain and Boundary Conditions 

The flow configurations consist of the baffled ozone contactor studied in the physical 

experiments of Kim et al. (2010a) and the LES and RANS of Kim et al. (2010b), as noted earlier. 

The laboratory scale contactor of Kim et al. (2010a) consisted of 12 chambers. A truncated 

version consisting of 4 chambers was considered in the computations of Kim et al. (2010b) and 

was also considered for the present computations. This was the domain studied earlier in Chapter 

4, but described here again for completeness. The section formed by the 4 chambers (chamber 

width is 0.113m) is 0.48 m long in the streamwise (  ) direction and 0.23 m wide in the 
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spanwise (  ) direction. The rest of the dimensions of the contactor including the dimensions of 

the baffles are given in Figure 6.1a. The other two contactors studied in the present computations 

have the same dimensions except with twice and thrice the number of chambers, respectively, 

corresponding to approximately half (0.053m) and quarter (0.033m) chamber widths of the 

original contactor. The geometries of the three contactors are shown in Figures 6.1a-c. 

Henceforth, the original contactor is denoted as NW (for normal chamber width), the second 

contactor is denoted as HW (for half chamber width) and the third contactor as QW (for quarter 

chamber width). The structured grids employed in RANS of flows through NW, HW and QW 

models have 1,394,000 cells, 1,738,400 cells, and 1,974,960 cells respectively, shown in Figure 

6.2. Note that the increase of grid points is caused by the increase of wall boundaries (baffles). 

Based on wall-resolution considerations, the Launder-Sharma model (Launder and Sharma, 

1974; Patel et al. 1985) studied earlier was employed. The water extends to a height H = 0.21 m 

above the bottom and does not fill the entire contactor. The free-surface is treated as a no-

penetration, zero-shear, rigid lid allowing full slip. Thus, the corresponding surface boundary 

conditions are  〈  〉    ⁄   〈  〉    ⁄  〈  〉    where    is the surface-normal direction 

and 〈  〉, 〈  〉 and 〈  〉 are the streamwise, surface-normal and spanwise velocities respectively.  

No-slip conditions are imposed at the bottom and baffle walls and the inlet and outlet are 

periodic for velocity and pressure. The streamwise body force    appearing in the    momentum 

equation in (2) is prescribed such that the Reynolds number is 2740 based on hydraulic diameter 

(   √     , where    is the cross section area at the inlet/outlet) and target bulk velocity 

      at the periodic inlet/outlet. This corresponds to the Reynolds number in the laboratory 

experiment of Kim et al. (2010a) and in the computations of Kim et al. (2010b). This approach 

leads to the same flow rate Q passing through all contactor models considered (NW, HW and 
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QW). Using this flow rate, an alternate Reynolds number may be defined based on chamber 

dimensions:      (   ⁄ )    where ν is kinematic viscosity and   is the perimeter of the 

cross-sectional chamber area normal to   . For the NW, HW and QW models considered, the 

values of       are 1143, 1413 and 1521, respectively. 

Once the steady state RANS solution of the flow is computed (Eqns. 3.17-3.20), the 

scalar advection-diffusion transport equation for the passive tracer in (3.22-3.23) is solved using 

the steady flow velocity. The numerical tracer study is conducted by initially releasing a tracer 

pulse with concentration 〈 〉    at the inlet over a 2.5 second period. At the outlet and at the 

walls, the normal gradients of 〈 〉 are set to zero indicating zero diffusive flux across these 

boundaries.  

6.1.3 Results and Discussion 

Figures 6.3a-c show absolute velocity (i.e. speed) superimposed with streamlines in the 

RANS performed with the grids depicted in Figures 6.2a-c respectively. Absolute velocity and 

streamlines are shown for the streamwise-vertical (  -  ) plane at mid-span (   = L/2 where L is 

the spanwise length of the contactor). The flow patterns in both models are similarly 

characterized by an undulating, high-speed core jet extending from chamber to chamber and a 

secondary, slower-speed re-circulation zone, or dead zone, within each chamber. The core jet 

facilitates the passage of a portion of water through the whole length of the contactor over much 

shorter times than the mean residence time, resulting in short-circuiting and thus a reduction in 

hydraulic (disinfection) efficiency. Furthermore, regions of high speed flow can be found near 

the right side of each chamber and at the exits of each chamber where the speed can reach up to 

twice the inlet/outlet bulk velocity due to the presence of baffles. As the number of baffles 

increases or chamber width narrows, the length of short-circuiting increases due to a more 
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bended flow path caused by the baffles. Comparing Figures 6.3a-c, the slower-speed re-

circulation zones, or dead zones, decrease significantly as the number of baffle increases. In the 

NW model, dead zones stretch out over most of the vertical length of the baffles and occupy 

approximately two thirds of each chamber width. Meanwhile the dead zones in the HW model 

are much smaller, stretching out over no more than half the length of a baffle and extending over 

approximately half a chamber width. Furthermore, the dead zones in the QW model are the 

smallest, stretching out over approximately one sixth of the length of the baffle and one third of a 

chamber width. These characteristics indicate that the QW model gives rise to a flow closest to a 

plug flow, which is ideal for disinfection efficiency. This will be further demonstrated by the 

study of the passive tracer advected through the contactors presented further below.  

In Figure 6.4, profiles of the y-component (  -component) of velocity versus chamber 

width along x (  ) are plotted for each flow at different depths. In the RANS with the NW model, 

the y-velocity vector changes direction from negative y to positive y along the chamber width at 

all three depths shown, in accordance with the presence of the re-circulation zone or dead-zone 

occupying a large part of the chamber, seen in Figure 6.3a. Note that the y-velocity magnitude is 

greater along the right side of the chamber coinciding with the high-speed core jet. In the RANS 

with the HW model, the y-velocity vector has obvious direction change only at depth y/H = 0.27 

(     = 0.27), in accordance with the presence of the re-circulation zone occupying a small part 

of the chamber, seen in Figure 6.3b. Note that H is the height of the water in the contactor. In the 

RANS of the QW model, the direction change of the y-velocity vector is small even at depth y/H 

= 0.27. Furthermore, in the RANS of the QW model, the velocity profile at depth y/H = 0.72 

shows a trend towards the velocity profile in an ideal plug flow reactor (PFR) which is not 

observed in the RANS of the other two models. Such behavior further indicates that the QW 
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model is closer to a PFR than the other two models. Overall, the flow structures in Figure 6.3 and 

velocity profiles in Figure 6.4 agree with those in the LES of Kim et al. (2010b).  

Figure 6.5 shows instantaneous snapshots of tracer concentration at various points in time 

for the RANS of flow through the NW model. Recall that the tracer is released at the inlet during 

the first 2.5 seconds of the simulation. Higher tracer concentrations are found close to baffle 

walls and near the surface, in agreement with the LES and experiments of Kim et al. (2010a, b, 

respectively). The effect of short-circuiting can be seen in the snapshots at times t = 90 s and t = 

112.5 s showing non-negligible tracer concentration levels at the inlet occurring simultaneously 

as a large portion of the tracer in the third and fourth chambers is close to exiting the contactor. 

Such behavior is due to entrapment of tracer within re-circulation (dead) zones. This shows that 

remnants of the tracer persist throughout the entire contactor for long times after its initial release. 

A similar trend is observed in the RANS of the HW model (Figure 6.6). However, 

comparing the concentration snapshots between RANS with the NW model and the HW model 

at corresponding times, e.g. t = 90.0 s or t = 112.5 s (110.0 s), the behavior caused by entrapment 

of tracer within re-circulation zones is less apparent in the HW model due to the diminishing of 

the dead zone regions. Overall, Figures 6.5 and 6.6 show that in the RANS with the HW model, 

the tracer is less diffuse and thus more concentrated as it travels through the contactor in 

comparison with the tracer distribution in the RANS with the NW model. Note that the same 

color-bars denoting tracer concentrations are used at each corresponding time in Figures 6.5, 6.6 

and 6.7.  

In the RANS with the QW model (Figure 6.7), at time t = 110 s, non-negligible tracer 

concentrations are only observed in the second to last and last chambers, unlike in models NW 

and HW (Figures 6.5 and 6.6). This indicates that the entrapment of tracer within dead zone 


