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Fluctuations within the regions that include the FG loop and the Gβ strand (Thr210 to Lys225), 

are also observed. Large fluctuations are observed around residues Leu236 to Thr250 that 

corresponds to some residues of the H and I β strands. The region from 255 to 270 corresponds 

to the helix at the end of the protein, which is fluctuating indistinctly during all simulations 

without any relation to the ligand dynamics. Variations of intrinsic motions of FixL before the 

bond-breaking event determines the fate of the ligand after bond rupture. If the residues that 

surround the CO are less mobile before the breaking then the ligand has a larger probability to 

stay within the heme pocket. 

 

	
  

Figure 46 FixLH Average Residue Fluctuations during the CO Bound Simulation of the Proteins 
along the PC1. The data is separated in two (CO escapes or stays) according to the ligand 

behavior after bond breaking. For most residues the fluctuations are larger if the final outcome 
after bond breaking is for the ligand to escape. 
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Ligand Dynamics inside Pocket 

Figure 42 shows CO local dynamics within the heme pocket with panels a, b and c 

displaying the path of the center of mass of the ligand during the CO unbound simulation22. 

Three different scenarios are observed. In the scenario C1 (panels a,d) the CO motion is around 

the methine bridge B (CHB) of the heme and it shows contacts between the ligand and the Gβ 

and Hβ strands. In the scenario C2 (panels b,e) the ligand remains close to methine bridge A 

(CHA) and presents contacts with the Fα helix, the FG loop and the Gβ strand. In the scenario C3 

(panels c,f) the ligand moves near the methine bridge C (CHC) and shows contacts with Hβ and 

Iβ strands. Therefore three different possible cavities are present inside the heme pocket 

according to our simulations. It has been shown through picoseconds mid-infrared spectroscopy 

that a cavity within the core of PAS domain adjacent to the heme is present, close to the CHC 

methine bridge, which is in agreement with the scenario C323. Probabilities of the ligand 

remaining in each cavity are shown in Figure 43. In the figure we are using data for all the 

proteins in the crystal structure simulation in which the ligand stays closer to the heme group 

immediately after bond breaking. Cavities C1 and C2 present a lower probability of the ligand 

remaining closer to them than cavity C3. Both cavities C1 and C2 go closer to zero occupancy 

after 17 ns due to ligand escaping to the solvent. But for cavity C3 the ligand tends to remain in 

the cavity during the complete simulation time. Therefore our simulations results agree with the 

above mid-infrared probe. 
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Figure 47 Dynamics of the Ligand.  Panels a, b and c show the drawn path of combined 
trajectories of the ligand around the heme plane, during the first 5 ns after the CO-Fe bond 

remotion. In panels d, e and f the number of contacts between the residues within the protein 
region defined in the y-axis and the ligand are shown. 
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Figure 48 Probability of the Ligand to Stay inside the Cavities after the Fe-CO Bond Breaking 
Event. The probabilities include all the 18 proteins in the crystal simulation (the initial time after 

bond breaking do not add up to 100% because for some proteins the ligand escape almost 
immediate after the bond is broken or the ligand is outside any of the three cavities). 

Probabilities increases (after a slight decrease) are due to ligand motion away cavity area and 
subsequent oncoming. 

 

Conclusions  

In this work we have performed MD simulations of CO unbounding from the heme 

pocket of bjFixLH in aqueous solution and in a crystal cell. Different results after CO 

dissociation were observed in the two environments.  

For half of the proteins in the crystal simulations the ligand remains inside the binding 

cavity during the complete CO-unbound simulation, whereas relaxation to the deoxy state occurs 

for those proteins where the carbon monoxide escapes to the solvent and for the aqueous solution 

simulation. For the protein where the ligand stays after Fe-CO bond breaking hydrophobic 

residues that surround the ligand keep it within the heme pocket in sort of a “cage”. 
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 Escape of CO is related to the break of the salt bridge between Arg220 and HP7, so 

Arg220 is acting as a “gate” of the protein cavity.  

Conformational changes observed in previous experiments by liganded and unliganded 

structures of this protein are observed in our simulations but with an important dependence on 

the location of the ligand after bond dissociation. In turn, the location of the ligand after 

dissociation depends on the intrinsic motions and fluctuations of the protein just before the bond 

breaking event.  

Three possible cavities in the heme plane have been found in our simulations, with cavity 

C3 being more effective in keeping the ligand close to the heme group after bond breaking. 

Further simulations with enhanced sampling techniques of wild type and mutant species will be 

needed to corroborate our findings and suggests new experimental observations to elucidate the 

signal transduction pathway of this oxygen sensing enzyme. 

Computational Methods 

Solution Simulations 

Initial coordinates were taken from the 2.4 Å resolution crystal structure of the CO-bound 

BjFixLH (PDB entry 1lsv)24, which is the isolated heme-PAS domain of the dimeric oxygen 

sensor BjFixL that consists of 130 amino acids. Molecules and structure files were prepared 

using VMD program22. Simulations were performed with NAMD 2.6 code25 and CHARMM27 

force field26. All the glutamic and aspartic acid residues and the heme prosthetic groups were 

taken to be deprotonated while all the lysines and arginines were protonated. The histidine side 

chains were modeled as neutral with the δ nitrogen protonated, in order to model a solution at pH 

7.5, the pH that was used to prepare the crystals24. Periodic boundary conditions were used 
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placing the initial structure in an equilibrated water box of dimensions 68x67x52 Å3. To create a 

neutral simulation box, 6 Na+ counterions were added by replacing water molecules at the most 

negative electrical potential. The total system size was 1835 protein atoms, 75 heterogen atoms 

(heme and ligand), 6 sodium counterions and 6836 TIP3P water molecules, leading to a total of 

22424 atoms. The minimization, heating and equilibration of the system were completed during 

1100 ps. The system was minimized using the conjugate gradients method, and then was heated 

by increments of 0.001K every time step (2fs) up to 287K for 600ps. Next, the system was 

equilibrated at constant volume for 400 ps. A standard MD trajectory 10 ns long, at constant 

pressure and temperature, was performed with a bound CO, and this was followed for another 10 

ns trajectory with unbound CO. The integration time step was 2fs, van der Waals interactions 

were calculated every step (2fs) while electrostatics interactions were calculated every other step 

(PME every 4fs), using the multiple time step method employed by NAMD (Verlet-I/r-

RESPA/Impulse MTS Method)27. The Particle Ewald Mesh summation for long range 

electrostatic interactions was used with the number of grid points of 64(26) in the x, y and z 

dimensions accordingly with the periodic box size. The cutoff distance for van der Waals was 

12Å. A non-bonded pair list cutoff of 13.5Å and the pairlist was updated every 10 time steps. 

The pressure was controlled using the Nosé-Hoover Langevin piston pressure control25. The first 

10 ns of each run were performed using force-field parameters for a six-coordinated heme while 

for the final 10 ns domed, five-coordinate heme force field parameters were used28, 29. Atomic 

coordinates were stored every 1ps for data analysis. Three different simulation replicates were 

computed.  
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Crystal Simulation 

The starting coordinates for this simulation was the crystal structure of the CO-bound 

BjFixL heme domain. This crystal belongs to the H32 space group, with the following 

rhombohedral cell parameters a=b=127.01Å, c=58.14Å, α=β= 90°, γ=120°20. The H32 crystal 

unit cell contains 18 symmetry related molecules; therefore the initial coordinates of the crystal 

unit cell were obtained by applying the H32 symmetry transformation30. The 18 proteins were 

hydrated by placing 684 water molecules at crystallographic sites and 16116 at 

noncrystallographic sites31, in order to have a box density close to the experimental value 

(59.31%v/v). A total of 107 Na+ counterions replaced water molecules at the most 

electronegative potential sites to get a neutral simulation box. The number of protein atoms was 

33030, heterogen atoms 1350, 48027 atoms from water molecules and 107 sodium atoms for a 

total number of 82514 atoms. Basically the same protocol described for the solution simulations 

was employed for the crystal unit cell run. The solvent was relaxed by energy minimization and 

brought to a temperature of 287K assigning increments of 0.001K every time step (2fs), during a 

700ps run while restraining the protein, heme and CO initial positions with a harmonic potential. 

The system was then minimized gradually lowering the restraining force constant to zero during 

four 100ps runs and heated to 287K without restraints. The same process as of minimization was 

employed for the system equilibration at constant volume in a stepwise manner equilibrating the 

solvent and then the complete system. A 20 ns MD run was done at constant P and T, with the 

same parameters used in the solution simulation. A feature observed during previous simulations 

(that we also observe in the simulations we are reporting here) was the deformation of the unit 

cell. Previous crystal molecular dynamics simulations, at constant volume and pressure, have 

shown that these simulations are sensitive to several model parameters that lead to smaller 
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distortions in shape and size18. In order to study the effect of these deformations in our crystal 

simulations, an additional simulation using harmonic constraints applied to the proteins 

backbone was done. 
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Appendix A 

 

License for Publication of Figure 1 
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License for Publication of Figure 2 

 


