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ABSTRACT

Most papers in empirical finance implicitly or explicitlgsume the same price of
risk, for each priced systematic risk factor, across aly/r&ssets within a given domestic
market. In doing so, they rely on the assumption that markets arestilmatig integrated
and, as such, that the price of risk is determined independently of indiulteators
attitude towards risk. This is true in frictionless marketsrehevestors have complete
information, homogenous beliefs, and hold the mean-variance efficiertiireation of
the market portfolio and a risk-free asset. However, investorstma hold the market
portfolio because of exogenous reasons. In fact, several recent paperprovided
evidence that US investors do not, holding instead vastly undiversifigdljos: There
are two main implications to the above. First, if one group of tovesloes not hold the
market portfolio, then the remaining set of investors will also noalide to hold the
market portfolio and will rationally expect to be compensated@&aring idiosyncratic
risk. Therefore, idiosyncratic risk will be priced in expeateirns. Second, the price of
risk need not be the same across all assets in which casetidomasets are not
integrated.

In the first essay titled “Is Idiosyncratic Volatility RBapriced?” | show that the
positive relation between idiosyncratic volatility (IV) and retufoand by Fu (2009)
only exists for firms that are difficult to arbitrage. Titedation between IV and returns is

strong for small and illiquid stocks, but decreases with size igodlity and becomes



non-existent for the largest and most liquid firms. Furthermore;@ast portfolios based
on IV and size do not yield positive returns when conservative tradsts are
considered. This evidence is consistent with an efficient mankewhich arbitragers
exploit profitable investment opportunities and by doing so they ptesystematic
mispricing in financial markets.

In the second essay titled “Are the U.S. Equity Markets Domestica#grated?”
| investigate whether the three main U.S. equity markets arestmally integrated by
comparing the price of commonly used risk factors across the NXi®Ex, and Nasdag.
| find that the markets have significantly different pricésisks for several risk factors,
indicating that the markets are segmented. The magnitude diffeeence is both
statistically and economically significant, and is not due toraget constraints or model
misspecification. Instead, | find evidence consistent with the toresgmentation
hypothesis, in which different investors choose to hold different subfdisns and
demand different prices of risk among the different groups of siesuritdo not find that
segmentation is restricted to a specific time period. On dh&ary, it is present in all
sub-periods. In contrast to the results regarding the pricing edyidcratic volatility,
these results highlight the value of diversification and suggestdibraiestic equity

markets are not fully efficient.

Vi



IS IDIOSYNCRATIC VOLATILITY REALLY PRICED?

1. INTRODUCTION

Recent literature has found a strong relation between idiosyneétility and
returns (see, e.g., Malkiel and Xu (2002), Ang, Hodrick, Xing, and Zf20@6), and Fu
(2009)). The findings have puzzled academics as well as practitidheobust, such
findings would have several important implications.

First, priced idiosyncratic risk would shake the fundamental;ahéial theory,
in particular asset pricing, which builds on the notion that diveasibn eliminates non-
systematic risk and, therefore, only systematic risk factors arelprice

Secondly, such a relation would be inconsistent with efficient merketwvhich
arbitragers and analysts work to eliminate arbitrage opportsinitefficient markets
would put individual investors at a disadvantage (since prices would nor lbege
informative of the underlying value of securities) and potentialtygase the value of
actively managed portfolios. Furthermore, it would suggest that teesn unexploited
profit (risky-arbitrage) opportunity available for savvy ines, who would spend vast
resources to try to forecast idiosyncratic volatility in ordertake advantage of the
apparent inefficiency.

Third, it would imply that markets are not allocationally effitidf capital is not

allocated where it has the greatest value, economic growth wowdtbwer, and there



would be a need for government intervention in the markets. The mactieb of this
paper is to re-examine the relation between idiosyncratic volatility amchset

The appearance of priced idiosyncratic risk can be explainedferedit ways.
One of the most common explanations is that idiosyncratic volatijiyears priced
because some pervasive systematic risk factor has beetedriom the model.
Alternatively, if investors are underdiversified this could make tlsemsitive to the
idiosyncratic risk of returns (see, e.g., Levy 1978; Merton 1987; Malkiel and Xu 2002).

It is a well-known fact that many investors are undiversifieabking at retail
investors, Goetzmann and Kumar (2004) find that more than 25% hold a soulens
their portfolios. Campbell, Lettau, Malkiel, and Xu (2001) argue thaéstors need
approximately 50 stocks in their portfolios to be diversified. Goatumand Kumar
(2004) find that less than 10% of retail investors’ portfolios cantare than 10 stocks.
This suggests that there could be a positive relation between idiasgnolatility and
returns, and several papers have found such a positive relation.

Goyal and Santa-Clara (2003) find a strong positive link betweeh dtutek
market volatility and returns (contradicting the results billi8 and DeGennaro (1990)).
Furthermore, they find that the lagged variance of the markatd@redictive power for
market returns implying that it must be the idiosyncratic compootnrblatility that
influences returns. However, Wei and Zhang (2005) and Bali, Cakiai, & Zhang
(2005) show that these results are driven primarily by dathenl990’s and that the
trading strategy used by Goyal and Santa-Clara (2003) does rmbpgggtive returns for

extended samples.



In contrast, Ang, Hodrick, Xing, and Zhang (2006) find that stocks high
idiosyncratic volatility have low expected returns, implyirgtt idiosyncratic risk is
negatively priced. They argue that papers that have found a positiveetinken returns
and idiosyncratic volatility have not examined the idiosyncratic Mitjaat the firm
level, or have not sorted their portfolios directly based on idioagicarisk. Jiang, Xu,
and Yao (2009) argue that the results found by Ang et al. (2006) ahpe&y an inverse
relation between idiosyncratic risk and future earning shocks, anfltime earnings
shocks are related to stock returns. In another paper Ang et al) (@@D¢hat high past
idiosyncratic volatility is associated with lower future resurboth domestically and
internationally. Han and Lesmond (2009) counter that Ang et al. (2086)tgeare
inflated due to the fact that they do not account for the occurreh@ero returns.
Furthermore, Bali and Cakici (2008) find that the way idiosyncrkatiatility is measured
impacts the relation between idiosyncratic risk and returns.

Fu (2009) attempts to resolve these mixed findings. He argueslittetncratic
volatility cannot adequately be described as a random walk prooésthead using lagged
idiosyncratic volatility therefore incorrectly estimategpested idiosyncratic volatility.
He uses Exponential Generalized Autoregressive Heterosketya(EEARCH) models
to find the expected idiosyncratic volatility and finds a sigaifit positive relation
between the estimated conditional idiosyncratic volatilities and expestigrns.

However, in order for idiosyncratic volatility to be priced, ih sufficient that
the majority of investors are underdiversified. If a few ratiodalersified investors
exist, that would be enough to ensure efficient pricing of secudtie to risky arbitrage

(Fama (1965)). Hence, in order for idiosyncratic volatility to becqatiin efficient



markets, it is necessary to have both undiversified invea®gell assevere arbitrage
constraints.

Several papers suggest that small stocks have higher arbitrageioctsighan
large stocks. Wurgler and Zhuravskaya (2002) find that small stecksto have higher
arbitrage risk and find a highly significant, negative correlatiawéen their measure of
risk of arbitrage and size. Furthermore, Pontiff (2006) argues ftiat stocks, due to
their high transaction costs, are more expensive to arbitrage.ifplies that size is a
good proxy for arbitrage constraints.

In light of the above, we re-examine the relation between esghédiosyncratic
volatility and returns while accounting for arbitrage constrafBpecifically, we interact
measures of idiosyncratic volatility with size and find thhe trelation between
idiosyncratic volatility and return is very strong for smalins (the lowest size quartile
of stocks traded on NYSE, Amex, and Nasdaq) between 1963 and 2009. However, the
relation declines in magnitude and disappears completely for thestaquartile of
stocks. This suggests that the relation between idiosyncratic wplatild returns only
exists for firms that are difficult to arbitrage. The resuitdd both for Fu's (2009)
measure of expected volatility as well as for realized Wityat-urthermore, we find that
zero-cost portfolios based on idiosyncratic volatility only yielghhpositive abnormal
returns for stocks that are risky and costly to arbitragel{sstocks). For large stocks,
such portfolios do not yield significant abnormal returns. In additionfivdethat even
conservative estimates of trading costs make zero-cost pusttfmhsed on idiosyncratic
volatility unprofitable. These results are consistent with arciefit market in which

arbitrage constraints prevents arbitragers from pricing some aSsx¢nty.



As mentioned, there are strong reasons to believe that sizaigroxy for the
risks and costs to arbitrage. However, in sensitivity testsdiwide the firms into
guartiles based on liquidity and find very similar results. Fordhstlliquid stocks there
IS a strong, positive relation between expected idiosyncratic itglatd returns, but this
relation disappears completely (becomes insignificant) for thé hopsd firms in the
sample.

This paper contributes to the literature, on the pricing of idioggiccvolatility in
several ways. First, it adds to the literature that arguésdibayncratic volatility appears
to be positively related to returns by explicitly consideringteae constraints, one of
the factors that give rise to the appearance that idiosynciskidcs priced. Accounting
for arbitrage, we find that such a relation is driven by stocksatteatlifficult to arbitrage
and is non-existent for the largest, most frequently traded st8ek®ndly, our results
suggest that sample selection influences the relation betweeynicliasc volatility and
returns and, as such, might help to explain the mixed results ietta¢ure. In addition,
it suggests that the relation between idiosyncratic volatitg returns that has been
found is consistent with efficient markets.

The reminder of the essay is organized as follows. Section sgasdies the data
and method of estimating the idiosyncratic volatility meastivasare used in the paper.
In Section three, we present and discuss the results. Section fostigates potentially

different explanations and provides robustness tests. Finally, Section five canclude



2. DATA AND SUMMARY STATISTICS

To conduct the various tests, four sets of data are required. Fhsetircontains
the test asset, returns. The second set contains the systeskatactors that have been
shown to impact the cross-section of returns. The third set centagasures of
idiosyncratic volatility, and the forth includes proxies for the difficultiesrbitiage.

The data are obtained from three sources. Daily and monthly indivsdaatity
data for all firms traded on NYSE, Amex, and Nasdag from 1963 to 200Btained
from the Center for Research in Security Prices (CRSP)obé&en data on stock returns
(RET), prices (P), shares outstanding (SHROUT), volume (VOL) attéhdki spreads
(SPREAD). We also obtain value weighted index returns from CR&¢unting data,
or more specifically book values, are obtained from Compustats afungdmentals
file. The Fama and French (1993) factors, Small-Minus-Big (SMB) and HiglsvlLow
(HML), as well as the market premium and the proxy for thke-friee rate are obtained

through Kenneth French’s webpage

A. Test asset

The test assets used in this paper are individual stock retural fioms traded
on the three major US exchanges. Monthly holding period returns areezbtarough
CRSP. Following conventions in the literature (Fu (2009)) on predidadilogyncratic
volatility, we exclude returns in excess of 300%. Holding period ret{R&S) include

capital gains as well as dividend yields.

1 We thank Kenneth French for making the data alvtgla
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B. Systematic risk factors

Fama and French (1992) show in their seminal paper that size and boakket
ratio are able to explain the cross-section of stock returns.slipdiper, we estimate beta,
size, and book-to-market ratio as in Fama and French (1992) foiokacin securities.
Beta, size, and book-to-market are calculated in June everyayehuysed from July in
that year until June in the following year.

To calculate market beta (BETA), monthly stock returns over theiqus 60
months are regressed on the CRSP value weighted index returtirtat@sndividual
firm betas. We then create 10 size portfolios based on mansalization in June for
stocks traded on NYSE. For each size decile, we form 10 beta mwthimsed on the
estimated betas for the individual firms. The procedure rolls forward evary ye

For each of the 100 sizeportfolios, we calculate the equally weighted portfolio
return every month and regress the monthly portfolio returns on thentand lagged
(one period) value weighted market index. The final portfolio beta@omputed by
summing the two slopes (the coefficient on the contemporaneous and legige
weighted market index return). Finally, we allocate the betasideys portfolio to each
stock that was included in that portfolio in each month. Summing tpessie suggested
by Dimson (1979) to adjust for non-synchronous trading.

Size (ME) is measured by the market value of equity (shargstanding
multiplied by price in June every year). BE/ME is the book-toket ratio, calculated
using December (t-1) market value of equity and the book value of dquitlye fiscal
year that ended in year t-1. The time lag used is to enbatethte information was

available to investors at the time it is used in the analysis.



Since Fama and French developed their factors in 1992, much resagarcbem
focused on explaining cross-sectional returns. Liquidity and momenturtwaref the
most frequently used variables that have been shown to impact cctoesaereturns.
Similarly, since Amihud and Mendelson (1986) introduced liquidity asceoff, several
papers have since shown that it is important in the cross-saifticeturns (see, e.g.,
Brennan and Subrahmanyam 1996; Datar, Naik, and Radcliffe 1998; Chorida,
Subrahmanyam and Anshuman 2001; Amihud 2002; Pastor and Stambaugh 2003).
Jagadeesh and Titman (1993) show that a momentum effect is prestactk price
movements and Jagadeesh and Titman (2001) find that the effect has remainedrgignif
long after it was discovered. Therefore, we augment the Famarandh (1992) three-
factor model with proxies of these factors.

We measure momentum and liquidity as in Chordia, Subrahmanyam and
Anshuman (2001). The measure of momentum, RET (-2,-7) is calcukatbeé average
holding period return between month t-7 to t-2. We exclude the lashadhil) return
to avoid returns merely due to bid-ask bounce. For liquidity, we use tiieredht
measures. Turnover (TURN) is calculated as the average maitdulg turnover in the
past 36 months. Monthly share turnover is calculated as the monthly vdivited by
the number of shares outstanding. The second measure of liquidify)RN, is the
coefficient of variation of those turnovers over the same 36 montlarAse seen in the
variable definitions, all systematic risk factors are edeshaising data up until t-1 and

are therefore predetermined at time t.



C. Idiosyncratic volatility

In order to investigate the relation between returns and idicgyneolatility, we
must first have a good measure of idiosyncratic volatility. Mam@yious papers looked
at the relation between returns and lagged idiosyncratic voladity proxy for expected
idiosyncratic volatility, implicitly assuming that idiosyncratiolatility follows a random
walk (Ang, Hodrick, Xing, and Zhang (2006)). However, Fu (2009) points outhisais
problematic. He rejects the null hypothesis of a random walk foridiosyncratic
volatility for 90% of the firms in his sample and argues thatdasting using models in
the GARCH family would do better in estimating future volatiliParticularly, he
suggests that the EGARCH model proposed by Nelson (1991) would provideriarsupe
model of expected idiosyncratic volatility since it capturesaymmetric properties of
volatility (Dennis, Mayhew, and Stivers (2006) show the importancesgmetric
volatility effects and investigate the effect further by ety distinguishing between
surprises in systematic and idiosyncratic volatility). The EGARnodels are also more
flexible than other ARCH and GARCH models and do not restrict thenpeers to
avoid negative values.

Guo, Ferguson, and Kassa (2010) criticize the expected idiosyncrédidityo
measure used by Fu (2009), for being estimated in a way thaduces a look-ahead
bias. Fu (2010) re-estimate his model with completely out-of-sadgibe and reinforces
the strong positive relation between idiosyncratic volatility amdrne. He further finds
that the measure of expected idiosyncratic volatility is quaigly insensitive to the bias

suggested by Guo, Ferguson, and Kassa (2010).



We measure idiosyncratic volatility in two ways. The firstaim) measure of
idiosyncratic volatility is the expected idiosyncratic volatilfE(IVOL)) obtained from
EGARCH models (Nelson (1991)). Pagan and Schwert (1990) compareermliffer
GARCH models and they find that the EGARCH model does the bestpiaidng

monthly return volatility. Explicitly, the EGARCH model that we fit is:

Ri+ — RF, = a;+ bj(Ry ¢+ — Rrr¢) +5;SMB+ hyHML, + &4, Si,t"’N(o, Gi,tz) (1)
P q ,
Ejt— i
Ino?, = a; + E b, Ino?,_, + Cik<9< it k>+Y< itk| & 1/2>> )
’ ' ' : : ' O t—k Oit—k T
=1 4 ,

k=1

Following Fu (2009) we estimate all possible EGARCH (p,q) modeishich
1 <p <3 andl < q < 3 for a total of 9 possible models per firm and month. Thus, each
EGARCH model has p+q+3 parameters. The goal with this is itnastthe conditional
variances? at time t. We use the best fitting, according to the Akaike hmddion
Criterion (AIC), converging model for each firm and month. Frenchw8d, and
Stambaugh (1987), as well as Fu (2009), find that using time-varyiagnpters do not
change their results. However, estimating the model during tire satnple period does
induce a look-ahead-bias. We therefore estimate the EGARCH snasialy expanding
windows. We require a minimum of 30 months of prior return data in éodestimate
the expected idiosyncratic volatility for the following mofthThe conditional
idiosyncratic volatility, denoted E(IVOL) will be used in the ga®ctional tests as the

expected idiosyncratic volatility.

2 Consistent with French, Schwert, and Stambaug87)1&s well as Fu (2009), we get qualitatively
similar results when estimating the parametersguia entire time period.

10



The second measure of idiosyncratic volatility is the redlimiosyncratic
volatility (IVOL). In order to obtain this, we regress dailjock returns (for each
individual security) on the daily Fama and French (1993) factors iry ewenth. Han
and Lesmond (2009) raise the concern that infrequent trading drive qfattse
idiosyncratic volatility effect. In order to mitigate this ugeswe require that, in a given
month, a stock has at least 15 observations of non-zero trading volumeligitide for
estimation.

For each security, in each month, we estimate the realitreslyncratic volatility using

the following time series regression:

R — RF; = a;;+ b (Ry — RF;) +5;;SMB+ h; HML; +¢&;; (3)

R; . is the return (in percent) on security i on dagH, is the proxy for the risk-free rate
of return. b, s, and h are factor sensitivities to each of theakard French (1993)
factors. We calculate IVOL, for a given month, as the standardtitaviof the daily
residuals from the within-month regression. Monthly idiosyncraticatilties are
calculated by multiplying the daily standard deviation of ttsédreals by the square root

of the number of trading days in that month.

D. Proxies for the difficulties to arbitrage

The main idea in this paper is that if markets are efficididsyncratic volatility
should not be related to returns for those firms that are easpitcage. As a proxy for
arbitrage costs, we use firm size (ME). Although many proxiee b@en used in the
literature, size is highly correlated with all proxies. Savgrapers suggest that small

stocks have higher arbitrage risk than large stocks. Wurgler and Zkayay2002) find

11



that small stocks tend to have higher arbitrage risk and findyahighly significant
negative correlation between their measure of risk of arbitragesae. Furthermore,
Pontiff (2006) argues that small stocks, due to their high traosacbsts, are more
expensive to arbitrage. This implies that size is a good proxyhfrdifficulty to
arbitrage. Another proxy for difficulties to arbitrage is ligwditess liquid firms are
risker to arbitrage due to their higher trading costs, and wedwbelefore expect the
relation between idiosyncratic risk and returns to be more pronouoicéthis with low
liquidity.

Due to limitations in accounting data prior to July of 1963, we havielinihe
sample period to be between July of 1963 and December of 2009. This rasults
3,177,998 firm-month observations over the 558 month sample window. All variables
except for returns and beta, are winsorized at the .5% and 99.5%emmal/oid giving
extreme observations heavy weight. Variables that have skewnester than 3 are

transformed into their natural logarithm.

E. Summary statistics

Table 1.1 reports the summary statistics for the complete satopisisting of
more than three million firm-month observations. The summary stateste very close
to those presented in Fu (2009), even though the sample used in his papeeras
extended by three years to December 2009. The arithmetic meathlynoeturn is
1.08%, and the mean excess monthly return is .64%. The arithmetic ewaed
idiosyncratic volatility (IVOL) is 12.57% while the mean expecteliosyncratic
volatility (E(IVOL)) is 11.56%. Both measures of idiosyncraticatitity have a large

spread, with standard deviations in excess of 70% of their arithmeans. The average
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arithmetic beta for the firm-months is 1.27. The interaction term E(IVOMJME) has a
mean of 21.94 and a standard deviation of 27.34. The high variation in both the
idiosyncratic volatility measures, as well as the interadgom implies that the data is

rich in variability, and could do a good job of explaining the variationh& dross-

sectional returns.
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3. RESULTS

In this section we analyze the data and present the majorsrestitie paper. We
start out by looking at univariate results in Section 3.A. Thayais is followed by a
more thorough analysis using cross-sectional regressions in S8dBonFinally we
investigate portfolio strategies based on expected idiosynaralatility and size in

Section 3.C

A. Univariate tests

Table 1.2 presents the time-series means of the simple cobesiake Pearson
correlation coefficients. In every month we obtain the contemporan@easson
correlation coefficients between each pair of variables usingrtss-section of stocks.
The reported correlation coefficients are the average ovesahmple period of 558
months. Correlation coefficients that are significant at 1%, ngitleeir time-series
standard error, are marked with two asterisks (**). As would be esgheend in
accordance with Fama and French (1992) as well as Fu (2009), bowdket has a
positive correlation with returns while the relation between retuand beta is
insignificant. Furthermore, size is negatively correlatech wéturns, even though the
relation is statistically insignificant in our sample.

Consistent with Fu (2009), we find a significant positive correlabetween
measures of idiosyncratic volatility (both realized and expected) returns. In sharp
contrast the interaction terms E(IVOL)XLN(ME) and IVOLxLNBYlare both negatively
correlated with returns. Interestingly, we also find that returns and ligaigitnegatively
correlated. Given that these variables are proxies for arbititagy suggest that Fu’s

(2009) results might not be robust. All other correlation coefficiaresas expected, and
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congruent with what has been shown in previous literature. Retuenpasitively
correlated with past returns, indicating the presence of a momesftect. None of the
correlation coefficients are large enough to give rise to aszarabout multicollinearity

in the regressions to follow.

B. Cross-sectional regressions with Fama-MacBeth (1973) T-stats

The preliminary evidence from the correlation analysis impieg when we
account for arbitrage constraints, the positive relation betweemseand idiosyncratic
volatility is not robust. In this section, we take a more rigorous kidtkhe issue. We
follow the methodology of Fama and MacBeth (1973) and run cross-sécggressions
in every month from July of 1963 to December of 2009, a total of 558 months.
dependent variable in the monthly regressions is the holding period oetathfirms in
our sample that have information on all explanatory variables in rtfwaith. The
explanatory variables are as defined in Section 2. Note, agl Statéhe variable
definitions, that all the explanatory variables (except for zedlidiosyncratic volatility)
are predetermined at time t with respect to the return on fikm i,

More explicitly, for every month, we estimate a model thahested in the

following cross- sectional regression,

BE
Rit = a¢ + B1BETAye + B,LN(ME); ¢ + B3LN (ﬁ)l A+ BEUVOL) +

BsRET(~7,-2)¢ + BeLN(TURN); , + B;LN(CVTURN); ; + BgE(IVOL) * (4)

LN(ME)L'I + Si,t y

whereR;; is the gross return on security i in month t. The explanatoryhlas are

described in Section 2. The variables of interest are E(IV@H) &1VOL)XLN(ME).
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E(IVOL) is the expected idiosyncratic volatility in the mombtained from EGARCH
models, and E(IVOL)XLN(ME) represents the interaction ternwéeh the expected
idiosyncratic volatility and size. If the appearance of prickalsiyncratic volatility is due
to costly arbitrage, we would expect that including the intevacterm decreases the
effect, since larger firms would be easier to arbitrage.

The coefficients reported are the mean coefficients from bogearegression
estimated from July of 1963 until December of 2009, for a total of 558 months. §imilar
the reported R-squared is the average R-squared from the mordhdgsiens. The
number of securities included, i, varies every month. We calctiaéeseries standard
errors using the estimator in Newey and West (1987) with three lags.

The test-statistics reported in Table 1.3 are the mean si@pesvided by their
time series standard error. We first replicate the mandirfgs of Fama and French
(1992) in our extended sample and find that size (ME) and book-to-niBE&IE) help
to explain the cross-sectional variation in returns (Model 1). sve by Fama and
French (1992), size is negatively related to returns, while bmokarket is positively
related to returns in the cross-section. We also find, in accoreaticEama and French
(1992), that the relation between return and market beta is flat (insignificastiatestic).

Since Fama and French developed their factors in 1992, much rekaarbben
focused on explaining cross-sectional returns. Liquidity and momenturtwaref the
most frequently used variables that have been shown to impact cctoesaereturns.
Adding these variables (measured as described in Section 21 noodel is important
since it decreases the chance that a relation between idiasynalatility and return

would simply be the result of idiosyncratic volatility beingpi@xy for some omitted,
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priced factor. Adding liquidity and momentum to the cross-sedti@ggessions (Model
2) increases the proportion of explained variation in returns, butradester the signs
of any of the coefficients, congruent with prior literature. éected, the relation
between liquidity (TURN and CVTURN) and return is negative while telation

between momentum (RET -7, -2) and return in positive.

In Models 3 and 4, we replicate the main finding of Fu (2009) and Fad t
expected idiosyncratic volatility, as estimated by the EGBARf®odel, is an influential
determinant in the cross-section of returns. Like Fu (2009) we findhbagign of the
relation is positive, so that higher expected idiosyncratic valaisi associated with
higher returns. The coefficients on the measure of expected idiatigneolatility are
statistically significant and large in magnitude. Further, &xplanatory power of
idiosyncratic volatility remains after controlling for momentunddiquidity (Model 4).
Like Fu, we find that adding idiosyncratic volatility to the tekanges the sign of the
size coefficient. This implies that the negative relation batweee and returns found
when omitting IV is due to omitted factors that affect smath$ adversely. After
including such a factor, expected idiosyncratic volatility, tHatien between size and
returns is positive. This is consistent with Merton (1987) who suggests all else
equal, large firms should be outperforming small firms.

The main interest in the cross-sectional regression are shitsrérom models 5
and 6, and particularly the coefficient on the interaction tertwden size and expected
idiosyncratic volatility (E(IVOL)XLN(ME)). We find that thenteraction term is negative
and significantly different from zero. This implies that theatieh between returns and

idiosyncratic volatility decreases with size. The coefficierhains strongly significant
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and economically meaningful in all model specifications. In regyassy and 8 we
substitute realized idiosyncratic volatility (IVOL) for E(IMQ in Equation 4, and show
that the relation also holds for realized idiosyncratic volatility.

With the interaction term the coefficients on E(IVOL) can no longe
interpreted as their stand-alone figures, but need to be irtet@ka certain level of the
variable with which it is interacted (LN(ME)). This gives theet effect” of E(IVOL)
given a certain level of size. We analyze the net effedE(BfOL) on returns at the

average size (LN(ME)):

aRi,t
OE(IVOL)

= P4, + Bs, X LN(ME),. (5)

Table 1.4 illustrates the relation between idiosyncratic vadlatind return for firms in
four size quartiles based on NYSE breakpoints. As is clearly dyidea relation
between idiosyncratic volatility and return decreases asirsizeases. For the smallest
NYSE quartile of firms (quartile 1), the models suggest thahéheffect of idiosyncratic
volatility on returns is about twice as large as for tHeNY¥SE quartile, and about 2-4
times larger than when compared to tffeqBiartile. More interesting, the net impact of
idiosyncratic volatility on returns approaches zero for firmghalargest NYSE quartile
(slightly negative in Model 5 and slightly positive in Model 6). 8inte natural
logarithm of size (LN(ME)) has been used in the interaction ternthe model
specification, this suggests that the relation between expettsgrncratic volatility and
returns decreases logarithmically with size. However, tlaioel could take other forms.
In the robustness Section 4.A, we allow for the relation between micsic volatility
and returns to depend on difficulties to arbitrage in other ways-egtimating the cross-

sectional regressions for different size quartiles.
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Given that size is a good proxy for costs of arbitrage, this Isindsg support to
the idea discussed in the introduction to this paper, that idiosyne@atility is not
priced for firms that are easy to arbitrage. This further isplhat the relation between
idiosyncratic volatility and returns can differ for differentrgdes. Samples that are
dominated by firms that have low arbitrage costs such asfiangg firms that are well
covered in the media, or firms that have a substantial amount couring data
available, would be likely to display a weaker relation betwetemme and E(IVOL) than
those samples comprised of all stocks. This can explain whyasewewvious authors
have found conflicting results on the relation between returns andndrasiz volatility.
Furthermore, this is an important consideration when researchosymdratic volatility
internationally. Selection biases in data availability internatiorwaiyd greatly influence

any inferences on the relation between idiosyncratic volatility and returns.

C. Portfolios formed on size and expected idiosyncratic volatility

The previous results indicate that the relation between idiosyneddatility and
returns depends on arbitrage constraints, as proxied by size. i®itbdorm portfolios
based on size and expected idiosyncratic volatility and re-exathmisaelation. The
advantage of the portfolio approach is that it allows for easigrpntted returns on
feasible investment portfolios.

Every year we sort the stocks on size and assign them into Ziwgoartfolios.
Each month, we sort the stocks in each size portfolio on their expetiosyncratic
volatility for the following month and then assign them into five pad#lHence, each
month we have 25 portfolios based on size and expected idiosyncratilityol&e then

compute the value weighted monthly time-series returns for matfolio. If stocks that
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have high expected idiosyncratic volatility outperform those thatatpthen zero-cost
portfolios formed by purchasing the portfolio with highest idiosymcrablatility and
shorting the portfolio with lowest idiosyncratic volatility shouldlglipositive returns. Fu
(2009) finds that this is the case. In this paper we examinehfagtrategy is profitable
only for small firms by using the double-sorted portfolios. The resar¢ presented in
Panel A of Table 1.5. We find that the zero-cost portfolio returnpdafolios of small
sized stocks are very large, but approach zero for large siuksstrongly supports the
idea that there is no relation between idiosyncratic volatitity returns for large stocks.
Large stocks are easy to arbitrage, and even if underdivengfeatiinvestors hold these
stocks, any non-systematic risk premium would quickly disappear through abitrag

Furthermore, regressing the portfolio’s returns on the Famakr@®93) three
factors also yield high positive Jensen (1968) alphas for the snw@dk/lsgh
idiosyncratic volatility portfolios (Table 1.5, Panel B). For thegéarstock and high
expected idiosyncratic volatility portfolios the alphas aagistically insignificant and
economically small. This lends further support to the idea thatrelayion between
idiosyncratic volatility and return is limited to stocks which diféicult to arbitrage. A
closer look at the table shows that the portfolio alphas are wedati all small stock
portfolios, except for those in the highest quintile of idiosyncratiatility. Hence, not
only is the relation between idiosyncratic volatility and retdimged to small firms, but
also the portfolio alphas imply that the relation is limitedhose stocks in the highest
quintile of idiosyncratic volatility.

However, it is important to bear in mind that trading costs areadidered for

these portfolios. Since trading costs are much higher (as antmgeg for small stocks
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with high idiosyncratic volatility (Kelly (2005)), it would be imesting to look at a
trading strategy including trading costs. Unfortunately, therenarebid-ask spreads
available for most of the stocks used in the sample in this phlosvever, CRSP
provides bid-ask spreads for stocks traded on Nasdaq. Limiting thelesémnstocks
traded on Nasdaq with non-missing values of the bid-ask sprebts$ v subsample of
511,485 firm-month observations. Every year we divide those stocks into 4 ipertfol
based on size and for each size quartile, we break them up in focteskmkosyncratic
volatility quartiles (monthly). We then look at the averageirres for each of the 16
(4x4) portfolios and find very similar results to those in the cetepgample (Table 1.6,
Panel A). Every month a stock appears in a portf@hach it was not prior included in
we calculate the (one-way) trading cost as the bid-ask dpligaled by two times the
stock price, and add that cost to the new portfolio that the stockligled in (hence, we
do not account for a cost at the time of the sale). This isyaceamservative measure of
trading costs, considering it only takes into account purchasing eost not selling
costs. Furthermore, it ignores any brokerage costs that would beeg¢hdifie results,
presented in Panel B of table 1.6 indicate that the ME-E(IVOLDbldesorted portfolios
do not yield substantial positive returns. The value weightedré&urthe portfolio with
the smallest stocks and the highest idiosyncratic volatilityaly becomes negative. We
are aware that an unlimited number of potential portfolios could bestband that the
results given the 4x4 portfolidbss not exclusive evidence that it is impossible to form
profitable portfolios based on size and idiosyncratic volatilityding strategies using

2x2 and 3x3 portfolios were also tested, with very similar regol$ reported, but

% Due to very high variability in expected idiosyatic volatility over time, approximately 55% of sk®
are traded (change portfolios) in a given montingigix4 portfolios. When using fewer portfolios, the
proportion of stock traded every months decreasethe qualitative results remain.
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available from the authors on request). However, considering thenekgreonservative
measure used for trading costs here, and the negative returnsl yagltiee portfolios, it
seems like it would be difficult for such trading strategeebé beneficial. These results
imply that it is difficult, if not impossible, for diversified ins®rs to benefit from the
positive relation between idiosyncratic volatility and returnshgrt term trading. This is

consistent with an efficient market.
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4. ROBUSTNESS TESTS

In this section we perform three robustness tests. Section 4.A preesiseghat
allow for size to have an effect on the relation between idiosyncratitiltpkand returns
that is not linear. In Section 4.B we show that the findings in tipsrpahat the relation
between idiosyncratic volatility and returns depend on difficuiliiearbitrage is robust to
another measure of the difficulties to arbitrage. Finally, ini&®et.C we show that the

results are robust to the choice of time frame for the analysis.

A. Sample broken down by size quartiles

One argument that could be made against the previous tests, egpbosdl in
Table 1.3, is that the variation in idiosyncratic volatility farge firms is not sufficient to
give power to these tests. Table 1.7 shows summary stakistiksn up by size quartiles
formed based on NYSE stock breakpoints over the period from 1963 to 2009. NYSE
breakpoints are used in order to avoid small firms dominating #féeinclusion of
Nasdag stocks in 1973 (for more on this issue, see Fama and French (1992)).

The mean expected idiosyncratic volatility decreases monotignizeer the size
quartiles, confirming the negative correlation between size andyidiceic volatility
shown in Table 1.2. However, of primary interest is not the meanthleustandard
deviation of the variables across the size quartiles. As the eweidetice table indicates,
the standard deviations of E(IVOL) is large across all thecuizetiles (greater than 4).
This should be more than sufficient to generate reliable cagftiand test statistics for
the cross-sectional regressions. Furthermore, and of equal intesrete standard

deviation of the interaction term (E(IVOL)XLN(ME)). The standaeViation is very
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uniform across the size quatrtiles, lending further support to thelityadf the coefficients
produced by the cross-sectional regressions.

As mentioned in Section 3.B, the previous cross-sectional regressgessthat
the relation between idiosyncratic volatility and returns deeseésgarithmically with
size. However, this does not have to be the case. To further tesiithty of the results
presented above, we re-estimate Models 6 and 8 from Table 1.3 fosieacquartile.
The results from the regressions are presented in Table 1.8eandttE(IVOL) effect is
the net effect of E(IVOL) evaluated at the mean size for each size quartile

Once again, it is important not to focus too much on the significahdbe
idiosyncratic volatility measure alone, since it has to be irggggrin combination with
the interaction term. Looking at the net effect, we see thatafla¢éion between both
E(IVOL) and returns (Panel A) and IVOL and returns (Panel Bjedse monotonically
across the size quartiles and reaches 0 for the largest qartiles

In addition, liquidity (as measured by Turnover) appears to hawech stronger
explanatory power for returns among small firms. While liquidippears to have a
strong influence on returns among small firms (both statibtiGatd economically
significant), it becomes insignificant and economically snfiail large firms. These
results support and add to the evidence that the relation between idabsynclatility

and returns is limited to small firms which are difficult to arbitrage.

* Even though the interaction term is insignificantwo of the specifications, it has been includied
consistency. We have also estimated the regressibimsut the interaction term (LN(ME)xE(IVOL)) with
the same qualitative results.
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B. Different measures of the risk and costs of arbitrage

Yet another argument that could be raised against the above resplsticular
against the finding of an insignificant relation between idiosticrolatility and returns
for large firms, is that the relations using size as a pfoxylifficulties to arbitrage do
not hold for other proxies for difficulties to arbitrage. Here, we ligpaidity as an
alternative measure for difficulties to arbitrage. We divite sample into four quartiles
based on liquidity, as represented by turnover, and re-estimate dbg-sectional
regressions for each of the liquidity quartiles. The resoéipeesented in Table 1.9. We
find that the same results that hold when sorting on size also hbkis sorting into
liquidity quartiles. For the least liquid stocks, the relation betwexpected idiosyncratic
volatility and returns is very strong (both statistically angheenically significant), but it
decreases in magnitude over the liquidity quartiles. For theilguaftstocks that are
most liquid, the relation between expected idiosyncratic volaaly returns disappear

completely (it becomes statistically insignificant).

C. Relation between idiosyncratic volatility and return over time

It has been argued that relations such as those found here atweseasihe
sample period (Wei and Zhang (2005)). We, therefore, split the santpl three sub-
periods, 1963-1978, 1979-1994, and 1995-2009, and re-estimate model 6 from Table 1.3
for each sub-period. The results are reported in Table 1.10. We finthé¢hatferences

from above are insensitive to the time period used. In fact, thet effeE(IVOL) on

> As seen in table 9, we include an interaction teemveen our liquidity measure and idiosyncratic
volatility, to be consistent with previous testsamdwe included interaction between size and idiosgtic
volatility. Considering that the interaction terar® insignificant in all the model specificatiore ve-
estimate the regressions without the interactiomseand obtain identical inferences regarding ffexeof
E(IVOL). The coefficient on E(IVOL) is negative amsignificant for the quartile of firms that areost
liquid. For the remaining quartiles, the coeffidenn E(IVOL) are positive and significant, but cease
with liquidity.
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returns as well as the effect of E(IVOL)XLN(ME) remaihghly statistically and
economically significant in all sub-period. The results also holdtleer choices of sub-

periods (not reported).
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5. CONCLUSION

Many investors seem to hold undiversified portfolios. However, in aoiesft
market, this would not be sufficient to induce a relation betweesydcratic volatility
and returns. Instead, in an efficient market, diversified tradersdwalie advantage of
the opportunity and eliminate such a relation. However, if the maskefficient, but
arbitraging is difficult or costly, this could prevent diversifitraders from trading in
certain assets, allowing a relation to emerge between idicgjavolatility and returns.
This paper shows this to be the case. Specifically, we find itimas that are easy to
arbitrage (such as large firms and liquid firms) exhiloitrelation between idiosyncratic
volatility and returns. The result is robust when we use diffeapptoaches to examine
the relation, when we use alternate proxies for idiosynckatiatility, and when we
estimate the relation over different time periods.

The tests and evidence in this paper reconcile, at least tintparopposing
findings of the relation between idiosyncratic volatility and muhat currently exist in
this fast growing literature on idiosyncratic volatility. \elow that a positive (or
negative) relation does not exist for all securities, but depend owroteand risk
associated with arbitrage for each security. Hence, the reldépands partly on the
sample. Only investigating large stocks shows a much weakatiorelthan only
investigating small stocks. Since previous papers look at diffeegnples, this can help
to clarify why researchers have found conflicting evidence on ¢laion between
idiosyncratic volatility and returns. Finally, the findings in thaper are consistent with

efficient markets.
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Table 1.1: Summary statistics

Std

Variable Mean Median dev. Q1 Q3 Skewness N

RET (%) 1.08 0.00 17.00 -6.45 6.85 2.40 3177998
RET-RF (%) 0.64 -0.42 17.01 -6.90 6.42 2.40 3177998
BETA 1.27 1.24 0.36 0.98 1.50 0.19 2462043
LN(ME) 2.10 1.97 2.08 0.59 3.49 0.32 3034560
LN(BEME) -0.41 -0.39 1.09 -1.02 0.18 0.50 1918200
RET(-2,-7) 1.06 0.41 6.87 -2.59 3.49 2.70 2982871
LN(TURN) 1.46 1.46 1.12 0.72 2.22 -0.11 2215612
LN(CVTURN) 4.13 4.13 0.47 3.82 4.43 0.16 2212543
LN(AMILL) -1.30 -1.05 3.05 -3.40 0.98 -0.30 2609138
E(IVOL) 11.56 9.36 8.40 6.27 14.19 2.65 2196801
IVOL 12.57 9.49 10.77 5.80 15.65 2.72 2873083
E(IVOL)XLN(ME) 21.94 18.47 27.34 6.65 33.68 1.40 2190425
IVOLXLN(ME) 22.16 18.28 28.27 7.36 32.47 1.88 2731531

Table 1.1 shows descriptive statistics for the pdadample. RET is the average monthly holding perio
return. RET-RF is the average holding period retminus the proxy for the risk-free rate. BETA i®th
average firm/month beta estimated as in Fama a@dchr(1992). ME is market equity updated in June of
every year (t) and used from July in that yeawu(til June the following year (t+1). BE/ME is boti
market ratio estimated as in Fama and French (1892Y¥iscal year end book value (t-1) is dividgdthe
calendar year end (t-1) market equity. A firm’'s BIH is assigned to the firm from July in the yedenft
was estimated (t), until June (t+1) of the followiyear in order to ensure that it was availablmtestors

at the time it is used to predict returns. RET{Ris the average stock return from month t-7 20 TURN

is the average turnover over the last 36 monthsTe&8¥ to T-1). CVTURN is the coefficient of vaiia

of the turnover over the last 36 months (eg. T@87T41). E(IVOL) is the idiosyncratic volatility dstate
generated by EGARCH(p,q) models where 1<p<3 and3<kyOL is the realized idiosyncratic volatility.
All variables except for RET, RET-RF and BETA hadween winsorized at the .5% level. Observations
with returns exceeding 300% have been excludedyandbles with skewness greater than 3 are pregent
as their natural logarithm.
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Table 1.2: Cross-sectional correlations

RET(%)  RET BETA LN(ME) LN RET LN LN E(VOL) IVOL __ E(VOL) x
-RF(%) (BM)  (-2-7) (TURN) (CVTURN) LN(ME)
RET-RF(%) 1.00%*
BETA -0.01 0.01
LN(ME) -0.01 001 -0.28%
LN(B/M) 0.03*  0.03*  -0.07*  -0.25%
RET(-2,-7) 0.02%  0.02%  -0.03*  0.04*  0.06*
LN(TURN) 20.02%  -0.02%  0.42%  0.06* -0.11*  0.00
LN(CVTURN) 0.00 0.00 0.21%  -057%*  0.18%  0.05*  0.01
E(IVOL) 0.11%  0.11% 037  -0.37%*  -0.07%* -0.03*  0.24% 0.33%
IVOL 0.12%  0.12%  0.35*  -0.43%  -0.05* -0.13*  0.19% 0.36** 0.54%
E(IVOL) x 20,027 -0.02% 0.0 0.72%  -0.33%  0.01%*  0.24% -0.32%* 0.01 -0.21%*
LN(ME)
IVOL XLN(ME) ~ -0.03*  -0.03%  -0.02%  0.65™  -0.26% -0.03*  0.14* -0.25% 011"  -0.05%  0.75*

This table displays the time-series means of tlwsscsectional Pearson correlation coefficientsevary month we obtain the contemporaneous Pearson
correlation coefficients between each pair of \@da using the cross-section of stocks. The regarterelation coefficients are the average overstérmple
period of 558 months. Correlation coefficients the significant at 1%, given their time-seriesxdtd error, are marked with two asterisks **. Thefficients
relate to a sample of stocks traded NYSE, Amex,Nastaq between July 1963 and December 2009.
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Table 1.3: Cross-sectional regressions with Fama-MacBeth T-stats

Model 1 2 3 4 5 6 7 8
010 023
BETA 0.41) (1.28)
NME) 013 -018 034 022 093 071 099 068
(-315) (-454) (9.78) (5.98) (20.31) (15.16) (20.87) (15.37)
021 016 063 051 053 044 059 042
LN(BE/ME) (3.88) (3.24) (11.69) (10.55) (10.27) (9.40) (10.98) (8.80)
027 029 034 034
E(lvOL) (15.97) (18.57) (19.25) (19.73)
039 040
IVOL (15.66) (15.98)
0.03 0.05 0.05 0.10
RET(-7.-2) (2.40) (4.60) (4.54) 8.72)
0.15 058 041 057
LN(TURN) (-2.60) (-0.12) (-6.77) (-9.32)
0.76
10.40 10.90 0.72
LN(CVTURN) (-6.18) (-12.24) (-0.78) (-9.20)
006 -0.05
E(IVOL)XLN(ME) ) ¢
14.20) 11.77)
005  -0.03
IVOLXLN(ME) (9.29)  (-5.27)
R? 3.69% 562% 570%  7.88% 6.75% 8.63% 952%  11.40%

We estimate cross-sectional regressions for evertimfrom July of 1963 to December of 2009, a tofal
558 months. The dependent variable in the montdyessions is the holding period return on all irim

our sample that have information on all explanat@sables in that month. The explanatory varialales
as defined in Table 1.1. All the explanatory vaeah(except for IVOL) are predetermined at timarigd

are used to explain the variation in returns aettm-or every month, we estimate a model thaestad in
the following cross- sectional regression:

Ri+ = a; + B/, BETA;; + B,LN(ME);, + B3LN(BE /ME);, + B,E(IVOL);+ + BsRET(=7,—2);; + BsLN(TURN);, +
B;LN(CVTURN);; + BgE(IVOL) * LN(ME);, + &,

This table summarizes the means of the coefficirota these cross-sectional regressions. The stdsda
errors are calculated as in Fama and MacBeth (1®i8)corrected for serial correlation as in Nevaey
West (1987). The corresponding test-statisticpeesented in parentheses below each average deeffic
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Table 1.4: Isolating the net effect of idiosyncratic volatility on returrs

Panel A

NYSE Quartile

lst 2nd 3rd 4th
Mean LN(ME) 0.79 3.05 4.12 5.73
Panel B

NYSE Quartile

Net effect of E(IVOL) 1% 2 3¢ 4"
Net E(IVOL) Effect for
Model 5 (table 1.3) 0.28 0.14 0.07 -0.03
Net E(IVOL) Effect for 0.30 0.18 0.13 0.04

Model 6 (table 1.3)

2 The net effect in these tables might deviate Hljginom calculations using the interaction termstable

1.3 due to rounding in the presentation of thosalers.

With the interaction term included, the coefficeioin E(IVOL) in table 1.3 can no longer be intetpdeas
their stand-alone figures, but need to be inteegredt a certain level of the variable with whichisit
interacted (LN(ME)). This gives the “net effect” B{IVOL) given a certain level of size:

R,
AE(IVOL) ~

Panel A shows the average s{Z&v(ME)) for firms in 4 size quartiles based on NYSE brexkis. Panel
B illustrates the relation between idiosyncratidatitity and return for firms in each of the fouizs

quartiles.
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Table 1.5: Zero-cost portfolios based on size and idiosyncratic volatility

PANEL A: Value-weighted portfolio returns

Size Quintile
1 2 3 4 5
1 0.01 0.39 0.52 0.63 0.80
2 -0.37 0.32 0.55 0.81 0.69
E(IVOL) 3 -0.11 0.31 0.59 0.76 0.56
4 0.48 0.55 0.75 0.91 0.57
5 5.95 3.22 1.80 1.37 0.52
Diff 5.95 2.83 1.29 0.73 -0.28
PANEL B: Value-weighted portfolio alphas
Size Quintile
1 2 3 4 5
1 -1.15 -0.56 -0.30 -0.16 -0.04
(-13.65) (-7.94) (-4.74) (-3.04) (-0.73)
> -1.41 -0.70 -0.32 -0.08 -0.01
(-13.70) (-8.63) (-4.89) (-1.51) (-0.17)
E(VOL) 8 (:%222) (:3:(75% (:8223) (:g:ég) (8123)
4 -0.28 -0.35 -0.24 -0.03 0.04
(-1.42) (-3.15) (-3.14) (-0.42) (0.65)
5 6.11 2.16 0.72 0.23 0.03
(15.60) (8.35) (4.17) (1.66) (0.26)

Each year in June, all sample stocks are assigriediportfolios based on their market equity (wsdch
portfolio having the same number of firms). Eachnthothe stocks in each of the size portfoliossaged
on expected idiosyncratic volatility and assignedtportfolios. This double sort results in 25 faits,
each with a time-series of monthly returns betwéay of 1963 and December of 2009, for a total 58 5
months. Panel A presents the value-weighted avergiyens for the 25 portfolios. The monthly value-
weighted portfolio returns for each of these 25fptios are then regressed on the Fama and Frar@98]
three factors (Rm, SMB, and HML).

RyZCTFIO = 4 BRm, + 5,.SMB, + hHML, + e,
where i=1 to 25 Size-E(IVOL) portfolios and t=1368 months. Panel B presents the Jensen (1968salph
from those regressions, as well as their testssitatin parentheses).
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Table 1.6: Portfolio returns with trading costs considered

Panel A: Value-weighted portfolio returns

Size Quartile

1 2 3 4
1 -0.20 0.15 0.47 1.02
2 -0.44 0.42 0.45 1.19
E(vob) 3 0.00 -0.47 0.42 1.19
4 4.58 1.27 0.33 1.97
Diff 4.79 1.13 -0.14 0.95

Panel B: Value-weighted portfolio returns considemg trading costs

Size Quartile
1 2 3 4
1 -5.59 -2.61 -1.39 0.24
2 -7.38 -3.97 -2.28 0.32
E(IVOL)
3 -7.52 -4.23 -2.43 0.25
4 -0.09 -0.49 -0.31 0.60

Each year in June, all Nasdaq stocks with availdata on bid-ask spread are assigned into foufghios
based on their market equity (with each portfobwihg the same number of firms). Each month, thekst

in each of the size portfolios are sorted on exqebaiosyncratic volatility and assigned to fourrtfaios.
This double sort results in 16 portfolios, eachhvat time-series of monthly returns between Jan93B31
and December of 2009, for a total of 444 monthsiePA presents the value-weighted average retumns f
the 16 portfolios. Panel B presents the averagengtfor the portfolios when one-way trading cqbised
on half of the bid-ask spread) are considered.
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Table 1.7: Summary statistics by size

Quartile 1 Quartile 2 Quartile 3 Quartile 4

Var Mean Std Mean Std Mean Std Mean Std
RET (%) 1.16 19.15 0.97 14.08 0.98 12.61 0.93 10.54
RETRF (%) 0.70 19.16 0.55 14.08 0.57 12.61 0.51 10.55
BETA 1.35 0.35 1.25 0.38 1.16 0.34 1.04 0.30
LN(ME) 0.79 1.27 3.05 0.78 4.12 0.85 5.73 1.22
LN(BEME) -0.24 1.16 -0.56 0.99 -0.63 0.93 -0.75 0.87
RET(-2,-7) 0.93 7.62 1.27 6.19 1.24 5.39 1.18 453
LN(TURN) 1.32 1.05 1.65 1.13 1.67 1.19 1.56 1.21
LN(CVTURN) 4.33 0.42 4.04 0.39 3.90 0.37 3.67 0.37
E(IVOL) 13.63 9.58 10.12 6.64 8.87 5.35 7.55 4.08
IVOL 15.25 12.33 10.04 7.28 8.61 6.13 7.11 4.82
E(IVOL)*XLN(ME) 9.76 22.03 31.66 24.19 37.25 25.56 43.77 26.66
IVOLXLN(ME) 11.96 23.80 31.03 25.52 35.90 28.49 41.06 31.03

This table presents descriptive statistics forraga of NYSE, Amex, and Nasdag stocks between Guly
1963 and December of 2009 divided into size quetiFour size portfolios are formed based on NYSE
breakpoints in June and the procedure rolls eveay.yThe table presents summary statistics for ebttie
portfolios. Variable definitions are as in Tabl&.1All variables except for RET, RET-RF and BETAvba
been winsorized at 99.5% and .5%. Observations mettirns exceeding 300% have been excluded.
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Table 1.8: Cross-sectional Fama-MacBeth regressions by size quaesl|

Panel A Panel B
Size quartile Size quartile
1 2 3 4 1 2 3 4
LNME) 191 006 025 018 136 074 054 056
(495) (0.23) (109) (1.92) (5.17) (254) (253) (6.26)
065 028 023 007 059 029 023  0.09
LN(BE/ME) (8.73) (458) (3.68) (L09) (7.36) (4.90) (3.91) (1.43)
040 014 023 025
E(IVOL) (11.73) (151) (1.98) (2.91)
VoL 0.44 038 042 059
(10.85) (4.03) (3.28) (6.05)
RET(7.2) 004 007 003 003 014 010 004  0.02
: (2.87) (4.68) (167) (158) (5.48) (6.34) (253) (L.16)
LN(TURN) 071 028 014 008 092 053 023 -0.03
(971) (-3.37) (2.22) (-1.08) (-10.85) (-7.40) (-3.96) (-0.47)
092 071 039 028 093 081 044 -0.16
LN(CVTURN) (-8.35) (-6.55) (-4.05) (-2.91) (6.84) (-7.62) (-5.35) (-1.85)
012 001 -005 -0.04
E(IVOLXLN(ME) 583y (0.13) (-1.32) (-2.79)
001 003 007 -0.10
IVOLXLN(ME) (-0.25) (-0.76) (-2.23) (-5.83)
R? 10.12% 9.99% 10.37% 12.63% 13.37% 13.31% 13.50% 36%.

Net Effect Of

E(IVOL) @ 0.31 0.15 0.04 0.00 0.43 0.29 0.12 0.00

®The net effect in these tables might deviate dyginom calculations using the interaction terms amean
size for each quartile due to rounding in the pnesén of those numbers.

Panel A presents the average coefficients for thim time-series regression model by size quarfilased

on NYSE stocks). In every month, regressions were with monthly returns (RET) as the dependent
variable and LN(ME), LN(BE/ME), E(IVOL), RET(-2,-7) LN(TURN), LN(CVTURN), and
E(IVOL)XLN(ME). All the explanatory variables (exgefor IVOL) are predetermined at time t, and are
used to explain the variation in returns at timé&His table summarizes the means of the coeffisiéoim
these cross-sectional regressions by size quariiles standards errors are calculated as in Farda an
MacBeth (1973), but corrected for serial correlatis in Newey and West (1987). The correspondistg te
statistics are presented in parentheses below aalage coefficient. The variables relate to a $arop
NYSE, Amex, and Nasdaq stocks between July of E9&BDecember of 2009. Panel B presents the same
regression, but using the realized measure of ydwstic volatility (IVOL) instead of the expected
idiosyncratic volatility measure (E(IVOL)).
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Table 1.9: Alternative measures of trading costs

Liquidity quartile

1 2 3 4
LN(ME) (%% (322) (g:elsg) (:8??)
LN(BE/ME) (313‘11) (gﬁgg) (2232) (:3;;3)
E(IVOL) (103;?’;0) (3:22) ((2):2471) (é:gj)
RET(-7.-2) 359 308 @19 (109)
LN(TURN) (:%g) (222% (j:;g) (11().i5>75)
LN(CVTURN) (ﬁgjgg) (Zgﬁﬁ) (:3122) (_%?65;%
E(IVOL)XLN(TURN) (8:85) (8222) (8%) (:ﬁg)
R’ 10.01% 9.65% 10.30% 10.14%

This table presents the average coefficients femtlain time-series regression model (Model 6, tat#@

by liquidity quartiles. Liquidity quartiles are k&b on the liquidity measure (TURN). In every morftr,
each liquidity quartile, we run regressions withntidy returns (RET) as the dependent variable and
LN(ME), LN(BE/ME), E(IVOL), RET(-2,-7), LN(TURN), IN(CVTURN) and E(IVOL)XLN(TURN). All

the explanatory variables (except for IVOL) aredatermined at time t, and are used to explain the
variation in returns at time t. This table summasithe means of the coefficients from these cresemal
regressions. The standards errors are calculatéd E@ama and MacBeth (1973), but corrected foraseri
correlation as in Newey and West (1987). The cpoeding test-statistics are presented in parenghese
below each average coefficient. The variables eetata sample of NYSE, Amex, and Nasdaq stocks
between July of 1963 and December of 2009.
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Table 1.10:Variations over time

Time period
1063-1978 1979-1994 1995-2009
LN(ME) (gigg) (102'?3(,)2) (103;?705)
LN(BE/ME) (gigg) (g:gi) (g:gg)
E(vOL) (106?122) (103;:.3916) (101'?:2)
RET(-7.-2) 220 .87 .14
LN(TURN) (:g'.gé) (Zggg) (Zgigg)
LN(CVTURN) (231(752) (:g'.%) (Z%Zﬁ)
E(IVOL)*LN(ME) (:2'.83) (28',22) (-106(.)3?6)
R’ 11.45% 6.46% 8.04%

This table presents the average coefficients fomthin time-series regression models by time psribdr
every month, we run regressions with monthly resu(RET) as the dependent variable and LN(ME),
LN(BE/ME), E(IVOL), RET(-2,-7), LN(TURNOVER), LN(CWURNOVER) and E(IVOL)XLN(ME). All

the explanatory variables (except for IVOL) aredatermined at time t, and are used to explain the
variation in returns at time t. This table summesithe means of the coefficients from these crestemal
regressions over three different time periods. Staedards errors are calculated as in Fama and &flacB
(1973), but corrected for serial correlation afNewey and West (1987). The corresponding testsHitzgi
are presented in parentheses below each averafiicieoe The variables relate to a sample of NYSE,
Amex, and Nasdag stocks between July of 1963 ameébeer of 2009.
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ARE THE U.S. EQUITY MARKETS DOMESTICALLY INTEGRATED?

1. INTRODUCTION

Both the NYSE and Nasdaqg maintain that companiesldghegularly review
their listing decision. "To the extent that CorptaaAmerica chooses not to do that, it
leads to an unhealthy situation,” says Robert @tdjf president and chief executive
officer of Nasdag. [...] A spokesman for the NYSIedtthat every company "has that
duty to the shareholders to make sure they'redisie the right marketplace" and should
evaluate it "in a way that benefits their sharetarkithe best." (CEO.com (2006))

Most papers in empirical finance implicitly or explicitlgsame the same price of
risk, for each priced systematic risk factor, across alyréssets within a given domestic
market. In doing so, they rely on the assumption that markets arestiiatig integrated
and, as such, the aggregate risk aversion of all investors deté¢hmipgces of risk. This
is true in frictionless markets where investors have completemiation, homogenous
beliefs, and hold the mean-variance efficient combination of th&eamnportfolio and a
risk-free asset. However, investors might not hold the market portbacause of
exogenous reasofisin fact, several recent papers have provided evidence that US
investors do not, holding instead vastly undiversified portfolios (Badner Odean
(2000)).

There are two main implications to the above. First, if one groupvettors does

not hold the market portfolio, then the remaining set of investorsaisitl not be able to

® Exogenous barriers to holding the market portfatidude incomplete information, limits on shortesa
imperfect divisibility of securities, lack of ligdity, transactions costs, and taxes (e.g., Meri@87)).
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hold the market portfolio and will rationally expect to be compedsébe bearing
idiosyncratic risk (e.g., Malkiel and Xu (2002)). Therefore, idiosgtcrrisk will be
priced in expected returns. Second, the price of risk need not bentleeasross all assets
(e.g., Lintner (1971), Rubinstein (1973)), in which case domestic masketsnot
integrated. Stated differently, if two identical firms aredhély different subset of
investors, they could have different required rates of return, whichdwmply that
markets are segmented. Related to the first, several neapets find that idiosyncratic
risk is priced in U.S. equity returns even though the evidenamixed (see, e.g.,
Lehmann (1990), Malkiel and Xu (2002), Ang, Hodrick, Xing, and Zhang (2006),
Spiegel and Wang (2007), Fu (2009), and Chua, Goh, and Zhang (2010)).

In contrast, there is relatively little empirical work on tksue of whether the
price of systematic risk is the same for all domestic assets and, as setttentiie major
US exchanges are integrated. Given that priced idiosyncrakidsrisiconsistent with
domestic integration (see, e.g. King, Sentana, and Wadhwani (1994)), the mdesttevi
on whether idiosyncratic risk is priced demands that we takesardook at the issue of
domestic integration. That is, if investors face obstaclesversification, then “different
securities are held by different subsets of investors” with the implicdiatritte “price of
risk [...] varies inversely with the summation of the risk-toleesof the investors who
have [the stock] in their portfolios” (Lintner (1971)). This holds in dloenestic market
as strongly as it does in the international setting.

The purpose of this paper is threefold. First, we examine if &€&ty markets
are domestically integrated over the period 1985 to 2009 by examimmamihonly used

systematic risk factors have different risk prices in thdéediht domestic markets.
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Although prior research finds that US markets are domesticadiynented since these
papers have been written several systematic risk factorsémgeged as important in
explaining the cross-section of returns. If risk prices depend ofad¢h@'s included in
the asset pricing model and less so on the particular test dseg, Sentana, and
Wadhwani (1994)), then given that any asset pricing test of int@grata joint test of
integration and the correct specification of the model, omittingetfestors could bias
our results in a manner that is not obvious a priori. For instance, mameand liquidity
are currently accepted factors in the asset pricing literatarincluding these factors in
integration tests is extremely important. In particular,rih§ that list on US exchanges
have different characteristics, then it is likely that thesas differ in liquidity and
sensitivity to momentum, which has been found in prior papers (Sagi astiofea
(2006)). To the extent that these omitted factors are correlatedhs included factors,
risk factor prices would be distorted.

Second, we investigate whether and how domestic integration has changed over
time. This is important for several reasons and theory is aat on the direction of the
change in integration. As investors become more sophisticated, akdtsnhecome
increasingly liquid, it could be argued that integration should isetddowever, as stock
markets become more competitive, they are likely to differentad attract different
subsets of firms that are held by investors with different prates (see the opening
qguote). By doing so, segmentation could have increased over time. Moeagience in
Campbell, Lettau, Malkiel, and Xu (2001) indicates that idiosyncnasic has been

increasing over time, suggesting that markets might be becoming more ssgyment

" See Chen and Knez (1995), and Naranjo and Propdpéjs (1997). More recently Flood and Rose
(2005) test for domestic integration but Parsleg &thlag (2007) demonstrate that their results @to n
hold.
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Finally, and perhaps most importantly, if markets are segmehdnplications
of such segmentation would depend on why it arises and, thereforgldvwessthis. A
priori, we hypothesize that segmented markets could depend on thres. tQing,
markets could be segmented due to different investor groups preferrimgd assets
with particular characteristics and the different exchangeserghy list firms with
specific characteristics. In turn, each investor group demaddfeeent price of risk for
systematic risks. We term this the investor-segmentation hygsttgeveral papers have
found results that are consistent with this hypothesis (seers&t Two, markets could
appear segmented due to arbitrage constraints that would prevenalrativersified
investors from taking advantage of the apparent mispricing. tasonal investors could
not profitably exploit the mispricing and the results would have feany, implications.
For example, Bassin (1998) find that the abnormal returns that 8oogsment when
changing their listing venues cannot be exploited by arbitragleode abnormal returns
are due to different prices of risk in the markets, then this stgytest investors are
unable to exploit such opportunities due to arbitrage constraints. Tieaaarkets could
appear to be segmented due to the bad-model problem. Since anytiondgst using a
factor model is subject to the joint-hypothesis problem, these tests aeHl.as w

Using an expanded time frame (1985-2009), relative to previous worknae fi
strong evidence of market segmentation between the NYSE, Ameg¥asdaq. We find
that the price of several common risk factors differ betweemtharkets, some having
more than twice as high a price in one market as in the oth&etsasecondly, we find

that integration has changed over time, but not in a clear linednofa More
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importantly, we find that segmentation is present in all ourpguimds and, hence, is not
driven by any specific time period.

Finally, we find evidence consistent with our investor-segmentéypothesis.
Given that certain characteristics (size and B/M) are \likel be used by different
investor groups to screen their preferred stocks, we compare theoprisk for firms
that are at different ends of the continuum of these charaaef(stg., small versus large
firms) and find that they have significantly different (stately and economically)
prices of risk. We also find that these results are not drivearlinyrage constraints. In
addition to excluding firms with a stock price of less than $5 (througheupaper), we
also exclude firms in the bottom 10% of market value, and findthigasegmentation
results remain. In another test, we exclude the firms with the highest lid¢ésyincratic
volatility in the previous month (since these firms arguably woulthbenost expensive
to arbitrage). Even so, we find that the segmentation reselteobust. Since the prior
tests are subject to the dual-hypothesis problem, we alsfotestgmentation using the
model-free method suggested by Bekaert, Harvey, Lundblad, and &ed#&) which is
based on industry-level earnings yield differentials acrossmidm&kets. Consistent with
the model-specific tests, the results using this approachralsate that the markets are
segmented. Hence, our results point to investor segmentation gstheidriver for the
observed market segmentation.

Our work is not the first to examine the question of domestic sagtien of the
US markets. The current paper contributes to, but is differemt, fothers in this line of
research in several ways. Chen and Knez (1995) examine if te sneared distance

between stochastic discount factors for firms on the NYSE andaas zero (strong-
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form integration), or some minimum amount (weak-form integration). Té&egt strong-
form integration, but fail to reject weak-form integration. &go and Propopapadakis
(1997) compare NYSE, Amex, and Nasdaq stocks and reject the hypathasithe
NYSE, Amex, and Nasdaq are integrated. Both Chen and Knez (1995) andoNardnj
Propopapadakis (1997) conclude that the domestic equity markets arensehnd are
silent on the cause of segmentation. Our work builds on these prewjoers mot only
because our more recent sample period reflects the facitréet integration might
have evolved over time in a direction that is not known a priori, butb&sause we test
and eliminate the most likely causes of segmentation, and themtpaggetential reason
for our findings.

Recently, Goyal, Perignon, and Villa (2008) find that NYSE/Araed Nasdaq
have three priced factors each, but that only two of those far®mmon across both
markets. Our work addresses the complementary question of whetber dv@mon
factors are commonly priced across markets, because in mautkets the priced risks
are different the price of risk is unlikely to be the samek@rt and Harvey (1995)).
Ang, Shtauber, and Tetlock (2011) compare return premiums for stockseohnhiarkets
compared to the over-the-counter market and find differences ifiatters that are
priced in the markets, as well as differences in the premiums of the féhetbese priced.
Our work differs from theirs in that while they focus on compatheg systematic risk
price of OTC stocks with listed stocks, we compare the priderdifces for stocks in
different listed stock markets where, a priori, the factorsrthight cause segmentation

are less obvious.
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Our work has implications for studies that attribute the sigmticabnormal
announcement-day return for firms that list on a larger/natexaiange to the investor-
recognition and superior-liquidity hypothesis (see, e.g., Kadlec ar@oihell (1994)).
If different clienteles display a preference for firmsddson the different exchanges, thus
leading to differences in the price of risk, then firm valuexigeeted to change even
without an expected change in future cash flows.

Furthermore, our work contributes to the literature on style imgegsee e.g.,
Barberis and Shleifer (2003)), which argues that commonlyptateisk “factors” are
likely priced due to investors allocating their assets basedhencharacteristics
underlying these *“factors”. Furthermore, this strand of rebeéirmds a higher co-
movement in prices among assets in a given style categorgxidémd the style and co-
movement literature by investigating whether such style imast can lead to different
risk prices across assets and/or markets.

Likewise, our work is relevant to the research that finds greatenovement
between stock returns of firms listed on the same stock exchaegee(g., Barberis,
Shleifer, and Wurgler (2005) and Kaul, Mehrotra, and Stefanescu (200®).cd-
movement literature finds that changes in fundamentals cannairetipé co-movement,
suggesting instead “friction-based” and “sentiment-based” arptions. However, the
literature does not make a distinction between whether a chartbe guantity of risk
(beta), the risk factors, or different prices of risk are dgvihe co-movement. If the
same systematic risks have different risk prices on thereiiffeexchanges, then we

would expect co-movement even without a change in the quantity of risk.
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The paper is organized as follows. The second section introduces thandata
presents summary statistics. The third section investight®gstematic risk is priced
differently in the domestic equity markets. The fourth section trgagss time trends in
integration. The fifth section explores reasons for segmented domemkets, and the

sixth section concludes.
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2. DATA AND SUMMARY STATISTICS

To conduct the various tests, three sets of data are requinedfirst set contains
returns on the test assets. The second set contains the systéskatctors that have
been shown to impact the cross-section of returns. The third setnsomite firm
characteristics that have been shown to impact the cross-section of statk rEherdata
are obtained from three sources. Daily and monthly individual seaaityfor all firms
traded on NYSE, Amex, and Nasdag from 1973 to 2009 are obtained frorerttex (r
Research in Security Prices (CRSP). We obtain data on stochs€RET), prices (P),
shares outstanding (SHROUT), and volume (VOL). We also obtaie-wvedighted index
returns from CRSP. Accounting data or, more specifically, book vahrespbtained
from Compustat's annual fundamentals file. Due to the limited abily of volume
data for stocks traded on the Nasdaq before 1983, together with thbdawe need
monthly volume data for at least two years in order to estiorateof our explanatory
variables, we limit the final sample to the period from 1985 to 2009eXukide firms
with a price below $5. This eliminates approximately 26% of fifonson average, 1031
firms per month), who make up approximately 0.7255% of total market®valeace,
the screen works to eliminate small, illiquid firms that akely to have significant

arbitrage constraints from the sample.

A. Test asset
The test assets used in this paper are individual stock retural fioms traded
on the three major US exchanges. Monthly holding period returns areesbthArough

CRSP. Holding period returns (RET) include capital gains as well as dividedd.yiel

® These statistics are not reported in the tablésepaper
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B. Systematic risk factors

To estimate the sensitivity to the systematic risk fadmrgach firm, we follow
the methodology of Ang, Shtauber, and Tetlock (2011) and regress individual fir
returns from montht-24 to t-1 on the proxies for the factors. To estimate the firm
sensitivities (betas) to the Fama and French (1993) three-fawidel, we regress
monthly firm returns on the CRSP value weighted index, the SMB, tenHNL factor.

We roll the regressions monthly. To be eligible for estimationtegeire that a firm has
returns in all the months of the estimation period (e.g., 24 months of data).

Since Fama and French developed their factors in 1993, much resaarobem
focused on explaining cross-sectional returns. Liquidity and momenturtwaref the
most frequently used variables that have been shown to impact cctoesaereturns.
Since Amihud and Mendelson (1986) introduced liquidity as a factor, s@arats have
shown that it is important in the cross-section of returns (s€ge, Brennan and
Subrahmanyam 1996; Datar, Naik, and Radcliffe 1998; Chorida, Subrahmamghm
Anshuman 2001; Amihud 2002; Pastor and Stambaugh 2003). Similarly, Jagaddesh
Titman (1993) show that a momentum effect is present in stock peeements and
Jagadeesh and Titman (2001), among others, find that the effaenh@sed significant
long after it was discovered. Therefore, we augment the Famarandh (1993) three-

factor model with proxies for these factors.

° The SMB and HML factors are created as in FamaFaedch (1993). A detailed description on how to
form those factors is available from Ken French'sbsite at Dartmouth. The correlation between the
factors available from Ken French’s website andaihes we create exceed .97 for all factors.
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In order to estimate the sensitivity to Momentum, we crdeteCarhart (1997)
momentum factor, as described by Ken FréhclEvery month we sort firms,
independently, on size and the prior year’s return (excluding the taghjn We form
two portfolios on size (using NYSE median) and three on the priotsyedurn (using
the 30" and 78 percentile on NYSE stocks). The momentum factor, UMD is then
calculated as the mean return on the two portfolios with the highestyearly return,
minus the mean return on portfolios with the lowest prior yeatiyrn. As a proxy for
liquidity, we develop a factor based on the Amihud (2002) illiquidity mmeasEvery
month we sort firms, based on the prior month’s illiquidity (see egu&ibelow). The
illiquidity factor is then calculated as the equal-weighteerage return of firms with the
highest 30 percent illiquidity lagged one month minus the equal-waignage of firms
with the lowest 30 percent illiquidity return lagged one month. Both tbeentum
factors, as well as the liquidity factor, are updated monthly.

In order to estimate firms’ sensitivity to these factors felew the methodology
of Ang, Shtauber, and Tetlock (2011) and regress firm returns on thetMakB, and
HML in addition to each of these factors, one at a time. Henfien’s sensitivity with
respect to the momentum factor is calculated by regresdiungseon the three Fama and
French (1993) factors in addition to the momentum factor. Simildwdysensitivity to the
liquidity factor is estimated by regressing returns on theaFana French (1993) factors
in addition to the liquidity factor. Explicitly, for every monthwe estimate a model
nested in the following time-series model for each firmsing data from monthk24

until t-1, and record the betas associated with each firm/month for each factor:

19'A detailed description on how to form the Momentfawtors is available from Ken French’s website at
Dartmouth
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Rit = o + BMKTMKt, + BFMESMB, + BIMEHML, + BYMPUMD, + B/OLIQ, +¢. (1)

Fama and MacBeth (1973) point out that betas estimated in thierfaaia likely
to be estimated with error, since the high beta estimatienkkaly to be overestimated,
and the low beta estimates are likely to be underestimatecho@ehat this would bias
against finding both that the factor premia are significant ésiadditional noise is
introduced and our standard errors are likely to be inflated) andh@amarkets are
segmented (since relatively small factor premia are lésdy to be statistically

significantly different).

C. Firm characteristics

Fama and French (1992) show in their seminal paper that size and boakkit
ratio are able to explain the cross-section of stock returns. Bgagh Fama and French
(1993), along with several other papers, argue that the chatcserproxy for
underlying systematic risk factors, other authors (Daniel andahit(1997)) argue that
the firm characteristics themselves often do better in praedidiock returns than the
underlying factors. Acknowledging that it might be the characiesisind not the
underlying factors that are priced, we measure the charécteii$ interest for use in
cross-sectional regressions as a complement to the sensdithty risk factors measured
above.

We estimate size and book-to-market ratio as in Fama andnHE9@2) for each
of our securities. Size and book-to-market are calculated in Jwmg gear, and used
from July in that year until June in the following year. SizeEjNs measured by the
market value of equity (shares outstanding multiplied by priceuire dbf yeart. The
calculated size is then assigned to a firm for the followwejie months, starting in July
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of yeart until June of yeat+1. BE/ME is the book-to-market ratio, calculated using
December tf1) market value of equity and the book value of equity for the figeat
that ended in yearl. BE/ME is, like size, updated in July. The time lag used is to
ensure that the information was available to investors at thattimmased in the analysis.
We take the natural logarithm of both the market value (ME) hadobok-to-market
value (BE/ME).

We calculate illliquidity as in Amihud (2002), but on a monthly basier{e day
in a month, we calculate the ratio of the daily absolute returrtbetadollar trading
volume. The illliquidity measure used for morntis then the average ratio for the days in

the previous month-(1).

D¢ Rit-1,
LLIQue =1/ ¥ [Ric-1al 2

a=1 volume;;_4 gxshare price;j;_q 4’

whereD; ,_, is the number of days for which data are available for stacknontht-1

and R;;_,4 is the return on stock on dayd in month t-1. Volume;, ;4 and

share price;;_, 4 are the volume and share price, respectively, for stark dayd in

month t-1. We require at least 15 trading days for a firm in mdnthwith reported
values of volume and share price in order to calculate the Amilquidity measure for
timet.

The measure of momentum, RET (-12, -2) is calculated as the compounded

holding period return between morith?2 to t-2. We exclude the last month'sX) return

to avoid returns merely due to bid-ask bounce. As can be seen inidddesdefinitions,

all systematic risk factors are estimated using data up tiitiand are therefore

predetermined at timie
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Due to the need of volume data to calculate illiquidity, and thietfiat Nasdaq
does not consistently report volume until the end of 1982, we limit our sample to between
January of 1985 and December 2009 for our cross-sectional regressidra, \8e have
data on all our explanatory variables.

This results in a total of 1,247,583 firm-month observations over the 300 month
sample window. All explanatory variables are winsorized monthihat5% and 95%

level in order to avoid giving extreme observations a heavy weight.

D. Summary statistics

Summary statistics for firms listed on the NYSE, Amex, anasddq are
presented in Table 2.1. The average (arithmetic) returns is djféeent across the
markets. NYSE has average monthly returns of 1.41%, while thegavesturn is 2.23%
for Amex and 2.38% for Nasdag. As we know, the average size (hcai¢alization) of
firms on the NYSE is a lot larger than those on the other twoagxges. The same holds
true for the share price, which is approximately three timdsehign the NYSE, than on
Amex and Nasdaq. The average share price for NYSE stock6947 while the
corresponding price is $19.94 on Amex and 19.66 on Nasdaq. Firms on the Nasdaq
appear to be more growth oriented (lower BE/ME) than the firngénfyaon the NYSE
and Amex. Our measures of liquidity show that NYSE stocks aré mmace liquid (less

illiquid) than Nasdaq and Amex stocks.

E. Correlation between the variables for each market
Every month we estimate the Pearson correlation coefficienthé variables in
each market. We report the time series mean of those cametatefficients, as well as

their significance based on their time-series standard eMost correlation coefficients
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are very similar across the three markets. The mean tedtdsd to the market, SMB,
HML, and liquidity are positively correlated to returns in all éhrearkets (even though
the correlation is not always statistically significant). Thean momentum (UMD) beta
is negatively correlated to returns in all markets. There doeseeoh to be any concern

regarding multi-collinearity between our variables of interest.
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3. MARKET INTEGRATION TESTS

In this section we test which factors are priced in each ahtr&ets (sub-section
A) and whether the price of risk is different for the differerarkets (sub-section B).
The question of whether or not U.S. equity markets are domesticaéigrated is
important for several reasons. First, if the reward for eachofiisigstematic risks is not
the same in each market, then it would be possible to increasstahesward without
altering total risk by shifting investments to markets withhbigreward for the given
risk. Hence, it would present obvious arbitrage opportunities for investetan®,
investment and financing decisions would not be independent as the cqstaifweauld
depend on the market in which projects are financed. Hence, markets Wweul
allocationally inefficient, which would impose a social cost, aradl o a suboptimal
growth rate. Third, these tests have implications for, and thiétsesannot be inferred
from, tests of international integratidnwhich implicitly assume that markets are
domestically integrated. This is because it is possible thainational markets appear
internationally integrated because particular subsectors (sut¢hadscontaining the
largest firms, which are typically held by a common set abagl investors) are
internationally integrated but within each domestic market thessectors are not fully
integrated with the rest of the market that is typically held by domesticins&s

While the NYSE, Amex and Nasdaq provide #azme servicethere are several
important differences between the exchanges, that could inflwgmch firms chose to

list in each market and, in turn, create a clientele effect whereby diffenesdtor groups

1 Bekaert and Harvey (1995), Bekaert, Hodrick, Zhé2@p9), and others.

12 An example of this is that investable stocks inemging markets appear fairly highly integrated
internationally, but are not integrated with nomestable stocks (see, e.g., Carrieri, Chaieb, anghEa
(2010)).
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have distinct preferences for the firms trading on one exchange and rathéns.First,
listing requirements and costs are very different betweemmtmiets, suggesting that
different firms might chose to list on the two markets. Technoérgl growth companies
have historically been more prominent on the Nasdaq, while large lludirens have
been predominantly listing on the NYSE. Corwin and Harris (2001) anahe factors
that affect firms’ listing decisions and find that firms amere likely to list on the same
exchange as their industry peers. Further, they find that smadlaer firms are more
likely to list on the Nasdaq, consistent with avoidance of defjstosts. Baruch and Saar
(2009) find that listing decisions influence the liquidity of asddtwe specifically, they
find that a firm that chose to list on a market where sinstacks trade has greater
liquidity.

Second, Fama and French (2004) find that after 1972 approximately 90% of ne
listings chose to list on Nasdaqg. When taken together with thea@ritiat new listings
are dominated by younger firms (Fama and French (2000)), thesenitiés are likely to
lead to the situation where firms of broadly similar charettes list on a particular
exchange and the firms listing on the different exchanges hawesediffcharacteristics

which could attract a specific clientele of investbrs.

A. Testing which risk factors are priced in the domestic markets
In Table 2.3, we present the results from Fama and MacBeth (1938) ty
regressions. In every monthwe estimate a model that is nested in the following cross-

sectional regression:

3 Moreover, as seen from the opening quote, exchaxgeutives themselves think that there is an
optimum match between the listing exchange andithie As such, they might be explicitly or implibjt
contributing to this clientele effect.
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Rit = Ag + M BMFE+ 0,858 + Mg BIME + N BUMP + M5B + ALN(ME), +

A,LN (%)i’t + AgRET(—12,—2); ¢ + AgAMIILL; + €y, )

whereR;; is the return in monthfor stocki and the betas are the estimated firm
sensitivities to the systematic risk factors in montar each firmi from equation (1)
The model is estimated separately for firms on the differesttanges. The price of risk,
Ak, for risk factork will, therefore, be specific to a particular market. THisvés us to
determine if commonly used systematic risk factors are primedthe individual
exchanges. Table 2.3 summarizes the means of the coefficientth&sencross-sectional
regressions over our estimation period between Jan of 1985 and De@9fa2total of
300 months. Théestatistics, calculated as in Fama and MacBeth (1973)) but corfected
three lags of serial correlation as in Newey and West (188&)presented underneath
each coefficient.

Model 1 shows the results of the basic model containing the betasespect to
the market, SMB and HML factors. The results indicate thaesyaic risk, both with
respect to the market and the size factors, are significantgd in all three markets.
Surprisingly, the systematic risk represented by HML only setambe significantly
priced on the NYSE. A further look shows that the magnitude of the pfimarket risk
differs substantially across the markets. Several prior papees foand the relation
between beta and returns to be flat in the cross-section of staoksr@ama and French
(1992, 1993)), which is in stark contrast to what we find here. While #mipm for one
unit of market beta risk is a modest .326% per month in the NYS& approximately
50% higher (.473%) in the Nasdaqg and twice as large (.667%) in Aiixregards to
the size factor, the premium also appears much larger for stocks traded osdhg Biad
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Amex than for NYSE stocks. The size factor premium is .218% enNtMSE, and
approximately 50% higher for stocks trading on the Amex (.317%) or Nasdaq (.308%).

The second model specification augments the three-factor mbdenoa and
French (1993) by adding the momentum and liquidity factors. The queitesults
from Model 1 hold after including these additional risk factors. In sample,
momentum is not significantly priced in any of the markets. Gitett our sample
excludes stock with a price below $5, and empirical research hawathat momentum
seem to be most pronounced for small stocks (see Sagi and Sed200lés and
Bergbrant (2011)), this might explain why the risk representethdayjentum does not
appear significantly related to returns in our sample. In contrespremia for liquidity
risk is significant in all markets. Similarly to the factmremium for market risk and
SMB, the premium for liquidity is also much larger on the Amex addaq than on
NYSE.

The finding that there are factors that are priced acréssiarkets but other
factors are priced in only a subset of markets is consistehttiae results in Goyal,
Perignon, and Villa (2008) and Ang, Shtauber, and Tetlock (2011). Ovérlgbove
results indicate that there are economically large diffeseircéhe price of risks across
exchanges, tentatively indicating that the markets are domesticallgstgn

In the last two models, we explain the cross-section of retwsiag
characteristics, as Daniel and Titman (1997) and others arguehtnatcteristics do a
better job in explaining the cross-section of stock returns thaor facidings. If investors
hold only a certain subset of stocks, which ultimately leads to dmnsegimentation,

then investors might choose the subset of stocks in which to investdrmasedain stock
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characteristics. If so, this could explain why charactedstiave been shown to better
price assets than factors formed on the basis of these ehestact (see e.g., Daniel and
Titman (1997)). Following this explanation, characteristics suchizas could appear
priced due to the fact that the subset of investors that hold dtogkes require different
prices of risk than those investors who hold small stocks.

When using characteristics to explain the variation in stock retasngpposed to
factor loadings, the results are similar. Size appears inmdgiatistically significant) in
all specification¥', while B/M is significant and positive only for NYSE firms inoklel
3. Turning to Model 4 there are some interesting results. When addimgmum and
liquidity to the model, B/M emerges as significantly negativelated to returns on the
Amex (it remains positive and significantly related to retunghe NYSE). As in Model
2, momentum remains insignificantly related to return, and liquidityains important in
the extended model.

As these regressions reveal, there appear to be severatrife between the
markets with respect to the risk factors. The differencethe premia between the
markets suggest that the prices of systematic risk magr diffross the three markets,
which would imply that the markets are not integrated. In the netibsgwe investigate

whether the markets are, in fact, integrated.

! The negative sign on the coefficient on size m¢haracteristics regressions (larger firms’ egwin
lower returns) is consistent with the positive ¢ioednt in the factor models on SMB, where firmsnmo
sensitive to the small-minus-large factor earn &igleturns.
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B. Are the U.S. equity markets integrated?
In order to investigate if the three domestic US marketssggrated we proceed
by comparing the risk prices of commonly used risk facton®sacthe markets

(subsection i) as well as conduct time-series asset pricing testeqsois).

i) Pricesof risk across the markets

Since our aim is to investigate whether the prices of sysiemnek differ across
the markets, we estimate a model that allows for the ficgesks to differ across the
markets and allows us to test for statistical differenceldge prices of risk. The model
is a modification of that presented above (equation 3), as it includesnmy variable
defined as one for stocks that are listed on Amex and zero otkee@vney. It also
includes a second similarly defined dummy variable for firisted on Nasdad\Nasdag.
The dummy variables are included in the model as standalone varalesteracted
with the risk factors. As standalone variables they allow fiferéint intercepts across
the three markets, while the interaction terms allow us tardete if the prices of risk

differ across the markets. Specifically, we estimate:

Rit = a; + a5 Amex + apNasdaq + ZLl Ak,tﬂi’ft + ZLl Akt (,B{ft X Amex) +
(4)
Yh1 Ankt (ﬁilft X Nasdaq) + €,

where Ay, is the price of risk for factok in time t on the NYSE, andyy; is the
incremental price of risk for factds, in timet, on exchange (wherex = a represents
Amex andx = n represents Nasdaq). As can be inferred from the dummy \exiabl
equation (4), NYSE is the omitted market. Hence, the coefficieminas on the

interaction terms represents the incremental price of risktémks trading on Amex and
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Nasdagq, relative to those trading on NYSE. The test statstithése interaction terms
indicates whether the price of risk on the Amex and Nasdaq, tegbgcis statistically
significantly different from that on the NYSE.

The results are reported in Table 2.4, where the coefficientseomarious risk
factors for Amex and Nasdaq stocks are the incremental pricgkpfelative to the price
of risk for NYSE stocks. Hence, for Amex or Nasdaq the total poiceisk for a
particular factor is the sum of the price of risk for NYSE stocks plus tihemmantal price
of risk for Amex or Nasdag. They indicate that several ofsgrstematic factors have a
different price of risk in the different markets. Focusing on Mddeand comparing
Amex and NYSE, the results indicate that the price of margktisisignificantly higher
on Amex than on NYSE. Further, the price of HML risk is significantly lower on both the
Amex and Nasdag than on NYSE. Adding the momentum and liquidity faoesr little
to change the relations just described. In addition, liquidity appgedsg significantly
higher priced on both the Amex and Nasdaq as compared to the NYSE.nMame
remains insignificant in all models.

Turning to the models using characteristics, they show that, fhaeacteristics
are priced, the premia would differ between the NYSE and NasahagAmex) for both
size, book-to-market, and liquidity. Hence, the segmentation remd@tgven stronger
using the characteristic models than they are using the factor loadimdsmod

Strong-form integration requires the risk prices to be the santbe markets in
every period. In our tests, we investigate whether the averdgenies have been
different over our entire sample period. As such, these tests vi@uldonsidered

conservative, so the results strongly imply that the domestic teagke segmented.
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These results are consistent with the evidence in Chen and Knez &n@9Naranjo and

Protopapadakis (1997)) over a sample period that ends nearly two decades prior to ours

i) Time-seriesasset pricing tests

We also test the hypothesis of segmentation using time $esiss In addition to
the “global” factors created previously created using data &lbrine three exchanges,
we also create exchange-specific factors (independaetyer! for each exchange) using
each exchanges individual breakpoints. We then form 25 portfolios (sortiedo&rto-
market and size) for each exchange and use those (3x25=) 75 pertsli test
portfolios'. If the markets are integrated, we expect that the globrfawould explain
the variation in the portfolios over time and that exchange-spdaiftors would be
redundant and not add any explanatory power.

We then regress the monthly returns on each of the (75) portfolidseagiabal
factors and record the?s. We then include the exchange-specific factors and investigate
whether the exchange-specific factors significantly improesfit of the model. We find
that for 96% of the three factor models, the exchange-specifardaare important (72
out of the 75 portfolios)® This provides support to the previous results that the US
markets are domestically segmented. Furthermore, adding théomaldiwo factors,
momentum and liquidity, does not change the results. The exchangfecsfaators
remain important in 96% (72 out of 75) of the portfolios when we esithatfive-factor

models. This strongly implies that the domestic US markets are segmented.

5 The results are very similar when using indepetigesorted portfolios.
1% These tests are not reported for brevity, buasglable upon request.
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4. CHANGES IN INTEGRATION OVER TIME

Having shown that the domestic markets over the entire sampbel p£885 to
2009, are segmented naturally raises the question of how markgttide has evolved
over time. At first, it might seem natural that markets shoulthbeasingly integrated,
due to the fact that technology has made information more readiilalale over time.
With advanced computer power, we now have the ability to research stocks,
diversify easier, and trade at a lower cost. At the sane tiomputerized trading allows
investors to exploit arbitrage opportunities quickly. Furthermoregasing similarities
between the stock exchanges could have caused greater similaitgeihethe
characteristics of firms that chose to list on the three exgd® That is, in the early
1970s most firms that listed on the Nasdaq did not have the option ¢o lise NYSE.
Today, more firms have the opportunity to choose which exchange they want to list on.

However, the investment climate has also changed. Exchanges that we
complementary a few decades ago, such as NYSE and Nasdaq, roawe igto
competitors. In an increasingly competitive industry, which habylaeen characterized
by several acquisitions and mergers, the exchanges are beind forchfferentiate
themselves. This differentiation could attract both specific sufdetns, and subset of
investors. As Nasdaq has grown to become known for technology (rftes growth
firms), NYSE has continued to focus on staple firms (often focusedloa)véience, it
would be likely that firms that previously could not chose wherestp tiow make an
active choice based on which market best fits their need$eldegree that this is true,

we would expect markets to become less integrated over timeoMat evidence in
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Campbell, Lettau, Malkiel, and Xu (2001) indicates that idiosyncnasic has been
increasing over time, suggesting that markets might be becoming more ssgyment

Furthermore, it is possible that markets change in theirdenfeintegration over
time without a clear direction. If markets are segmentedusecdifferent groups of
investors hold different securities, then market segmentation coulebse if the risk
aversion of the different investor groups changes at differergstifor changes by
different amounts at a particular time). For example, if individuaestors hold Nasdaq
stocks and institutions own NYSE stocks, then segmentation would iecretiee event
that individual investors become more risk averse relative to utishil investors.
Hence, changing levels of segmentation over time, without a whea trend would be
consistent with investor- driven segmentation.

To test the time trends of segmentation, we split the samigesubperiods, the
first spanning the years 1985 through 1992, the second covers 1993 to 2000, and the thi
time period covers the years 2001 until 2009.

To determine how integration changes (if it changes) overvienee-estimate the
model with the interaction terms, equation (4), for Nasdaq and Antexte NYSE is the
omitted exchange, over the three subperiods. The results from tlggessiens are
presented in Table 2.5.

There are three interesting things to note in Table 2.5. Firsg tloes not seem
to be a clear time-trend in integration (e.g. integration doe<clmatge linearly over
time). Secondly, the risk factors that seems to imply segn@migtanges over time and
the magnitude of those differences changes as well. Forpéxathe price of HML risk

is significantlyhigher on Amex than on NYSE in the first sub-period, but significantly
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lower in the subsequent sub-periods. Turning to market risk, we find $hadktprice is
significantlyhigheron Nasdaq as compared to NYSE in the first and last sub-period, but
appears to beower in the middle sub-period. This is consistent with the investeedri
segmentation hypothesis described briefly above. Third, and perhapsmportantly,
segmentation is present in all sub-periods and, hence, is not drivanybpgarticular
period.

To provide the reader with a picture of the time variation of dbomes
segmentation we present a plot of the risk prices from the badel frigure 2) and their
differences (Figure 3), where the latter depicts the individysiematic risk prices for
Amex or Nasdaq stocks minus the same for NYSE. Figtfrésdnformative as to the
variation in the prices of risk over time, which is consistenhws#set pricing models.
For instance, it is noticeable that prices of risk tend to berlargeagnitude in periods
when the economy is performing poorly as investors are worried afodurte
consumption and, as such, utility of consumption is high. Hence, investoendem
higher risk prices. It also appears that there is less variation in tketrpace of risk and
less difference in risk prices over time. In contrast, we obsg®ater time variation and
greater differences in the prices of HML and SMB risks betwtbe exchanges. With
respect to the latter, the risk prices tend to be larger on AmgNasdaq than on NYSE.
This is possibly because the latter exchanges are, for thepardsthe preferred habitat
of retail investors who are more prone to vary their demandcdonpensation for
exposure to risk. If markets were perfectly domesticallggrdted, then the difference in

risk prices would be zero, on a period-by-period basis. Whilestimet likely in practice,

" The series have been smoothed using Hodrick-Prddtars, with the recommended smoothing (14400)
for monthly data
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large differences, especially for lengthy periods, are atgie of segmentation. Figure 3
indicates that the differences are large in the 1999-2001 periodhemdtarts declining

over the next few years. Interestingly, segmentation seenmnergase again during the

last years of the sample, which coincides with the financisisciGiven that there was a
crisis in both the 1999-2001 and the 2007-2009 periods, it seems plausible that
segmentation is in fact driven by a differential rate of geanf the risk aversion and, in
turn, the expected compensation for bearing a unit of systemskicof the different

investor groups.
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5. WHY ARE THE MARKETS SEGMENTED?

In order to test why the prices of risk differ acrdss markets we first need to
form a set of hypotheses as to why the prices of risk couldrdifs stated in the
introduction, different investors might prefer to hold stocks with sjecifaracteristics,
leading to investor segmentation and, therefore, potentially differegspof risk for
different subsets of stock. Several papers suggest that this caoinle tase (see below).
We term this the investor-segmentation hypothesis. From a nefficééncy standpoint,
segmented investors would be a necessary, but not sufficient, conditanse different
prices of risk across different securities. If a few ratiod&ersified investors exist, that
would be enough to ensure efficient pricing of securities duesky arbitrage (Fama
(1965)). Hence, in order for domestic markets to be segmentadnécessary to have
both domestic securities held by different investors who demafetatif prices of risk
for the securities they holaind arbitrage constraints. In this scenario, the appearance of
differences in risk prices across the markets could be due ksstoih high arbitrage
constraints and, therefore, be an artifact of the data. Bergl2@ditl) finds that
idiosyncratic volatility, as measured by either expected idicsfic volatility from
generalized autoregressive conditional heteroskedasticity madedalized idiosyncratic
volatility, is unrelated to returns for large firms, consisgith the idea that small firms
are arbitraged constraint. If arbitrage constraints are @momethat risk prices remain
different, it would not be exploitable, and therefore would havedumieal implications
for investors. We term this tlabitrage-driven segmentatidmypothesis.

Finally, as with all asset pricing tests, there is the afsknodel misspecification.

Since all asset pricing tests of integration are joinstegboth the model being used is
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well specified and the hypothesis of integration, differencessk prices across the
markets could be due to model misspecification, such as an omittest] factor. We
attempt to control for this in several ways. First, we spesgfseral different asset pricing
models, based both on firms’ sensitivities to systematic iaskofs as well as firm
characteristics. In addition, we employ tests that are nattated asset pricing tests and,

therefore, less susceptible to the joint-hypothesis problem.

A. Investor-Segmentation Hypothesis

Several papers provide evidence that is consistent with the idediffieaent
types of domestic securities are held by different investorsinstance, several papers
find that institutional investors prefer certain stocks. Pruitt A (1989) find that
changes in institutional holdings are positively correlateti aitditions and deletions to
the S&P500, suggesting that institutional investors prefer to hold stodkaréhan the
index. Grinstein and Michaely (2005) find that institutions have a meder for large
stocks and stocks that pay dividers.

Further, many funds such as index funds, by definition, hold a subsetnsf fir
Shleifer (1986) and Lynch and Mendenhall (1997) show that firms’ prise ri
substantially upon inclusion in the S&P500 index. Such a gain is likely due to mechanical
rebalancing of index funds, but suggests that the firm becomes af pagroup of stocks
owned by a different subset of investors, who possibly demand a diffpriee of
systematic risks. Given that Standard and Poor’'s explicithesstihat inclusion in the
index does not reflect a change in the firms’ future prosmeus hence, the inclusion

contains no new information the increase in the price of the stootinisistent with the

18 See, also, Badrinath, Kale, and Noe (1995) whaethat some stocks are institutionally favored and
some are institutionally unfavored.
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new investors demanding a lower price of risks. Petajisto (20d0)thiat index funds
incur additional costsby being mechanically tied to holding the index at all times,
providing further evidence that investors care about certain sudidetss. Considering
their choice to incur these additional costs, they must enjoyegrbanefits from the
shares than other investors, suggesting that they might price Kseofisthe stock
differently from other investors.

Other research has shown that there is a home bias in equitysrédaval and
Moskowitz (2002) find that investors have a preference for investirfgms that are
local. Hong, Kubik, and Stein (2008) confirm these results domesticallyiad that in
regions with few company headquarters stock prices are highttolse companies. This
preference for local firms shows that investors prefer cedabsets of firms, which
could lead to different prices of risk for different firms.

In addition, it is common to refer to mutual fund “style drift” amegative
phenomenon, partly because it alters the risk structure that funds toldollow, and
partly because thmanagers stray away from their area of expertigeich is detrimental
to performance in the long run. Since investors often specialiomenarea, such as
growth stocks, or large stocks, they would likely hold a diverspiadfolio with regards
to the subset of assets that they specialize in. If theskesshoe predominantly held by
the same type of investors, they would evaluate systematiccosipared to their
portfolio holdings, and could demand different prices of risks than othesstors
specializing in different stocks.

Furthermore, it has become a well-known fact that many invesioes

undiversified. Looking at retail investors, Goetzmann and Kumar (200d)tfiat more
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than 25% hold a single stock in their portfolios. Campbell, Lettau, ®lallknd Zu
(2001) argue that investors need approximately 50 stocks in theiolpstto be
diversified. Goetzmann and Kumar (2004) find that less than 10% of metastors’
portfolios contain more than 10 stocks. If retail investors chose totinvesdifferent
subset of firms than other investors, this could manifest itsatienform of different
prices of risk for that subset of firms. In addition, it could leagriced idiosyncratic
volatility (if calculated with respect to the market portfolidhis has been documented
by among other, Ang, Hodrick, Xing, Zhang (2006)) and Fu (2009). Berg(ami)
makes the point that the relation between idiosyncratic voladility returns, expected as
well as realized, is limited to firms which are difficudt arbitrage (low liquidity), and
stocks more likely to be held by individual investors (small stocks).

To test the investor-segmentation hypothesis we look at subsetssfviihich
are likely to be predominantly traded by different subsets ofsiove As mentioned
above, mutual funds often focus on stocks with certain charactgristich as large
stocks or growth-oriented stocks. If segmented investors truly thivedifferent risk
prices between the markets, then we would expect firms with eliffdevels of the
characteristics most likely to be used by different investor groupsderstheir preferred
stocks to have different risk prices even if they are listedthen same exchange.
Alternatively, we would expect no differences in the prices s between different
portfolios of firms with similar levels of these charactésteven if the portfolios are
from different exchanges. We, therefore, test the investor-sedgmankg/pothesis by
comparing the prices of risk for firms based on size (mar&pitalization), as well as

based on growth prospects (book-to-market). We select size and bowkiet because
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they represent characteristics used by investors to sciaeks $or their portfolio. It is
widely believed, especially in the United States, that ungtital investors make
investment decisions based on categdriefroot and Teo (2008) find evidence
consistent with this belief, and find that institutions reallodatel across groupings on
size, book-to-market, as well as sectors. Kumar (2009) findshisahalds true also for
individual investors. He finds that individual investors shift their gnexices across
extreme portfolios based on size and growth prospects. Bekaerticlhkjamind Zhang
(2009) note that “the style of a portfolio, value versus growth orlsreedus big, has
long been a main organizing principle in the U.S. asset management industry.”

Similarly, the behavioral finance literature also stresBespbtential importance
of style classification for stock return comovements. Boyer (2@&ki¢nds the co-
movement literature by showing that arbitrary style categor{book-to-market)
influences co-movement in asset prices. Hence, if the segmertsdor hypothesis is
the reason that the exchanges are segmented, and investors sagngenihe lines of
style categories such as size and book-to-market, then we expadt the prices of risk
to be different along these styles. We, therefore, test iptises of risk are different for
firms in groups based along these characteristics.

We re-estimate the regressions represented by equation (dgpnted in Table
2.4, but instead of allowing risk prices to differ across the threleamges, we allow risk
prices to differ for firms with different size and book-t@iiket ratios. It should be noted
that the size portfolios are based on all the stocks that are listed on thextivasges. In

this way, the size-sorted portfolios are essentially equdidgtaid by other characteristics

19 See e.g. “Curtains Coming Down on the SensatiSnaall-Cap Show,” The Financial Times, August 3,
2006, “Smart Money Stock Screen/Bargain Growth,& Wall Street Journal, May 18, 2006.
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that might differentiate, say, Nasdagq and NYSE stocks and potgntalse
segmentation. We sort firms on size and on book-to-market, respgcimntelthree equal
groups (based on the number for firms). The results are preseni@blm 2.6. The
results indicate that the prices of risk differ, both statifyiGand economically, for the
different size groups (Table 2.6, Panel A) as well as for tHerdrft book-to-market
groups (Table 2.6, Panel B). Focusing on Model 1 (Panel A), the ewid®ticates that
market beta risk is significantly-gtat of 5.14) priced for small firms and that the risk
price is significantly larger than that for large firms. iAdicated by the sum of the price
of risk for small firms and the incremental risk price fangke firms, the price of market
risk for large firms is economically small. Thus, it appetluat market beta risk is
unrelated to returns for the largest stocks. The results are rsghilar for the SMB
factor. The risk price is economically large (0.581% per monthseymificant for small
firms, but are significantly smaller for medium firms andeesislly zero for large firms.
Interestingly, for the HML factor, the evidence indicateg tha price of risk for small
firms is of the opposite sign (negative) to that for medium ane kmgs. Assuming that
HML reflects growth opportunities, this implies that greater gnompportunities reduce
the cost of equity for small firms (see Fama and French (1992)).

Including a momentum and liquidity factor, Model 2, leads to esshriti@ same
results. Turning to Models 3 and 4, the same results also hold wsivem characteristics
instead of factor loadings. In these models, the prices of riskilfprieed factors are
economically larger for small firms than for medium or lafiges. This is consistent
with Sagi and Seasholes (2006) who find that momentum strategie@shigber returns

for small firms.
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Turning to Panel B, where we allow prices of risk factors teedificross firms
with different levels of book-to-market, the inferences are highly aimiVe find that the
prices of risk are significantly larger (in magnitude) fioms with high book-to-market
than for firms with low book-to-market ratios.

Taken together, these results suggest that investors with girefegyences for
small (low book-to-market) firms demand a different compeoasdtr exposure to a unit
(beta) of the same systematic risk relative to investaas pirefer large (high book-to-
market) firms. The unwillingness of investors to change theitfolio allocation,

therefore, lends support to the investor-segmentation hypothesis.

B. Arbitrage Constraints

We now consider the role, if any, of arbitrage constraints in ¢genentation
previously reported. It is important to note that it is undesirabylséggmentation to be
solely driven by micro-capitalization firms, which would makeg arvestment strategies
arising from segmentation difficult, if not impossible to implemerherefore, for all
tests in this essay, firms with a price of less than $5 have been excluded framphe s

However, we are still concerned that arbitrage constraints dmailthe main
driver of the segmentation that has been found in the precedinglestder to test our
second hypothesis, the arbitrage-driven segmentation hypothesigchvdeefirms that
are likely to have severe arbitrage constraints. Several papggest that small stocks
have higher arbitrage constraints than large stocks. Wurglethamdvskaya (2002) find
that small stocks tend to have higher arbitrage risk and find a rsgnificant, negative
correlation between their measure of risk of arbitrage and Bimthermore, Pontiff

(2006) argues that small stocks, due to their high transaction aostsore expensive to
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arbitrage. This implies that size is a good proxy for arbitiamestraints. We, therefore,
exclude the 10% of firms in our sample with the lowest market \&ldere-estimate the
tests. The choice of excluding 10% of stocks is twofold. Firstiegaire a large enough
sample, so that we do not limit the stocks to those held by the sabset of investors.
Secondly, we need to ensure that we eliminate all stocks thatdeaeee arbitrage
constraints, which could influence our results. Another common proxgiffaaulties to

arbitrage is idiosyncratic volatility. In additional tests (sdotion ii), we compare the
prices of systematic risk factors excluding firms in the ldeaf highest lagged

idiosyncratic volatility (see Ang, Hodrick, Xing, Zhang (2006)).

i) Excluding small firms

In order to determine if the differences in the prices of riskss the markets are
due to arbitrage constraints we re-estimate the model in equdfioex¢luding the
smallest 10% of firms judged by market capitalization in therprionth. The results are
presented in Table 2.7 (Panel A). Excluding the small firms dtiés o change the
results shown earlier. Segmentation is still present betweesxt@nges. This suggests

that arbitrage constraint is not the main driving force behind the segmentation.

i) Excluding high idiosyncratic volatility firms

Table 2.7 (Panel B) shows the results when the 10% of firmstiéthighest
idiosyncratic volatility in the prior month have been excluded. Oncia aiije results are
very similar to those shown before. Segmentation is present evanthvise firms
excluded. Hence, it does not appear as if arbitrage constrairiteeaason that markets

remain segmented.
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C. Bad-Model Problem

There are strong indications to believe that the market segtizentound in this
paper is not due to model misspecification. Several papers havelgaogvidence
consistent with domestic market segmentation, using methods thabtasabject to the
joint-hypothesis problem. In a recent paper Goyal, Perignon, aral (2008) show that
NYSE/Amex firms and Nasdaq firms share two common risk factmut each have an
additional risk factor, not shared by the other exchange. Even though ihigself not
evidence of segmentation, it is consistent with segmentation. TEnmeative explanation,
that risk is present in the NYSE/Amex market which Nasdaasfiare not exposed to, is
less compelling. In another recent paper, Hegde, Lin, and Varshney @@d0)that
firms that chose to dual list on both the NYSE and Nasdaq bé&mefithigher liquidity
and lower spreads. Further, studies investigating firms that ¢cbadeange their listing
venue from Nasdaq to NYSE (Baker and Edelman (1992), Kadlec andrivielC
(1994)) or dual list (Baker and Khan (1994)) find that firms that cltos€o so
experience abnormal returns. This, too, is consistent with, but not preegufentation.
The abnormal returns can be the result of decreasing risk (betes), lower risk premia
(segmentation) or a combination thereof. However, since merely chargging location
should not have an effect on the quantity (beta) of most systematic riskp&eitiathe
exception of liquidity and investor recognition risks (see KadietMcConnell (1994))
significant changes in returns seem more consistent with cliapgice of risks and,
hence, segmentation. This, as previously argued, would be thef ci$erent investor

groups have a strong preference for firms listed on a patiesichange and demand a
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different level of compensation for exposure to the same systenslt than other
investor groups that prefer firms listed on other exchanges.

Nonetheless, to ensure that our results are robust, we testefgnaiin using the
method suggested by Bekaert, Harvey, Lundblad, and Siegel (2011) whclde$ free
and, therefore, is not susceptible to model misspecification.

It is important to note that even though these tests allow ustésntine if the
markets are statistically integrated, the economic imptinatiof the results are less
straightforward. However, if the domestic markets are segdarging this method, then
it is less likely that our previous results are due to model misspecification.

Any model-specific test of integration is by definition a joiest between the
asset pricing model used and integration. In order to make suréhéhaegmentation
results are not driven by the specific asset pricing modegmnny@doy a model-free test of
integration. The segmentation measure, developed by Bekaert, Hanreblad, and
Siegel (2011) rely on the notion that the earnings yield shouldntirsfor similar
firms, regardless of the exchange on which they trade. The reyetavel measure is
therefore based on industry-level earnings yield in excess @vage earnings yield
across the three exchanges. These differentials are aggregaoss all industries in a
given exchange. If the markets are integrated, then we wopé&tethe earnings yield to
be similar for firms in the same industry regardless of #thange on which they trade,
resulting in a value close to zero. The measure is constructedifrortevel data from
CRSP and Compustat. Every year, reported earnings (net income) are aggi@ygaach

GIC industry grouf’ in each US exchange (NYSE, Amex, Nasdagq). The earnings yield

2 \While Bekaert, Harvey, Lundblad, and Siegel (20048 38 industries according to DataStream industry
classifications, we use 25 industries based oni@dGstry groups.
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(EY) for the particular industryjXin each yeart] for each exchange)(s then calculated
by dividing the aggregate income by the aggregate market valtieefarcluded firmg?
The measure of segmentation (SEG) is then calculated asndustry weighted
difference between the absolute earnings yield in each exchadgstry, and year as
compared to a global earnings yield measure (based on combinifigrthen all three

exchanges). Explicitly, SEG is calculated as
SEGi,t = ?’:1 [VVi,j,t|EYi,j,t - EYw,j,t|v (5)

whereEY; ;. — EY; ;. is the difference in earnings yield (EY) between an indugtin a

specific exchange (i) and that of the entire domestic m&etn every year (t). The
segmentation measure (SEG) is the industry weighted (IW)geeof the absolute
earnings yield differentials. This measure of segmentation @guires industry level
earnings Yield ratios, which are observed and not estimated, aetbteethe measure is
not subject to critiques of model misspecification. Since the iatiegr measure is
calculated solely for domestic firms, it is not subject toynaf the shortcomings that
would be present when applied internation&flydowever, it is still subject to the bias
arising from using net income reported by firms, and not true econeannings (see
Black (1980)). If the three exchanges are integrated, we wouldtdkpéour measure of
integration, SEG, is relatively small and constant over tim&g&, Harvey, Lundblad,
and Siegel (2011)). One major drawback with calculating the me&mutiee domestic

exchanges is that the NYSE makes up a very large part of the &&imarket. Hence,

we would not expect any segmentation between the NYSE and theJ®tearket.

2 Following Bekaert, Harvey, Lundblad, and Sieg€l1(2) we set negative earnings equal to 0.
2 For a discussion of these shortcomings, see Bekdanvey, Lundblad, and Siegel (2011).
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Therefore, instead of reporting the segmentation per exchangeped the average
segmentation score of the three exchanges overiffteis could be seen as a measure
of how integrated the Amex and Nasdaq exchanges are with the NYSE.

The results from the model-free segmentation measure aenfgeésn Figure 1.
As can be seen, US domestic segmentation has decreased e7érTiis is interesting
for at least two reasons. First, the fact that domestic segtren has decreased is
evidence that the domestic markets have been segmented durpegititkinvestigated.
As discussed earlier, if the markets were not segmented, we exjct the measure of
segmentation to be fairly constant over time. Secondly, the dedreaggmentation is
consistent with the qualitative results presented in Table 2glalso interesting to note
that there is an increase in segmentation during the most recent finais@al cr

Overall, the tests in this section provide strong support forytpethesis that US
stock markets are domestically segmented. More important, tipppid the hypothesis
that the main cause of segmentation is the investor-segmentatpmthésis—stock
markets attract firms with certain general charactesisind certain investors have a
stronger preference for these firms and not for other firmis different characteristics
and which are listed on other exchanges. Given that these invastpisold a part of
the universe of stocks their demand for compensation for exposure too systematic

risk varies with the portfolios they hold, thus leading to segmentation.

% The individual exchange segmentation scores aaitade from the authors upon request.
% The time trend in segmentation is statisticalndicant, with a t-statistic of -3.11.
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6. CONCLUSION

We investigate whether the three main U.S. equity markets arestioaily
integrated by comparing the price of commonly used risk factonsss the NYSE,
Amex, and Nasdaqg. We find that the markets have significantlyreliffeorices of risks
for several risk factors, indicating that the markets agensated. The magnitude of the
difference is both statistically and economically significdrirther, we find that the
segmentation has beconess pronounceaver the last decade, but that the markets
remain segmented. The segmentation holds both for specific assieiy pmodel
specifications, as well as for model-free integration tests.al&0o find evidence against
the hypothesis that the segmentation is due to arbitrage corsstiaistead, we find
evidence consistent with the investor-segmentation hypothesis, in wdififgnent
investors choose to hold different subsets of firms and demand diffaieas of risk
among the different groups of securities. These results highlight vithee of
diversification and suggest that domestic equity markets arelhoefficient. Further, it
raises a concern with respect to testing for integration afistienal equity markets. If
the characteristics of the stocks on a particular market intpacprice of systematic
risks, then testing integration from a standpoint where the pridsksfis the same for all
stocks would be troublesome, given that firm characteristics diffiglely across
international markets. Further, we open up the discussion of whetheronmsvesin
profitably exploit the segmentation that has been revealed, both tiatigsand

internationally.
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Table 2.1:

Summary statistics

NYSE Amex Nasdaq

Mean Std Mean Std Mean Std
N 388065 82926 562314
RET (%) 1.41 11.31 2.23 14.63 2.38 16.56
PRC(%$) 69.17 1710.68 19.94 50.06 19.66 33.39
VOL 14.86 68.46 0.68 3.24 7.17 47.51
beta_mkt 1.04 0.75 0.86 0.88 0.92 0.96
beta_smb 0.47 1.04 0.84 1.23 0.84 1.24
beta_hml 0.32 1.19 0.27 1.39 0.12 1.49
beta_umd -0.08 0.87 -0.04 1.07 -0.07 1.09
beta_liq 0.02 0.85 0.28 1.09 0.17 1.12
LN(ME) 6.84 1.43 4.19 1.26 5.01 1.50
LN(BE/ME) -0.57 0.68 -0.37 0.74 -0.68 0.76
RET(-12,-2) 0.13 0.37 0.19 0.43 0.20 0.51
AMIILL 0.07 0.32 0.79 1.30 0.71 2.06

Table 2.1 shows descriptive statistics for the pdadample. RET is the average monthly holding peraiurn,
reported in percent. PRC($) is the average stoide pv¥OL is the average monthly volume (in millioosshares).
Beta_x are the firm sensitivity to the systemaiik factor x. Every month we regress individuatfireturns fromnt-
24 tot-1 on the proxies for the risk factors and recordiét. To estimate the firm sensitivities (betashe Fama
and French (1993) three factors, we regress mofitintyreturns on the CRSP value weighted index,SMB, and
the HML factor. In order to estimate the betastfe momentum and liquidity factors, we regressréterns on the
Fama and French (1993) factors as well as the ddlegor which beta we want to estimate. We roll tbgressions
monthly. To be eligible for estimation, we requihat a firm has returns in all the months of theénestion period
(e.g., 24 months of data). ME is defined as shawstanding times the share price and is updatddne of every
year (t) and used from July in that ye#r ntil June the following yeart«1). BE/ME is book-to-market ratio
estimated as in Fama and French (1992); the figaal end book valué-{) is divided by the calendar year emd)
market equity. A firm's BE/ME is assigned to thenfifrom July in the year after it was estimatéd @ntil June
(t+1) of the following year in order to ensure thawés available to investors at the time it is usedredict returns.
RET(-12,-2) is the average stock return from mant2 to t-2. AMIILL is Amihuds (2002) illiquidity measure
estimated in the previous month. All explanatorgialsles have been winsorized at the 5% level.
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Table 2.2: Cross-sectional correlations

RET(%) beta_mkt beta_smb beta_hml beta_umd _beta LN(ME) LN(BE/ME) RET(-12,-2) AMIILL
RET(%) 1.000 0.010 0.018*** 0.015*** -0.009 0.014** -0.034%*** 0.025*** 0.006 0.029%**
beta_mkt 0.010 1.000 0.063*** 0.354*** -0.100*** 051*+* 0.036*** 0.001 -0.032** -0.058***
beta_smb 0.018*** 0.063*** 1.000 0.227*** -0.079*** 0.054*** -0.357*** 0.089*** -0.006 0.090%**
beta_hml 0.015*** 0.354%* 0.227*** 1.000 -0.018* 005 -0.072%** 0.226** -0.022* 0.029***
NYSE beta_umd -0.009 -0.100*** -0.079%** -0.018* 1.000 0.371*** 0.042*** -0.079%** 0.110*** -0.023***
beta_liq 0.014%* 0.051%** 0.054*** 0.005 -0.371%** 1.000 -0.088*** 0.061*** -0.044%*** 0.079%**
LN(ME) -0.034*** 0.036*** -0.357*** -0.072%+* 0.042*** -0.088*** 1.000 -0.322%** 0.046*** -0.395***
LN(BE/ME) 0.025*** 0.001 0.089*** 0.226*** -0.079** 0.061*** -0.322%+* 1.000 0.008 0.166***
RET(-12,-2) 0.006 -0.032** -0.006 -0.022* 0.110**  -0.044*** 0.046*** 0.008 1.000 -0.076***
RET(%) 1.000 0.015** 0.010 0.013** -0.012** 0.034** -0.061*** 0.018*** 0.001 0.090***
beta_mkt 0.015** 1.000 0.054*** 0.394*** -0.028*** 0.027*** 0.141*** -0.113%* 0.053*** -0.093***
beta_smb 0.010 0.054*** 1.000 0.208*** -0.017%** @10*** 0.003 -0.075*** 0.034#** -0.005
beta_hml 0.013** 0.394** 0.208%*** 1.000 0.027** @22%** -0.019*** 0.096*** -0.010 0.042%**
Amex beta_umd -0.012** -0.028*** -0.017*+* 0.027*** 1.00 -0.334%+* 0.005 -0.062*** 0.058*** -0.026***
beta_liq 0.034%** 0.027** 0.040%** 0.022%** -0.334** 1.000 -0.171%** 0.075*** 0.000 0.096***
LN(ME) -0.061*** 0.141%* 0.003 -0.019%** 0.005 -0L71%+* 1.000 -0.352%** 0.003 -0.496%***
LN(BE/ME) 0.018*** -0.113%** -0.075%* 0.096*** -0.062*** 0.075*** -0.352%** 1.000 0.018** 0.243***
RET(-12,-2) 0.001 0.053*** 0.034*** -0.010 0.058*** 0.000 0.003 0.018** 1.000 -0.155***
RET(%) 1.000 0.008 0.013** 0.003 -0.013*** 0.035***  -0.073*** 0.028*** -0.005 0.053***
beta_mkt 0.008 1.000 0.059%** 0.259%** -0.049%** 024*** 0.174%* -0.157*** -0.006 -0.129%*
beta_smb 0.013** 0.059*** 1.000 0.165*** -0.035%** 0.059*** -0.021*** -0.072%* 0.019* -0.046***
beta_hml 0.003 0.259%** 0.165%* 1.000 0.011 0.013*  -0.109*** 0.210%** -0.014 0.064***
Nasdaq beta_umd -0.013*** -0.049%** -0.035%** 0.011 1.000 -0.345%* 0.007 -0.065*** 0.071%* -0.014%*
beta_liq 0.035*** 0.024*** 0.059*** 0.013* -0.345** 1.000 -0.171%* 0.083*** 0.024** 0.091***
LN(ME) -0.073*** 0.174*** -0.021*** -0.109*** 0.007 -0.171%* 1.000 -0.385*** -0.023*** -0.442%+*
LN(BE/ME) 0.028*** -0.157*** -0.072%** 0.210%* -0.065** 0.083*** -0.385%* 1.000 0.030*** 0.204***
RET(-12,-2) -0.005 -0.006 0.019* -0.014 0.071*** 0Q4** -0.023*** 0.030*** 1.000 -0.092***

This table displays the time-series means of thesssectional Pearson correlation coefficienteviery month, for each exchange, we obtain the

contemporaneous Pearson correlation coefficiertgemn each pair of variables using the cross secfigtocks. The reported correlation coefficiearts the

average over the sample period of 300 months. ©hficients relate to a sample of stocks traded EYSmex, and Nasdaq between Jan 1985 and December

2009. Stars denote significance at the 10% (*),(58% and 1% (***) respectively.
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Table 2.3: Cross sectional regressions with Fama-MacBeth (1973) T4sta

beta_mkt beta_smb beta_hml beta_umd beta_liq (MBY LN(BE/ME) RET(-12,-2) AMIILL Adj R-Sq OBS
* k% *
NYSE 0.326 0218 0.156 3.60% 388065
(1.84) (2.48) (1.75)
*kk Fokk _
Model 1 Amex 0.667 0.317 0.039 2.40% 82925
(3.48) (2.65) (-0.31)
*kk Fokk _
Nasdaq 0.473 0.308 0.019 3.20% 562314
(2.64) (2.64) (-0.17)
*%k Kk *kk
NYSE 0.283 0.192 0.190 0.031 0.251 2.60% 388065
(1.63) (2.23) (2.08) (0.30) (2.88)
*kk *kk - Lzl
Model 2 Amex 0.655 0.317 0.063 0.187 0.639 3.20% 82925
(3.48) (2.64) (-0.50) (1.33) (4.57)
*kk kK - *kk
Nasdagq 0.465 0.293 0.005 0.118 0.640 3.80% 562314
(2.68) (2.54) (-0.05) (1.32) (6.21)
*k i *kk *%
NYSE 0.336 0.245 0.174 3.00% 380438
(2.18) (-4.25) (2.09)
Kokk - Fkk -
Model 3 Amex 0.646 0.731 0.130 2.20% 78679
(4.21) (-11.68) (-0.99)
Kok k - Fkk -
Nasdaq 0.488 0.821 0.170 3.10% 510302
(3.24) (-12.08) (-1.08)
_ *kx * o Fkk
NYSE 0.129 0.190 0.149 0.239 0.614 4.70% 378834
(1.28) (-3.20) (1.87) (-0.51) (4.51)
*kk | Kk _ * *kk
Model 4 Amex 0.511 0.503 0.250 0.111 0.739 4.20% 65949
(3.58) (-6.12) (-1.82) (0.31) (6.97)
Fkk _ *kk | _ Fokk
Nasdag 0.336 0.817 0.112 0.395 0.266 2.10% 459264
(2.93) (-10.00) (-0.76) (-1.18) (5.31)

We estimate cross sectional regressions for evertimfrom July of 1985 to December of 2009, a tofaB00 months. The dependent variable in the ntgnth
regressions is the holding period return on ath&irin our sample that have information on all emptary variables in that month. The explanatoryaldes are
as defined in Table 2.1. All the explanatory valestare pre-determined at timjeand are used to explain the variation in retatntsmet. For every month, we

estimate a model that is nested in the followirgssf sectional regression:

Rit =2+ 7\15%“ + AzﬁfyB + }\3ﬁi,HtML + }\4ﬁi,[]tMD + 7\55-,

+ ALN(ME);, + A,LN (%)l FAGRET(=12,=2) 0 + MAMIILLy, + ey

This table summarizes the means of the coefficitnais these cross sectional regressions (commafgrned to as risk prices). The standards erraogs ar
calculated as in Fama and MacBeth (1973), but ctadefor serial correlation as in Newey and We88{). The corresponding test-statistics are preseint
parentheses below each average coefficient. Séaustel significance at the 10% (*), 5% (**), and 13%) respectively.
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Table 2.4: Cross sectional regressions with interactions

beta_mkt beta_smb beta_hml beta_umd beta_liq (MBy LN(BE/ME)  RET(-12,-2) AMIILL Adj R-Sq OBS
NYSE 0.326* 0.218** 0.156*
(1.84) (2.48) (1.75)
*% | *
Model 1 Amex 0341 0.099 0.195 3.90% 1033304
(2.26) (0.92) (-1.71)
0.147 0.089 -0.175**
Nasdaq
(1.44) (0.95) (-2.31)
NYSE 0.283 0.192** 0.190** 0.031 0.251*+*
(1.63) (2.23) (2.08) (0.30) (2.88)
Model 2 Amex 0371 0125 -0.252 0.156 0.388" 4.70% 1033304
(2.32) (1.17) (-2.10) (1.24) (3.35)
0.181* 0.101 -0.195** 0.087 0.390***
Nasdaq
(1.76) (1.10) (-2.54) (1.18) (5.56)
NYSE 0.336** -0.245%+* 0.174**
(2.18) (-4.25) (2.09)
*k _ Kkk . Fk
Model 3 Amex 0.309 0.486 0.304 3.70% 969419
(2.49) (-7.22) (-2.57)
0.152* -0.576*** -0.344**
Nasdaq
(1.68) (-8.58) (-2.84)
NYSE 0.129 -0.190*** 0.149* -0.239 0.614***
(1.28) (-3.20) (1.87) (-0.51) (4.51)
*kk — *kk | Kk
Model 4 Amex 0.382 0.313 0.399 0.350 0.126 2.70% 904047
(2.85) (-3.75) (-3.21) (1.03) (0.76)
0.207** -0.627*** -0.262** -0.156 -0.347*+*
Nasdaq
(2.14) (-9.05) (-2.31) (-0.63) (-2.60)

We estimate cross sectional regressions for evemntimirom July of 1985 to December of 2009, a tofaB00 months. This regression is similar to the i
the previous table (Table 2.3), except that weterdammies for the different exchanges and intettamse with the explanatory variables in the regjoes
specification. We use NYSE as the base group. ©kfficients can then be interpreted as the increéaheffect of each explanatory variable on the Araex
Nasdaq exchanges, respectively, as compared tdN\YY&E. The standards errors are calculated as inaFand MacBeth (1973), but corrected for serial
correlation as in Newey and West (1987). The cpoading test-statistics are presented in parenshasiew each average coefficient. Stars denotéfisigmnce

at the 10% (*), 5% (**), and 1% (***) respectively.

Rt = a + a5 Amex + a,Nasdaq + Yhat }\k,tﬁilft +Xh=1 Aakt (ﬁzkt x Amex) + X Akt (ﬁlkt X Nasdaq) + &
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Table 2.5: Sub-Period integration tests

PANEL A: 1985-1992

Beta_Mkt Beta_SMB Beta_ HML Beta_UMD Beta_Liq (ME) LN(BE/ME) RET(-12,-2) AMIILL Adj R-Sq OBS
NYSE 0.136 0.156 0.042
(0.49) (1.06) (0.37)
)%
Model 1 Amex 0.117 0.029 0.202 3.00% 301871
(0.62) (0.25) (2.42)
0.321** 0.131 -0.070
Nasdaq
(2.20) (1.30) (-0.92)
NYSE 0.176 0.159 0.023 0.053 0.108
(0.64) (1.12) (0.20) (0.52) (1.16)
*%
Model 2 Amex 0.102 0.012 0.201 0.003 0.096 3.60% 301871
(0.56) (0.11) (2.44) (0.03) (1.21)
0.311** 0.118 -0.079 0.071 0.214***
Nasdaq
(2.16) (1.23) (-1.03) (0.83) (2.72)
NYSE 0.164 -0.102 0.160
(0.63) (-1.00) (1.00)
Model 3 Amex 0.399™ -0.526™ 0116 3.00% 262554
(2.03) (-4.75) (-0.77)
0.282** -0.601*** -0.241*
Nasdaq
(2.07) (-6.95) (-1.81)
NYSE 0.099 -0.011 0.154 0.346 0.720***
(0.44) (-0.11) (1.00) (0.91) (5.10)
| *k | - -
Model 4 Amex 0.216 0.295 0.213 0.063 0.096 3.60% 240915
(1.05) (-2.42) (-1.41) (-0.19) (-0.66)
0.213 -0.620*** -0.198 0.396 -0.507*+*
Nasdaq
(1.51) (-8.46) (-1.57) (1.31) (-3.61)
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Table 2.5 (cont.)

PANEL B: 1993-2000

Beta_Mkt  Beta_SMB Beta_HML Beta_ UMD Beta_Liq (\WE) LN(BE/ME) RET(-12,-2) AMIILL  Adj R-Sqg OBS
NYSE 0.194 0.037 0.092
(1.23) (0.18) (0.52)
* | *%
Model1  Amex 0.438 0.424 0.536 3.90% 381638
(1.41) (1.75) (-2.02)
-0.060 0.345 -0.255
Nasdaq
(-0.31) (1.51) (-1.52)
NYSE 0.142 0.014 0.106 -0.126 0.121
(0.94) (0.07) (0.61) (-1.05) (1.03)
* | * Kk
Model 2 Amex 0.501 0.416 0.515 0.020 0.511 2.30% 381638
(1.53) (1.68) (-1.88) (0.13) (3.61)
-0.013 0.345 -0.262 0.003 0.367***
Nasdaq
(-0.07) (1.53) (-1.57) (0.03) (3.30)
NYSE 0.201* -0.148 0.210
(1.81) (-1.62) (1.35)
- *kk - *k
Model 3 Amex 0.082 0.516 0.437 3.50% 364024
(0.41) (-4.98) (-1.99)
-0.272* -0.804*** -0.586*
Nasdaq
(-1.67) (-5.51) (-1.88)
NYSE 0.125 -0.090 0.186 0.650 0.943***
(1.32) (-0.89) (1.23) (1.59) (3.72)
- *k%k - *% N
Model 4  Amex 0.160 0.361 0.464 0270 0.076 4.30% 336854
(0.80) (-3.09) (-2.03) (0.61) (-0.24)
-0.207 -0.840*** -0.479* -0.503 -0.570**
Nasdaq
(-1.47) (-4.91) (-1.69) (-1.35) (-2.22)
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Table 2.5 (cont.)

PANEL C: 2001-2009
Beta_Mkt Beta SMB  Beta HML  Beta UMD  Beta_Liq (ME)  LN(BE/ME)  RET(-12,2) AMILL AdjR-Sq  OBS

NYSE 0.613 0.436*** 0.313*
(1.54) (3.96) (1.75)
* - -
Model 1 Amex 0.453 0.128 0.244 4.80% 349795
(1.73) (-0.79) (-1.36)
0.177 -0.175 -0.197
Nasdaq
(0.99) (-1.39) (-1.55)
NYSE 0.504 0.379*+* 0.411* 0.150 0.493**
1.27) (3.45) (2.27) (0.61) (2.47)
* - o *k *
Model 2 Amex 0.495 0.034 0.422 0.415 0.539 5.00% 349795
(1.70) (-0.21) (-2.14) (1.36) (1.92)
0.239 -0.132 -0.239* 0.176 0.565*+*
Nasdaq
(1.25) (-1.10) (-1.81) (1.06) (3.89)
NYSE 0.610* -0.459%** 0.155
(1.78) (-4.96) (1.28)
* | Kk |
Model 3 Amex 0.432 0.424 0.354 4.50% 342841
(1.81) (-3.33) (-1.58)
0.414*+* -0.351%** -0.220
Nasdaq
(2.94) (-3.74) (-1.44)
NYSE 0.159 -0.439%** 0.113 -1.549 0.227
(0.92) (-4.92) (1.04) (-1.34) (0.87)
*Hk _ | *%
Model 4  Amex 0.727 0.286 0.507 0.788 0.502 5.90% 326278
(2.79) (-1.64) (-2.10) (0.99) (1.50)
0.569*+* -0.444%* -0.125 -0.339 -0.008
Nasdaq
(3.21) (-5.12) (-0.83) (-0.65) (-0.03)

We estimate cross sectional regressions for eventimirom July of 1985 to December of 2009, a tofa800 months. We then divide the sample up ihted
time period; the first time period covers years3:9892, the second 1993-2000, and the third 20@B-20his regression is similar to the one in Table We
use NYSE as the base group. The coefficients cambble interpreted as the incremental effect of explanatory variable on the Amex and Nasdaq exgg®mn
as compared to the NYSE. Panel A show the resuitthe first time period, 1985-1992. Panel B shoesresults for the second time period, 1993-2@0d,
Panel C shows the results for the last time per2®d)1-2009. The standards errors are calculatdd Bama and MacBeth (1973), but corrected for keria
correlation as in Newey and West (1987). Stars @esignificance at the 10% (*), 5% (**), and 1% t¥respectively.

Ri¢ = a; + a, Amex + a,Nasdaq + Zi:l }‘k,t:Bi],(t + Zi:1 Aakt (,szt X Amex) + Zi:1 Ankt (ﬁlkt X Nasdaq) + &,
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Table 2.6: Comparing prices of risk for firms with different characteristics

PANEL A: Size
Beta_Mkt Beta_SMB Beta_ HML Beta_ UMD Beta_Liq (MAE) LN(BE/ME) RET(-12,-2) AMIILL Adj R-Sq OBS
1.007*** 0.581*** -0.355%**
Low
(5.14) (4.46) (-2.93)
o kkk - *kk kkk
Model 1 Medium 0523 0491 0.413 4.60% 1033304
(-6.68) (-6.25) (5.40)
High -0.745%+* -0.54 3%+ 0.481***
(-6.47) (-5.49) (4.96)
Low 0.953*** 0.552*** -0.317%** -0.633*** 0.065
(5.07) (4.35) (-2.70) (-5.11) (0.68)
| *kk | *kk Kk | * - *kk
Model 2  Medium 0.501 0470 0.388 0.145 0.490 5.30% 1033304
(-6.48) (-6.32) (5.43) (-1.85) (-6.19)
High -0.725%** -0.514*** 0.456*** -0.089 -0.598***
(-6.25) (-5.44) (4.93) (-0.85) (-7.18)
0.829*** -1.745%** -0.522%**
Low
(4.67) (-11.88) (-3.21)
i *kk *kk *kk
Model 3  Medium 0.469 1.346 0.682 3.90% 969419
(-5.33) (9.22) (7.87)
. -0.643*** 1.662*** 0.632%**
High
(-4.97) (10.43) (5.63)
Low 0.611*** -2.286*** -0.405%+* -7.612%+* -1.044 %+
(4.35) (-11.44) (-2.60) (-9.17) (-2.94)
Model 4  Medium -0.3877 1843 05720 06717 0.205 5.30% 904047
(-4.05) (10.38) (6.11) (3.61) (0.61)
High -0.600*** 2.206*** 0.514%** 1.082%** 7.326
(-4.07) (11.01) (4.23) (3.88) (1.62)
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Table 2.6 (cont.)

PANEL B: B/M
Beta_Mkt Beta_SMB Beta_ HML Beta_UMD Beta_Liq (MAE) LN(BE/ME) RET(-12,-2) AMIILL Adj R-Sq OBS
0.378** 0.282** 0.052
Low
(2.34) (2.48) (0.48)
Kk | *kk
Model 1 Medium 0.060 0.116 0.194 3.80% 1033304
(0.93) (2.16) (-3.59)
. 0.228** 0.220*** -0.298***
High
(2.38) (2.94) (-3.64)
Low 0.378** 0.265** 0.053 -0.023 0.019
(2.36) (2.36) (0.49) (-0.21) (0.25)
Kk | KKk -
Model 2 Medium 0.032 0.118 0.164 0.145 0.032 2.40% 1033304
(0.50) (2.32) (-3.14) (1.55) (-0.37)
High 0.178** 0.182** -0.231 % 0.187** 0.217**
(2.00) (2.55) (-3.06) (2.15) (2.43)
0.219* -0.584*+* -0.207
Low
(1.74) (-7.48) (-1.20)
*kk *%
Model 3  Medium 0.204 0.101 0.048 3.30% 969419
(3.10) (2.54) (0.29)
. 0.423*** 0.018 0.955***
High
(3.81) (0.32) (4.00)
Low 0.101 -0.488*+* -0.212 -0.430 -0.400
(1.10) (-6.06) (-1.35) (-1.56) (-1.16)
Model 4  Medium 0.148" 0.054 0.054 0.220 -0.483™ 4.40% 904047
(2.34) (1.46) (0.31) (1.28) (-4.46)
High 0.372*** -0.024 0.962*** 0.093 -0.367*+*
(3.62) (-0.47) (4.18) (0.45) (-3.14)

We estimate cross sectional regressions for everytimfrom July of 1985 to December of 2009, a tofsB00 months. This regression is similar to the @
Table 2.4, except that we sort all firms listedtba three exchanges into three groups based oaathestics and create dummies for the differentigs. We
then interact those dummies with the explanatoriatées in the regression specification. We useigi@ (small firms or low book-to-market) as thedogsoup.
The coefficients can then be interpreted as theemental effect of each explanatory variable inugrd and group 2 (large firms or high book-to-marles
compared to the base group. The standards errersatculated as in Fama and MacBeth (1973), butctad for serial correlation as in Newey and West
(1987). Stars denote significance at the 10% &,(5*), and 1% (***) respectively.

Ri; = a; + ag1, Groupl + agzGroup2 + - }‘k,t:Bi],(t +Xio Agie (,szt x Group1) + Y-, Agzie (,szt X Group2) + g
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Table 2.7: Comparing prices of risk across exchanges for firms less subjéctarbitrage constraints

PANEL A: Excluding smallest 10% of firms

Beta_Mkt Beta_SMB Beta_HML Beta_ UMD Beta_Liq ME) LN(BE/ME) RET(-12,-2) AMIILL Adj R-Sq OBS
NYSE 0.335* 0.199** 0.157*
(1.88) (2.27) (1.76)
Model 1 Amex 0.169 0.018 -0.184 4.30% 930109
(1.04) (0.17) (-1.52)
0.151 0.024 -0.172**
Nasdaq
(1.53) (0.29) (-2.32)
NYSE 0.294* 0.175* 0.192** 0.037 0.226***
(1.67) (2.04) (2.09) (0.35) (2.63)
| *
Model 2 Amex 0.216 0.056 0.218 0.073 0.095 5.00% 930109
(1.31) (0.50) (-1.76) (0.49) (0.76)
0.179* 0.042 -0.193** 0.004 0.170**
Nasdaq
(1.81) (0.50) (-2.56) (0.05) (2.81)
NYSE 0.330** -0.217%+* 0.175*
(2.14) (-3.74) (2.10)
- - *%k
Model 3 Amex 0.087 0.083 0.307 3.70% 880733
(0.65) (-1.02) (-2.44)
0.029 -0.291%+* -0.228*
Nasdaq
(0.32) (-5.27) (-1.91)
NYSE 0.130 -0.183*** 0.154* -0.199 0.489***
(1.28) (-3.07) (1.93) (-0.44) (2.86)
* | *k | *k | *hk
Model4  Amex 0.238 0.177 0.249 0.416 0.758 5.00% 850849
(1.72) (-2.08) (-1.99) (0.91) (-2.62)
0.114 -0.396*** -0.149 0.059 -0.654*+*
Nasdaq
(1.32) (-6.53) (-1.39) (0.23) (-4.15)
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Table 2.7 (cont.)

PANEL B: Excluding 10% of firms with highest laggedIV

Beta_ Mkt  Beta SMB  Beta HML  Beta UMD  Beta_Lig  (ME) LN(BE/ME) RET(-12,-2) AMILL  AdjR-Sq OBS

NYSE 0.245 0.180** 0.145*
(1.48) (2.06) (1.65)
*k =
Model1  Amex 0.273 0.070 0.087 4.00% 938375
(1.98) (0.73) (-0.82)
0.136 0.034 -0.149**
Nasdaq
(1.35) (0.38) (-2.09)
NYSE 0.211 0.158* 0.177* 0.029 0.193**
(1.30) (1.83) (1.97) (0.28) (2.37)
* - Fkk
Model 2 Amex 0.285 0.079 0.138 0.184 0.420 4.80% 938375
(1.97) (0.83) (-1.27) (1.47) (3.83)
0.173* 0.049 -0.170** 0.112 0.310***
Nasdaq
(1.72) (0.56) (-2.35) (1.44) (4.70)
NYSE 0.259* -0.209*** 0.134
(1.83) (-3.83) (1.64)
*kk - Kkk -
Model 3 Amex 0.324 0.319 0.068 3.60% 881448
(2.61) (-4.83) (-0.57)
0.118 -0.337*** -0.229**
Nasdaq
(1.44) (-6.18) (-2.23)
NYSE 0.072 -0.164%** 0.115 -0.053 0.538***
(0.70) (-2.90) (1.44) (-0.12) (3.90)
Kk - *x -
Model4  Amex 0.313 0.171 0.164 0.281 0.077 4.80% 816076
(2.21) (-2.25) (-1.30) (0.97) (0.46)
0.170* -0.419%** -0.158* 0.241 -0.492%**
Nasdaq
(1.87) (-7.94) (-1.66) (0.98) (-3.87)

We estimate cross sectional regressions for eventimirom July of 1985 to December of 2009, a tofaB00 months. This regression is similar to the i
the table (Table 2.4), except that we exclude ittmesfthat should have the greatest arbitrage cainst Panel A excludes the 10% of firms with thedst MV

in the prior month, and Panel B excludes the 10%rofs with the highest idiosyncratic volatility ithe prior month. We use NYSE as the base group. Th
coefficients can then be interpreted as the incneaheffect of each explanatory variable on the &med Nasdaq exchanges as compared to the NYSE.

Ri¢ = a; + a, Amex + a,Nasdaq + Zi:l }‘k,t:Bi],(t + Zi:1 Aakt (,szt X Amex) + Zi:1 Ankt (ﬁlkt X Nasdaq) + &,
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Segmentation in Domestic Markets
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Figure 1. Segmentation using non model-specific tess
We estimate segmentation as in Bekaert, Harveydhladl, and Siegel (2011) and apply it to the doimest
US markets. Explicitly, we model segmentation as

SEG;; = 2?’:1 Iw/i.j,tlEYi.j.t - EYW,}',tl ’

whereEY, ;. — EY; ;. is the difference in earnings yield (EY) betweenraustry (j) in a specific exchange
(i) and that of the entire domestic market (w) uery year (t). The segmentation measure (SEG)es th
industry weighted (IW) average of the absolute iegs yield differentials. Figure 1 illustrates hdhe
average segmentation (for the three exchanges)dbasased over time for the three US exchanges
(NYSE, Amex, and Nasdag).
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Price of Market Risk
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Figure 2: Variation in the prices of systematic ri& over time

These graphs shows the prices of risk factors,simated monthly using cross sectional regressans
returns on the Fama and French (1993) firm fadtmadings beta_mkt, beta_smb, and beta_hml (Model 1,
Table 2.3) for the three domestic exchanges NYSHEe® and Nasdaq over the period from January of
1985 to December of 2009. The series have beenthewbasing HP filters.
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Difference in Price of Mkt Risk
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Figure 3: Variation in the differences of systemati risk prices over time
These graphs shows the differences in the priceslkofor the three domestic exchanges over theger

from January of 1985 to December of 2009. The sdvée been smoothed using HP filters.
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