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ABSTRACT 

 

The main goal of this research was to develop a mechanism-based model for 

photocatalytic disinfection of bacteria in water using suspended catalyst particles in batch 

reactors. The photocatalytic disinfection process occurs as a semiconductor photocatalyst, 

most commonly titanium dioxide (TiO2), is irradiated with light of wavelength less than 

380 nm to produce hydroxyl radicals and other highly reactive oxidants which can 

inactivate microorganisms. Photocatalytic disinfection involves a complex interaction of 

many fundamental mechanisms such as light absorption and scattering by semiconductor 

particles, electrochemical surface reactions, and heterogeneous colloidal stability. Current 

models, based largely on chemical reacting systems, do not adequately account for these 

fundamental mechanisms. Even the Langmuir model developed for heterogeneous 

systems cannot describe the interactions of such large colloidal particles. As a result, it is 

difficult to assess the combined effects of many important factors which go into the 

design of a photocatalytic disinfection system.  

A mechanistic modeling approach is desirable because it provides a framework to 

understand the influence of many important parameters on the disinfection process. It 

requires a description of the physical properties of the catalyst, the nature of the 

suspending electrolyte solution, the physical and chemical properties of the cell surface, 

and the energetic aspects that influence the interaction of the particles. All these aspects 
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are interrelated. While it is customary to envision the adsorption of reactants unto a 

catalyst surface, for photocatalytic disinfection involving suspended catalyst particles, 

multiple catalyst particles adhere to the bacterial surface. 

In this work a mechanistic model has been developed that simulates the effect of 

light intensity and catalyst concentration on the disinfection process. The simulations 

show good agreement with the experimental data for stable colloidal suspensions, that is, 

suspensions in which rapid aggregation of cells and TiO2 do not occur. Increased 

disinfection rates and high levels of inactivation can be achieved by maintaining a 

relatively low catalyst-to-microbe ratio while maximizing the light intensity. The 

influence of pH and ionic strength on the disinfection process have been included in the 

model, but these are only expected to be accurately predicted when the solution remains 

stable. 
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CHAPTER 1: INTRODUCTION 

1.1 The global water crisis 

Waterborne pathogens, including viruses, bacteria, and protozoa, are responsible 

for 3.5 billion cases of diarrhea each year and 1.8 million deaths as a result of 

contaminated drinking water. The majority of those affected are children under the age of 

5 years [1]. Even though there have been outbreaks in developed nations, waterborne 

diseases are much more prevalent in developing countries, particularly among the poor. 

In general, access to clean water and basic sanitation is a major problem in many poor 

communities. According to the United Nations, as much as 50% of the developing world 

is affected by the main diseases or infections associated with inadequate water supply and 

sanitation. These include diarrhea, intestinal helminth infections, dracunculiasis, 

schistosomiasis, and trachoma [2]. 

1.2 Traditional and low-cost disinfection options 

In addition to being chemically nontoxic, water must also be biologically safe to 

consume; that means the potential to cause infection must be removed. In many poor 

communities, boiling water before consumption is the only effective option available for 

disinfection. However, boiling can be energy intensive, especially to meet the needs of 

large families. Solar disinfection is a low-cost alternative in which water in transparent 

plastic or glass bottles is exposed to direct sunlight. The dual action of solar infrared 

heating and ultraviolet irradiation inactivates a range of microorganisms [3-5]. 
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Nevertheless, solar disinfection is limited to small volumes of clear water which must be 

consumed soon after treatment because of the potential for re-growth of pathogens.  

By far the most common method to disinfect drinking water for the last 100 years 

is chlorination. In the United States, about 98% of municipal water treatment facilities 

use chlorine, and about 200 million residents receive chlorinated drinking water at home 

[6]. Chlorine is a powerful oxidant and does not only kill pathogens, it also reacts with 

dissolved natural organic compounds to form many chlorinated byproducts (DBPs). 

Studies show that some classes of DBPs such as trihalomethanes (THMs) and haloacetic 

acids (HAAs) are potentially mutagenic and carcinogenic [7, 8]. The control of DBPs has 

become important in water treatment adding another level of difficulty to the process. 

Recent Environmental Protection Agency (EPA) regulations have further limited THMs, 

HAAs and other DBPs (including chlorite and bromate) in drinking water [9]. As a result, 

many water systems now limit the use of chlorine to high-quality groundwater or reduce 

total organic carbon prior to disinfection. Another concern of chlorine disinfection is that 

some organisms tend to develop resistance to chlorine or require higher than normal 

doses for complete inactivation [10, 11]. Relatively high residual chlorine concentration 

can make drinking water taste and smell unpleasant. Nonetheless, chlorination remains an 

important disinfection method. 

1.3 Advanced treatment processes 

Many advanced alternative disinfection processes are now available. These 

include the use of ozone gas, chlorine dioxide, advanced membrane processes, and 
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germicidal ultraviolet (UV) irradiation. Most of these advanced methods are very 

effective against a wide range of harmful pathogens. However, the cost may be 

prohibitive since expensive chemicals and costly equipment are required to generate the 

disinfectant onsite. They are often associated with increased process complexity and 

safety requirements as well.  

Moreover, ozonation produces harmful byproducts including bromate and other 

brominated DBPs formed in waters with elevated bromide [12, 13]. Chlorine dioxide 

produces less harmful disinfection byproducts than chlorine, but the formation of chlorite 

and chlorate may be a problem for dialysis patients. Also, chlorine dioxide is less 

effective against rotaviruses and E. coli bacteria. UV disinfection makes use of DNA-

damaging shortwave radiation (less than 280 nm), which requires the set up of expensive 

lighting equipment and is associated with increased energy utilization.  

1.4 The case for photocatalytic disinfection 

In general, these advanced techniques are out of reach and often not suited for the 

local circumstances of developing countries where contaminated water is a real issue. 

However, heterogeneous photocatalysis may be a suitable alternative because it is 

capable of utilizing sunlight directly so it can be used in remote areas, and titanium 

dioxide (TiO2) is widely available. The reactor setup can also be simple either as a 

suspended-catalyst application or the catalyst may be affixed to the reactor walls. The 

actual disinfection of the pathogens occurs as a result of the highly reactive hydroxyl 

radical generated during the process, placing the technique among advanced oxidation 



4 
 

processes (AOP). Hydroxyl radicals are among the strongest oxidants and are capable of 

degrading a wide variety of organic and inorganic pollutants [14-18].  

The first reported killing of microorganisms, including L. acidophilus, S. 

cerevisiae and E. coli, was by Matsunaga et al [19]. Many other researchers have since 

reported on the use of photocatalysis for water disinfection with much attention given to 

E. coli, largely because it is an indicator of fecal contamination in water systems; see for 

example [14, 20-29]. Even the more chemically-resistant organisms, such as 

Cryptosporidium and Giardia, have been effectively inactivated by photocatalysis [3, 5, 

30-32].  

Heterogeneous photocatalysis is particularly adaptable for applications in 

developing countries, especially in remote and rural areas where energy supply may be 

prohibitive [33]. In addition, TiO2 is abundant in most countries and relatively cheap, and 

photocatalysis is not known to produce the potentially harmful byproducts associated 

with other disinfection processes. The potential for solar application was previously 

explored for oxidation of chemicals, but Block et al [34] were among the first researchers 

to explore the use of solar illumination to drive the disinfection process. In addition, the 

engineering and economic feasibility of these systems were explored in detail by 

Goswami [35] and Goswami et al. [36]. Although they are not currently in widespread 

use, solar photocatalytic systems have been used with much success in pilot facilities [17, 

37, 38]. Figure 1 and Figure 2 show a solar photocatalytic system operated in Spain [18] 

and a simplified system layout for flat plate solar reactors. 
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Nonetheless, as with most treatment options, photocatalytic treatment has its 

challenges. Firstly, TiO2 has shown the most promise and has become the most widely 

used photocatalyst, but it is only sensitized by near UV radiation or photons with greater 

energy. This means that only a very small fraction of sunlight (<5%) can be used for 

solar applications.  However, the modification of TiO2 through doping with metals and 

non-metals to enhance its visible light capability has shown tremendous promise [39-45]. 

Secondly, slurry reactors are usually more effective than thin films, but they require an 

additional post-treatment step to separate the catalyst (Figure 1b), adding a level of 

complexity and increased cost. Thirdly, the rate of disinfection is relatively slow 

compared to other processes, and like UV and ozone, there is no residual protection in a 

drinking water distribution system.   

 

Figure 1: (a) View of a solar collector field and (b) catalyst recovery system 

(Courtesy of Plataforma Solar de Almería, Spain) 
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Figure 2: Typical layout of photocatalytic plant for the treatment of water 

1.5 Problem statement 

The design of a disinfection system relies substantially on the knowledge of the 

inactivation rate of a target or indicator organism(s) by the disinfectant. For 

photocatalysis, the synergistic effect of catalyst concentration and light intensity on the 

rate of the process determines the most efficient combination of contact time and dose to 

employ. Currently, most of this information is obtained from bench-scale studies and 

extrapolated with a series of empirical models which do not adequately describe 

photocatalytic disinfection. The most common application is the Chick-Watson model 

used primarily to fit inactivation data with first order decay or modified for data with an 

initial lag.  

However, frequent deviations from such models have been reported in the literature 

[21, 46]. These models do not allow designers to explicitly determine the overall influence of 
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important parameters such as catalyst concentration, light intensity, ionic strength, and pH on 

the disinfection process. It is difficult to account for many of the complex interactions which 

occur during photocatalytic inactivation without over-fitting data with numerous empirical 

parameters. No study to date has proposed a comprehensive mechanistic model to describe 

the photocatalytic disinfection which can be used to optimize the design of such systems. A 

major benefit of a mechanistic model is the significant cost reduction associated with 

performing fewer preliminary experiments to determine the effectiveness of various 

combinations of catalyst concentration and light intensity for a given organism. 

1.6 Research objective 

The objective of this research was to develop and apply a mechanistic modeling 

approach to describe the kinetics of photocatalytic inactivation for batch reactor systems 

utilizing suspended TiO2 particles. The overall goal was to build a model which could 

account for the influence of catalyst concentration, light intensity, ionic strength, and cell 

membrane fatty acid distribution on the disinfection process. The aim is that the model 

will serve as a predictive tool to design disinfection systems, so that water can be 

disinfected quickly, efficiently and inexpensively.  
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CHAPTER 2: PHOTOCATALYSIS 

2.1 Definition 

Heterogeneous photocatalysis is the chemical transformation of a substrate at the 

interfacial boundary of a solid light-absorbing catalyst (photocatalyst) and a water or gas 

phase. In this form of photocatalysis, the role of light is to produce active sites on the 

surface of the photocatalyst so that subsequent chemical reactions may occur [47]. As in 

catalysis, the catalyst remains unchanged at the end of the cycle [47, 48]. 

𝑐𝑎𝑡𝑎𝑙𝑦𝑠𝑡 + ℎ𝜈 ⇌ 𝑐𝑎𝑡𝑎𝑙𝑦𝑠𝑡∗ (1) 

𝑐𝑎𝑡𝑎𝑙𝑦𝑠𝑡∗ + 𝐴 ⟶ 𝑐𝑎𝑡𝑎𝑙𝑦𝑠𝑡 + 𝐵 
(2) 

2.2 Semiconductor band structure 

The energy band structure of semiconductors allows the absorption of light and 

generation of charge carriers (electron and hole) which participate in photocatalysis. 

Semiconductor photocatalysts include TiO2, tungsten oxide (WO3), tungsten sulfide 

(WS2), cadmium sulfide (CdS), zinc oxide (ZnO), and zinc sulfide (ZnS) among others. 

The electrons in the atoms of a semiconductor crystal occupy different energy levels 

which tend to overlap with those of electrons confined to neighboring atoms. According 

to the Pauli Exclusion Principle, electron energy levels cannot be the same, the electronic 

structure becomes characterized by a set of closely spaced energy levels, forming an 

energy band. When the band structure is analyzed, a series of allowed and forbidden 
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energies are obtained resulting in energy bands separated by energy band gaps [49]. 

Although the energy band diagrams of semiconductors are rather complex, they can be 

simplified since only the electrons in the highest almost-filled band and the lowest 

almost-empty band dominate the behavior of the semiconductor (Figure 3).  

 

Figure 3: Simplified energy band diagram of semiconductors [49] 

The almost-empty conduction band is identified by a set of horizontal lines, the 

bottom edge of which is labeled Ec. Similarly, the top of the valence band is indicated by 

a horizontal line labeled Ev. The energy bandgap, Eg, is located between the two bands. 

The energy of a free electron outside the crystal is called the vacuum level labeled Evacuum 

[49]. 
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2.3 Electronic excitation and formation of charge carriers 

At absolute zero temperature, the valence band is completely filled with electrons 

while the conduction band is empty. At room temperature, increased thermal energy 

reduces the band gap slightly as the atomic vibrations increase. This thermal excitation 

causes some adjustment to the energy distribution of the electrons, such that a few have 

enough energy to cross the energy band gap into the conduction band [50]. Another 

process through which electrons can gain energy to cross the band gap is through 

photoexcitation. In this case, electrons in the valence band absorb the energy from a 

photon. This is the initiating step in photocatalysis [48, 50]. The photon must provide 

energy greater than or equal to the band gap for the electron to cross the barrier (Figure 

4).  

The electrons which break free from bonds between neighboring atoms in the 

solid and enter the conduction band are free to move around, and hence can conduct 

charge or participate in chemical reactions. The bonds from which these excited electrons 

originated are left with electron vacancies, or holes. The holes are considered positive 

charge carriers which appear to move around freely as neighboring electrons move in and 

out of the vacancy [49]. The free electron may migrate to a surface site on the 

semiconductor and participate in a reduction reaction. Similarly, a suitable electron donor 

at the surface of the material can be oxidized by the valance band hole (Figure 4). If the 

conduction band electron returns to the valence band and fills the vacancy, the process is 

called recombination and is accompanied by a release of heat and or fluorescence. 
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Figure 4: Schematic of photocatalytic processes on the surface of TiO2. A 

semiconductor with a band gap of 3.1 eV, TiO2 requires photons with wavelength 

less than 400 nm [50]. 

2.4 Titanium dioxide photocatalyst 

TiO2 is a model photocatalyst because it is non-toxic, stable (does not self-

oxidize), and highly active [51]. The conduction and valence bands lie in energetically 

favorable positions to both reduce and oxidize adsorbed species (Figure 5). A compound 

is oxidized on the catalyst surface when its oxidation potential is above the valence band 

position of the catalyst (dark gray rectangle). Similarly, reduction takes place when the 

redox potential of the acceptor is below the conduction band position (light gray 

rectangle). According to Figure 5, TiO2 not only has the oxidation potential to degrade 

pollutants, but also the reduction potential necessary for splitting water molecules to 

create hydrogen gas [52].  
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There are three crystalline phases of TiO2; anatase, rutile, and brookite.  The 

anatase and brookite phases are known to be thermodynamically less stable than the rutile 

phase and are generally converted to rutile at high temperature [53-56]. Band structure 

calculations revealed that rutile and anatase TiO2 have direct and indirect band gaps, 

respectively [53]. In a direct band gap semiconductor the conduction band minimum is 

directly above the valence band maximum, that is, they occur at the same wavenumber 

[49]. This makes rutile much more efficient at absorbing light than anatase, but charge 

carriers generated in the anatase phase have longer lifetimes making it more 

photocatalytically active than rutile. However, anatase is commonly mixed with rutile to 

help reduce the rate of recombination [48, 51]. The band gap energy of anatase is 3.2 eV 

and hence absorbs photons of 380 nm or less. Rutile has a slightly lower band gap at 3.1 

eV and absorbs into the visible range 418 nm [53, 57].  

There is a wide range of photoreactivity within mixtures containing variable 

contents of anatase and rutile. However, Degussa P25 TiO2 has set the standard for 

photoreactivity in environmental applications [50, 58]. It is a non-porous 70% to 30% 

anatase to rutile mixture [51, 58]. P25 is available as high surface area (50±15 m2g-1) 

nanoparticles with an average individual particle size of 20-30 nm, even though particle 

agglomeration in solution can reach 300-500 nm [51, 59]. The small size of the 

nanoparticles provides high efficiency of surface trapping of the photogenerated electron 

and hole, thus increasing the probability of a photocatalytic process on the surface of the 

catalyst. 
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Figure 5: Band positions of several semiconductors in contact with aqueous 

electrolyte at pH 1. Adapted by permission from Macmillan Publishers Ltd [60]. 

2.5 Aqueous phase photocatalysis 

When a semiconductor is in contact with an aqueous solution, bond formations 

with water molecules and other ions occur instantaneously. There is a movement of 

charge between the semiconductor and the solution to create the conditions of 

equilibrium at the interface of the two phases. This is achieved when the electrochemical 

potentials of the two phases are equal [49]. The electrochemical potential of the solution 

is determined by its redox potential, while in semiconductors the electrochemical 

potential of the electrons is determined by the Fermi level. The Fermi level is the energy 
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level occupied by electrons at absolute zero temperature or the level at which the 

probability of occupation of an electron is 50% [49]. On an energy band diagram, the 

Fermi level would be located at the mid-point of the band gap for intrinsic 

semiconductors, and just below the conduction band for n-type semiconductors such as 

TiO2.  

The redistribution of charges at the interface produces the space charge region 

which extends at a considerable distance (100-10,000 Angstroms) below the surface of 

the semiconductor [49]. Likewise, solute and solvent ions with counter charges are 

distributed from the surface towards the bulk solution. The exchange of charges also 

induces changes to the bulk energy levels in the localized area resulting in a curvature to 

the energy band near the junction. For an n-type semiconductor, the Fermi level is 

typically higher than the redox potential of the aqueous solution, and hence electrons are 

transferred from the semiconductor into the solution. Therefore, there is a positive charge 

associated with the space charge region, and this is reflected in an upward bending of the 

band edges (Figure 6). 

Since most of the charge carriers have been removed from the space charge 

region, electron transfer reactions occur slowly, if at all. However, if the semiconductor is 

exposed to radiation of sufficient energy, electrons can now be promoted to the 

conduction band.  Electron-hole pairs generated in the region of the electric field, i.e., the 

space-charge region, are separated efficiently rather than undergoing immediate 

recombination. This forces the photogenerated electron towards the bulk of the 
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semiconductor, where it can be transferred through a surface site to a point where an 

electron acceptor can be reduced. The photogenerated hole, under the influence of the 

electric field, migrates towards the interface to a site where it can oxidize a suitable 

electron donor in the solution [50].  

 

Figure 6: Interface of semiconductor and aqueous solution showing band bending 

for an n-type semiconductor [49] 

The absorption of energy and the subsequent generation of the electron-hole pair 

are the initiating steps in the photocatalytic process which may be represented as follows 

[61, 62]: 

TiO2 + hν ⇆ 𝑒cb− (TiO2) + ℎvb+ (TiO2) (3) 

where 𝑒cb−   is the conduction band electron and ℎvb+  is the valence band hole. 

The interaction of the hole with a water molecule or hydroxide ion produces the 

very reactive hydroxyl radical (∙OH). These radicals are bound or diffuse from the surface 

of the semiconductor and act as the primary oxidants in the photocatalytic system [61, 

63]. The formation of the radicals is illustrated below: 
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H2O + ℎvb+ → ∙OH + H+ (4) 

OH− + ℎvb+ → ∙OH 
(5) 

A typical reaction of the bound radical with an organic compound such as glucose 

may be illustrated as in Equation (6). Bacterial cells are predominantly water and the 

major cellular constituents, such as polysaccharides, lipids, proteins and nucleic acids are 

mostly organic. They react with the hydroxyl radical in a similar way and this 

subsequently leads to cell death. 

1
24

C6H12O6 + 1
4
H2O + ∙OH → 1

4
CO2 + H2O (6) 

  

Oxidation of compounds may also occur directly via the valence band hole before 

it is trapped either within the particle or at the particle’s surface. Nevertheless, the 

presence of hydroxyl radicals in aqueous solutions of illuminated TiO2 has been 

confirmed by researchers and many intermediates are consistent with those found when 

organic compounds react with a known source of hydroxyl radicals [64-67]. The 

chemical properties pollutant and the reaction conditions largely determine which 

mechanism will dominate. However, the presence of hydroxyl radicals is very important 

for the complete photocatalytic destruction of many organic compounds and the 

inactivation of pathogens. Cho et al. [68] found a linear correlation between hydroxyl 

radicals and the inactivation of E. coli in water disinfection studies. 
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The photogenerated conduction band electrons are trapped at the surface by TiIV
 

sites and result in TiIII sites. Oxygen adsorbed at TiIII
 sites may result in the superoxide 

radical from a charge transfer reaction as shown below: 

𝑒cb− (TiIII) + O2 → (TiIV) + O2
∙− (7) 

The superoxide radical is also relatively reactive and capable of oxidizing cellular 

constituents. Since all these processes occur simultaneously, photocatalysis may proceed 

via different pathways depending on the reaction conditions and oxidizable substrates. 

However, for oxidation of a compound to occur, the presence of oxygen or another 

suitable electron acceptor (such as hydrogen peroxide) is necessary.  
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CHAPTER 3: MICROBIOLOGICAL CONTAMINATION OF WATER 

3.1 Pathogenic agents of waterborne diseases 

Pathogens are a class of microorganisms, including bacteria, viruses, and 

protozoa, able to cause disease in humans (also plants and animals). The majority of 

waterborne diseases and infections are caused by bacteria, viruses, and protozoa. 

Pathogens have genetic, biochemical or structural features which allow them to overcome 

the defense mechanism of the host, and invade and colonize tissues, or produce toxins. 

They are transmitted through the direct consumption of contaminated water. In some 

cases, the consumption of food prepared with contaminated water results in the same 

infections and diseases [69]. In general, microorganisms are ubiquitous, but pathogens 

tend to enter water sources particularly through contact with human and animal fecal 

matter. 

3.1.1 Bacteria 

Bacterial pathogens include members of the genus Salmonella and Shigella, 

cholera-causing Vibrio cholera, and some strains of E. coli. They are mostly rod-shaped 

organisms which infect the gastrointestinal tract and are excreted in the feces of infected 

humans and other animals [70]. However, there are also some waterborne bacterial 

pathogens, such as Legionella, Burkholderia pseudomallei and atypical mycobacteria, 

which can grow in water and soil [69]. Escherichia, Salmonella, and Shigella are 

genetically closely related [70]. However, while many strains of Escherichia are 
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harmless, members of the Salmonella and Shigella genus are usually pathogenic. 

Escherichia are almost universal inhabitants of the intestinal tract of humans and warm 

blooded animals and many species play a nutritional role by synthesizing vitamins, 

particularly vitamin K [70].  

3.1.2 Viruses 

Viruses are microorganisms that lack many of the attributes of cells, the most 

important of which is, they can only reproduce within a living host cell [70]. They are 

much smaller than bacteria (can range from 10-100 nm), but unlike bacteria, they do not 

have metabolic abilities of their own. They are also known to infect microbial cells. 

Waterborne viral pathogens include the hepatitis A virus, poliovirus, adenovirus, and 

rotavirus among others [1, 69, 71]. Many are excreted in the feces of infected individuals 

and may contaminate water intended for drinking. Waterborne viral infections often 

affect the gastrointestinal tract, and among other symptoms, result in severe diarrhea, 

nausea, and abdominal pain. 

3.1.3 Protozoa 

Protozoa are eukaryotic cells which are generally larger and structurally more 

complex than bacteria and viruses. Cryptosporidium parvum and Giardia duodenalis 

(previously known as Giardia lamblia) belong to this group of pathogens. They live in 

the intestines of humans and large mammals and pose significant threat to public health 

[72]. These two organisms are difficult to disinfect because they are transmitted through 
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water in dormant, resistant forms, known as cysts and oocysts [11, 73]. However, they 

may be removed through filtration and other advanced treatment techniques [11, 74, 75]. 

3.2 The model organism: E. coli 

E. coli is the name given to a group of rod-shaped Gram-negative bacteria which 

usually inhabit the intestines of humans and warm-blooded animals. Gram-negative 

bacteria are cells whose membrane thickness and composition do not allow them to retain 

the gram stain. On the other hand, Gram-positive bacteria easily retain the gram stain. On 

average, an E. coli bacterium measures about 0.5 microns in diameter and 1 micron in 

length. It is a facultative anaerobe, which can switch from aerobic respiration to 

fermentation to meet its energy needs.  

E. coli is the most studied microorganism in the world. It has found extensive use 

as a model organism in molecular genetics and molecular biology. However, it is also an 

excellent model for bacterial pathogens for three important reasons. Firstly, there is a 

wealth of biological data available for E. coli. Secondly, other important pathogens such 

as Salmonella and Shigella are genetically very similar to E. coli. Salmonella shares 

about 50% of its genome with E. coli, while Shigella shares about 70% [70]. Thirdly, it is 

easy to culture in the lab and there are many non-pathogenic strains to work with.   

3.3 E. coli as an indicator of biological contamination 

E. coli, along with a number of other similar enteric bacterial species, constitutes 

the total coliform group. A specific subgroup of this collection is the fecal coliform 

bacteria, the most common member being E. coli. These organisms may be distinguished 
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7.4.2 Catalyst stock solution preparation and storage 

Degussa P25 TiO2 was used as the catalyst for all photocatalytic experiments. The 

formulation of this catalyst has been published extensively as containing 75% anatase and 

25% rutile with an average surface area of 50 m2 g-1 (see for example [51, 219-221]). A 

stock solution of 10 g L-1 was prepared by vigorously mixing the white-powdered 

catalyst with deionized water, autoclaving and storing the suspension at room 

temperature in a sealed container. 

 

Figure 20: Reactor apparatus 
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7.4.3 Light source 

Light for the photocatalytic experiments was provided by 9-W UVA lamps 

(model PL9W/08) from the Phillips Lighting company (Figure 21). They have overall 

dimensions of 167 mm × 28 mm. The lamps have a spectral maximum of 365 nm (Figure 

22) and the UVA radiation output is 1.7 W.  

 

Figure 21: Schematic of UVA fluorescent lamp used in experiments 
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Figure 22: Spectral power distribution of PL-S 9W/08 lamp (source: manufacturer) 

7.4.4 Light intensity measurements 

Since there were two reactors, light intensity measurements were done for two 

pairs of lamps at three different positions on the reactor holder. The lamps were 

numbered 1-4 and the positions were numbered 1-3 from the closest to the farthest 

(Figure 23). The incident light intensity in the reactor solution was determined by 

azoxybenzene actinometry [157]. The quantum yield Φ for azoxybenzene is about 0.02 

across the UV region 200-380 nm and is unreactive in the visible range. Azoxybenzene 

has a sharp absorption cut-off near 380 nm and this, combined with the low quantum 

yield, means that solutions of azoxybenzene are conveniently handled under ambient 

light. 
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Figure 23: Lamp locations on reactor 

The procedure included irradiating 20 mL of 4.89 mM azoxybenzene solution in 

ethanol in the same borosilicate reactor vessel used for photocatalytic disinfection 

experiments. During irradiation, 2-mL aliquots were sampled at one-minute intervals for 

5 minutes. Two drops of potassium hydroxide solution in ethanol (0.10 N) were added to 

convert the photoproduct (hydroxyazobenzene) to its anion form. The samples were 

analyzed for visible light absorption at 458 nm (ε = 7600). The relationship between 

photon dose and concentration is given as 

𝐴0 ln �1 −
𝑃
𝐴0
� = −ΦrI0t (105) 
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was recorded for final experiments. Three sets of control experiments were conducted; 

(1) solution of catalyst and microbes with no light (dark experiments); (2) irradiated 

solutions of microbes with no catalyst present (irradiated blank); and (3) non-irradiated 

solution of microbes only (organism control). The final composition of the reaction 

solution was made up by adding the appropriate volumes of stock solutions together and 

then pouring the mixture into the reaction vessel (Table 4). The final composition of 

electrolytes is shown in Table 5. 

Table 3: Incident light intensity in reactors according to lamp combinations 

Lamps Position Incident intensity, I0 (E L-1 s-1) 

1-2 1 4.37×10-5 ±5.19×10-6 

1-2 2 2.40×10-5 ±5.19×10-6 

1-2 3 1.35×10-5 ±2.30×10-6 

3-4 1 4.85×10-5 ±1.18×10-6 

3-4 2 2.59×10-5 ±2.00×10-6 

3-4 3 1.51×10-5 ±8.53×10-9 

 

7.4.6 Sampling and error analysis 

During the course of a typical photocatalytic experiment, samples were taken at 

specified time intervals using a pipette. The sample was serially diluted (Figure 25) and 

incubated as described in section 7.2.2 to determine the microbial survival. The 

appropriate dilution level for each time interval was plated in triplicate.  
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At least 20 mg of cells was harvested from an actively growing culture at 6 hours and 

twice pelletized by centrifugation at 1380 × g for 15 min in a 15-mL tube. The cell pellets 

were washed and suspended in sterile deionized water between centrifugation. The 

samples were sent frozen to Microbial ID (Newark, DE) to determine the fatty acid 

composition by fatty acid methyl ester (FAME) analysis. The general steps in a FAME 

analysis (Table 6) include extraction of the fatty acids by a procedure which consists of 

saponification in dilute sodium hydroxide/methanol solution, followed by derivatization 

with dilute hydrochloric acid/methanol solution to give respective methyl esters. The 

methyl esters are then extracted from the aqueous phase by the use of an organic solvent 

and the resulting extract was analyzed by gas chromatography (GC).  

Table 6: Steps in FAME analysis 

Step Purpose 

Harvesting Removal of cells from culture media 

Saponification Lysis of cells to liberate fatty acids from cellular lipids 

Methylation Formation of fatty acid methyl esters (FAME) 

Extraction Transfer of FAMES from the aqueous phase to the organic 

phase 

Base wash Aqueous wash of the organic extract prior to GC analysis 

  

 
7.6 Preparation and characterization of model cell membranes 

7.6.1 Preparation of lipid film 

The dominant phospholipids in the membrane of E. coli are 

phosphatidylethanolamine (PE) and phosphatidylglycerol (PG). These natural lipids were 

obtained from Avanti Polar Lipids (Alabaster, AL) dissolved in chloroform at a 
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concentration of 5 g L-1 each. The lipids were mixed in equal molar proportions. Higher 

ratios of PE to PG were initially used, but the stability of the liposomes was not 

consistent. The PE/PG solution was transferred to a clean and dry 100-mL round bottom 

flask and continuously rotated by hand in a water bath at 60°C until the solvent 

evaporated and a uniform thin lipid film was formed on the surface of the flask. A gentle 

stream of N2 gas was passed over the film to remove solvent vapor. The flask was left 

overnight in a chemical hood to allow complete evaporation of all the chloroform.  

7.6.2 Lipid film hydration and extrusion 

The lipid films were hydrated with 5 mL of 1×PBS solution by continuously 

rotating the flask in the water bath maintained at 60oC until all the film was completely 

dissolved (smooth milky white appearance). At this stage of the process, the lipids are 

present as sheets of hydrated lamellar films. In order to transform the films to the 

characteristic cell membrane structure, the solution was forced through 0.8-µm 

polycarbonate membrane. This size reduction step was performed using a mini extruder 

obtained from Avanti Polar Lipids (Alabaster, AL). It consisted of two 1-mL syringes 

inserted on opposite ends of a filter support assembly. The solution is passed from one 

syringe to the other across the filter. The entire assembly sits on a custom-fit heating 

block. The extruder was maintained at 60oC and the solution was passed 12 times across 

the membrane.  
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7.6.3 Size distribution measurement 

The size distribution of the liposomes was determined by photon correlation 

spectroscopy using a Malvern Zetasizer Nano series device. The liposome suspension 

was diluted with 1×PBS prior to measurement.  

7.6.4 Transmission electron microscopy 

A drop of the PE/PG solution was placed on a Formvar carbon film with 150 

square mesh copper grids and visually examined with a FEI Morgagni 268 TEM after 

staining with 0.50% uranyl acetate in water. The TEM was operated at 60kV and an 

Olympus Soft Imaging MegaView III camera was used to collect images. 

7.7 Measurement and analysis of byproducts 

7.7.1 MDA assay 

A thiobarbituric acid reactive species (TBARS) assay kit was obtained from 

Northwest Life Science Specialties (Vancouver, WA) and used to measure MDA in the 

samples. Aliquots of 250 µL sample solution were added to a micro-centrifuge vial 

containing 10 µL of butylated hydroxytoluene (BHT), an antioxidant. The acid reagent 

(250 µL) was added and the mixture was centrifuged at 11,000 × g for 35 min and then 

for an additional 20 min to remove solids. The supernatant was transferred to new vials 

and 250 µL of thiobarbituric acid (TBA) reagent was added. The mixture was vigorously 

shaken on a vortex for 5 counts and then incubated in a water bath at 60°C for 1 hour. 

After incubation, the solution was centrifuged at 10,000 × g for 3 minutes and absorbance 

of the supernatant was recorded from 400-700 nm on an Ocean Optic USB2000 
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spectrometer using the OOIBase 32 software and DH-2000-BAL UV-VIS light source. 

The spectrometer was calibrated with a standard mercury emission lamp according the 

manufacturer’s instructions prior to measurement. 

7.7.2 Derivative spectroscopy analysis 

Derivative spectroscopy analysis was performed on the absorbance spectra to 

negate the effects of non-linear baselines and enhance the spectral signals. A smoothing 

function was first applied to the spectra according to the method by Savitzky and Golay 

[222]. The second derivative was then selected and the absorbance evaluated at 511 nm. 

The technique was programmed into a computer code to ensure that the same treatment 

was performed on all the spectra.  

7.7.3 LOOH assay 

A lipid hydroperoxide analysis kit was obtained from Northwest Life Science 

Specialties (Vancouver, WA). The method is based on the fact that a hydroperoxide 

present in solution oxidizes ferrous iron (Fe2+) to ferric iron (Fe3+) under acidic 

conditions [188, 223].  The resulting ferric iron was detected using xylenol orange, which 

forms a Fe3+-xylenol orange complex. The complex was measured on a 

spectrophotometer at 560 nm. The manufacturer’s assay protocol was followed precisely, 

except for an additional final centrifugation step to remove solids in the samples. 
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CHAPTER 8: RESULTS AND DISCUSSION 

8.1 Fatty acid modification and analysis 

The fatty acid profile of the unmodified E. coli was a close match to published 

profiles of the organisms; see for example [105, 215, 224]. The distribution of the main 

fatty acids is shown in Table 7 (see Appendix B for full list). The predominant fatty acid 

was the saturated 16-carbon (palmitic acid). Palmitoleic (C16:1 n-7) and cis-vaccenic 

(C18:1 n-7) acids were present in equal proportions and accounted for most of the 

monounsaturated content. The total polyunsaturated fatty acid content was below 0.50%. 

Organisms supplemented with oleic acid (C18:1 n-9) had an enrichment of this fatty acid 

in their membrane, even though it was not detected in the control population. The 

enrichment of oleic acid was accompanied by a reduction in its positional isomer, cis-

vaccenic acid. 

The addition of 𝛼-linolenic acid (C18:1 n-3) had a pronounced effect on the fatty 

acid distribution. The presence of 𝛼-linolenic was not detected in the samples indicating 

that the supplemental fatty acid was converted by the organisms to other less unsaturated 

fatty acids. There were significant changes particularly in the C18:1 group of fatty acids 

and the appearance of a small fraction of C18:2 in the organism.  
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Table 7: Percent distribution of major fatty acids 

Fatty acids Unmodified 
cells1 

Fatty acid supplement Lipid 
Vesicles2 C16:1 

n-7 
C18:1 

n-9 
C18:3 

n-3 
Saturated      

C14 8.5 7.0 7.6 7.4 1.8 
C15 1.9 1.5 1.6 1.5 8.5 
C16 34.8 35.0 31.9 32.6 28.8 
C17 2.1 2.0 1.6 2.1 10.9 
C18 0.6 0.4 0.3 1.0 0.0 

Monounsaturated      
C16:1 n-7 12.5 19.9 5.2 9.5 7.1 
C18:1 n-7 12.6 8.6 6.7 17.3 17.1 
C18:1 n-9 0.0 0.0 22.2 2.8 4.5 

Polyunsaturated      
C18:2 n-6 0.4 0.4 0.0 2.7 0.0 

Cyclopropane      
C17 11.1 11.4 6.3 9.0 14.5 
C19 1.3 0.5 1.9 1.2 4.0 

Total saturated 73.2 70.3 63.6 66.6 68.5 
Total unsaturated  26.2 29.2 35.9 32.8 28.7 
Unsaturated/Saturated 0.4 0.4 0.6 0.5 0.4 

 1E. coli cells grown in Luria broth and harvested at 6 hours. Only major 
fatty acids are shown. Total fatty acids include all fatty acids detected in 
analysis. See supplemental information 
2Fatty acid spectra obtained from manufacturer 

 

8.2 Factorial analysis: Main effects 

In order to make fair comparisons across all groups, the log survival at 20 minutes 

was selected as the response variable to perform the factorial analysis. This corresponded 

with the shortest experimental time. Survival data are usually distributed log-normally 

and this was confirmed by conducting a probability plot as shown in Figure 26.  
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Figure 40: Dependence of normalized OH radical generation rate on catalyst 

concentration 

8.4 Model validation 

8.4.1 Inputs and fitting parameters 

The model developed in the study was very complex, but potentially useful for 

estimating the effect of a number of parameters such as catalyst concentration, light 

intensity, salt concentration, and pH. Inputs to the model included published data on 

adsorption constants for anions (Table 2), electrolyte concentration (Table 5), the 

integrated adsorption fraction for specific catalyst concentrations (Figure 16), the incident 

light intensity ( Three sets of control experiments were conducted; (1) solution of catalyst 
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and microbes with no light (dark experiments); (2) irradiated solutions of microbes with 

no catalyst present (irradiated blank); and (3) non-irradiated solution of microbes only 

(organism control). The final composition of the reaction solution was made up by adding 

the appropriate volumes of stock solutions together and then pouring the mixture into the 

reaction vessel (Table 4). The final composition of electrolytes is shown in Table 5. 

Table 3), the reactor radius, and the quantum yield of OH radical generation 

according to Sun and Bolton [158].  The entire model was solved numerically using a 

fifth-order Runge-Kutta method in MATLAB coupled with a least-square solver to obtain 

three unknown parameters; these included the disinfection rate constant 𝑘𝑑𝑖𝑠, the reaction 

order with respect to OH radicals 𝑛, and the OH radical consumption rate constant 𝑘OH. 

This is a particular strength of the model. It is able to utilize predetermined values 

without the need to over fit the model with too many unknown independent parameters.  

The expectation of the fitting procedure was that the rate constants and reaction 

order should not vary significantly, particularly for a given organism. Previous studies 

have reported dependence of the rate constant on TiO2 concentration [21], but this study 

considered that to be at odds with reaction kinetic theory. Table 8 and Table 9 show the 

fitting parameters and the coefficient of determination of the regression (R2). However, 

much confidence cannot be placed in the R2 value because the data was fitted across 

many orders of magnitude. This means that the least-square procedure is biased towards 

the largest numbers which occur at the beginning of the survival curve. A more reliable 

test was to observe the overall survival curve shape and make actual comparisons 
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between the final predicted disinfection values and experimental results. Further, to 

improve the accuracy of the fit, the least-square fit was performed between a unit matrix 

and the reciprocal of the model data multiplied by the experimental values. 
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Table 8: Rate constants and reaction order as predicted by the model for unmodified and C16:1 modified organisms 

  
Unmodified C16:1 

  
kdis n kOH  R2 kdis n kOH  R2 

 
TiO2 (pM-ns-1) (-) (Ln CFU-1 s-1 pMn-1)   (pM-ns-1) (-) (Ln CFU-1 s-1 pMn-1)   

H
IG

H
 

0.01 1.50E+05 1.3 1.00 0.988 1.16E+05 1.2 3.36 0.984 
0.10 9.30E+04 1.5 3.49 0.963 1.33E+04 1.3 1.00 0.998 
0.25 3.43E+05 1.6 1.08 0.985 1.59E+04 1.3 1.00 0.971 

0.50 1.49E+05 1.4 1.72 0.968 5.78E+04 1.4 1.00 0.947 

M
ID

 

0.01 1.15E+05 1.3 4.25 0.969 1.47E+05 1.4 2.78 0.933 
0.10 1.05E+04 1.3 1.00 0.995 1.32E+04 1.3 1.00 0.992 
0.25 1.46E+04 1.2 1.00 0.984 1.71E+04 1.3 1.00 0.991 

0.50 3.32E+05 1.5 1.00 0.979 3.84E+04 1.3 1.00 0.988 

LO
W

 

0.01 7.50E+05 1.6 1.00 0.968 2.17E+05 1.5 1.00 0.982 
0.10 1.69E+04 1.3 1.00 0.981 3.35E+04 1.4 1.00 0.987 
0.25 4.94E+04 1.4 1.00 0.941 9.16E+05 1.8 1.00 0.960 

0.50 1.50E+05 1.6 2.34 0.992 9.31E+04 1.5 1.00 0.948 
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Table 9: Rate constants and reaction order as predicted by the model for C18:1 and C18:3 modified organisms 

  
C18:1 C18:3 

  
kdis n kOH  R2 kdis n kOH  R2 

 
TiO2 (pM-ns-1) (-) (Ln CFU-1 s-1 pMn-1)   (pM-ns-1) (-) (Ln CFU-1 s-1 pMn-1)   

H
IG

H
 

0.01 2.53E+05 1.4 1.00 0.956 1.59E+05 1.3 1.00 0.970 
0.10 6.48E+04 1.5 1.00 0.966 5.69E+04 1.5 3.56 0.987 
0.25 1.78E+04 1.3 1.00 0.983 1.01E+05 1.4 3.29 0.995 

0.50 2.30E+04 1.3 1.00 0.993 2.02E+04 1.2 1.00 0.999 

M
ID

 

0.01 1.35E+05 1.3 3.40 0.971 5.93E+05 1.5 1.32 0.922 
0.10 9.82E+03 1.2 1.00 0.966 3.45E+04 1.3 3.49 0.943 
0.25 4.37E+04 1.4 1.00 0.996 3.06E+04 1.3 1.00 0.986 

0.50 7.11E+04 1.4 1.00 0.977 4.52E+04 1.4 1.00 0.981 

LO
W

 

0.01 1.62E+05 1.3 8.44 0.857 4.74E+05 1.6 1.00 0.974 
0.10 1.26E+04 1.3 1.00 0.991 1.12E+04 1.3 1.00 0.966 
0.25 1.75E+04 1.3 1.00 0.996 9.67E+03 1.2 1.00 0.975 

0.50 6.30E+04 1.2 1.00 0.952 1.00E+06 1.7 1.00 0.951 
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Since the concentration of OH radicals measured in TiO2 suspensions is usually 

very low [68, 233], the use of pico-moles appears to be appropriate to describe the 

disinfection rate constants. It was observed that the values 𝑘𝑑𝑖𝑠 varied within two orders 

of magnitude across all experiments. This is in keeping with the expectation that the rate 

constant should not vary significantly for the same organism. However, when the rate 

constant is examined as a function of concentration and light intensity, the variation is 

much greater at higher concentrations. At TiO2 concentrations of 0.01 and 0.10 g L-1 the 

variation is within an order of magnitude. It is believed that these variations are related 

predominantly to colloidal interactions and the ratio of TiO2 particles to cell numbers, 

both of which are explained in later sections. 

 

Figure 41: Box plot of the disinfection rate constant kdis obtained from the model 
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The reaction order with respect to ∙OH concentration also exhibited a small range 

of variability (1.4±0.1). In many chemical disinfection studies, the reaction order is 

usually assumed to be unity. However, the fact that the reaction order had to be greater 

than one to fit the data is not all that surprising. This is largely because there are 

numerous reactions of ∙OH with biomolecules which eventually lead to cell inactivation. 

While ∙OH may be the main oxidant, it does not preclude other radicals and oxidizing 

agents such as O2
∙− and H2O2 from participating in disinfection reactions. Hydroxyl 

radicals are short-lived even in pure buffered water because they undergo a 

recombination reaction to form hydrogen peroxide according to Equation (110). The 

second order hydroxyl radical recombination competes with slower first order reactions 

especially at higher doses when higher concentrations of hydroxyl radicals are produced. 

2 ∙OH → H2O2 (110) 

The formation of hydrogen peroxide also leads to the generation of other radicals, 

either through the reaction with ∙OH or homolytic scission [50, 61]. The hydroxyl radical 

reacts with H2O2 at a relatively slower rate (2.7 × 107 mol−1 dm3) and consumes only a 

small amount of the formed H2O2 [234], 

∙OH + H2O2 → HO2
∙ /O2

∙− + H2O (111) 

Even though the concentration of the superoxide radical is usually lower than the 

hydroxyl radical in solution, it has been shown that the former can contribute about 20% 

of the radical concentration [234].  
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settled out unto the TEM grid. The fatty acid composition of the vesicles was estimated 

from the manufacturer’s data and is shown in Table 7. The predominant unsaturated fatty 

acid was cis-vaccenic acid (C18:1 n-7) in PE and oleic acid (C18:1 n-9) in PG. 

 

Figure 54: Size distribution by volume based on photon correlation spectroscopy of 

the lipids vesicles in 1×PBS solution (molar ratio 1:1 PE to PG) 

 

Figure 55: TEM images of PE/PG lipid vesicles. Images courtesy of Integrative 

Biology Microscopy Core Facility, University of South Florida 
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8.6.3 MDA production during photocatalytic experiments 

MDA was detected in photocatalytic experiments containing 1011 CFU L-1 in 

order to increase the levels of MDA detection. Even though the MDA test has some 

limitations, the evolution of MDA in all the samples was very similar and consistent 

between experiments. The monotonic accumulation of MDA was observed during the 

first 20-30 minutes of the photocatalytic experiments for both unmodified E. coli cells 

and lipid vesicles. Thereafter, a steady decrease in concentration was recorded (Figure 

56). There was a prolonged increase in MDA for the cells modified with linolenic acid. 

The overall trend for MDA release during photocatalysis was first observed by Maness et 

al [20] for the disinfection of E. coli cells under similar conditions. The trend appears to 

be consistent with the peroxidation of membrane lipids followed by the degradation of 

MDA (either naturally or photocatalytically). More MDA was produced in the vesicles 

because they were composed only of fatty acids, whereas cells have their fatty acids 

distributed in the membrane with other biological structures such as proteins. 

A common criticism of the TBA assay is that MDA is produced by artifactual 

means during the harsh processing conditions of the test [187, 210, 213, 242, 243]. 

However, the use of BHT antioxidant in the test serves to eliminate or reduce the 

production of MDA during the processing of the sample [242]. In addition, the conditions 

of these tests were much milder compared to the more traditional TBA tests which utilize 

boiling temperatures to facilitate the reaction with MDA. The most convincing evidence 

of all is the fact that no measureable MDA concentrations were detected in any of the 
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control experiments (data not shown), leading to the conclusion that the observed trend 

resulted from treating the cells and vesicles photocatalytically. 

The TBA test is the most frequently used method to detect lipid peroxidation, but 

it has also been criticized for its non-specificity, particularly in complex biological 

systems. However, it has proven useful in well defined systems such as the oxidation of 

lipid vesicles [209, 244]. Hence, when the time characteristic for MDA evolution during 

oxidation of the model membranes is compared to real cells, there is strong evidence that 

the trend observed in cells resulted from membrane peroxidation. In addition, the 

byproduct evolution simulated by the model is a close match to the observed data (Figure 

57). However, this simulation could possibly include other byproducts apart from MDA. 

8.6.4 Effect of supplemental fatty acid on MDA production in cells 

For the cells modified with α-linolenic acid, it was found that MDA accumulation 

rate was relatively slow compared to the other cells and vesicles (Figure 56). There was a 

gradual increase which peaked around 45 minutes. Control cells and cells supplemented 

with oleic acid (C18:1 n-9) did not produce this extended MDA evolution curve, which 

leads to the belief that the kinetics is affected by the fatty acid composition. However, it 

is difficult to make a definitive conclusion about the impact of the fatty acid 

supplementation on MDA production because of the complexity of the system and the 

undefined sink processes for MDA. 
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Figure 56: MDA production during photocatalytic experiments with P25 TiO2: I0 = 

4.85×10-5 E L-1s-1, N0 ≈ 2.8×1011 CFU L-1: (a) unmodified cells; (b) E. coli PE/PG 

vesicles; (c) cells supplemented with oleic acid; (d) cells supplemented with linolenic 

acid. The data are fitted with a fourth order polynomial 
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Figure 57: Typical curve for the simulation of byproducts from the model 

8.6.5 Correlation between peroxidation and disinfection 

From the analysis of main effects of fatty acid modification, it was found that 

there were no significant differences between the organisms. This suggests that while 

peroxidation is an important process for disinfection, it is not the sole process. It is very 

likely that oxidation of proteins and other biomolecules are just as important in the 

process [247]. Polyunsaturated fatty acids are usually very sensitive to oxidation. 

However, they were not present in significant proportions in E. coli. The MDA produced 

in these studies could result from both fatty acids and other cellular constituents.  
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Figure 58: Time characteristics of lipid hydroperoxide detection during 

photocatalytic treatment: (○) E. coli cells; (□) vesicles prepared with E. coli 

phospholipids 
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