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Figure 8.3 Comparison of mean and variance statistics of the sampled received signal in the presence and absence of signal energy within a certain sampling interval: a) Stored-reference (perfect template and channel estimates), b) Transmitted-reference (noisy template), and c) Energy detection. 

Figure 8.4 Received normalized pulse shape, and the sampled outputs corresponding to SR, ED, and TR for different timing offsets (1ns pulse is sampled at 8GHz, and energy is collected within 1ns windows and different offsets). The ED and TR outputs will scale with \(E\), while SR output will scale with \(\sqrt{E}\) for different \(E_b/N_0\). 

Figure 8.5 PDFs of captured energies for SR, TR, and ED in CM1, and for \(t_s = 1\)ns, \(T_c = 1\)ns, and \(T_{int} = 40\)ns. MRC is used for SR. 

Figure 8.6 PDFs of \(K_o\) for MRC, EGC, and SC (1-Rake) in CM1, and for \(t_s = 1\)ns, using \(T_{int} = 40\)ns. 

Figure 8.7 a) Correlator template shapes for different \(\sigma^2_{tmp}\), b) CCFs of the correlator template with the original pulse shape for different \(\sigma^2_{tmp}\). 

Figure 8.8 BER of BPSK, PPM, and QOK in AWGN channel, and with different imperfections (timing jitter is uniformly distributed within \((-0.25\text{ns},0.25\text{ns})\)). 

Figure 8.9 BER of PPM with with SR, TR, and ED in 802.15.4a CM1 channel model \((T_{int} = 40\)ns, \(B = 4\)GHz, \(T_c = 1\)ns\). 

Figure 8.10 BER of QOK with SR, TR, and ED in 802.15.4a CM1 channel model \((T_{int} = 40\)ns, \(B = 4\)GHz, \(T_c = 1\)ns\). 

Figure 8.11 BER of BPSK with SR and TR in 802.15.4a CM1 channel model and using MRC \((T_{int} = 40\)ns, \(B = 4\)GHz, \(T_c = 1\)ns\). 

Figure 8.12 BERs of BPSK with SR and different combining schemes in 802.15.4a CM1 channel model \((T_{int} = 40\)ns, \(B = 4\)GHz, \(T_c = 1\)ns\). 

Figure 8.13 BER of BPSK with SR and different combining schemes in 802.15.4a CM1 channel model and in the presence of timing jitter of imperfect templates \((T_{int} = 40\)ns, \(B = 4\)GHz, \(T_c = 1\)ns\).
Figure 8.14  BER of PPM with respect to integration interval for different transceiver types and combining schemes in 802.15.4a CM1 channel model ($E_b/N_0 = 18$dB, $B = 4$GHz, $T_c = 1$ns).

Figure 9.1  Illustration of two kinds of searchback schemes.

Figure 9.2  Probability of detections of the leading energy sample in AWGN channel using the optimum and noise-based thresholds at $E_b/N_0 \in \{6, 8, 10\}$dB with respect to $D_{\epsilon}$.

Figure 9.3  Optimum and noise-based thresholds in AWGN channel at $E_b/N_0 \in \{6, 8, 10\}$dB with respect to $D_{\epsilon}$.

Figure 9.4  Simulated average probability of detections of the leading energy sample in AWGN channel using the optimum and noise-based thresholds with respect to $E_b/N_0$.

Figure 9.5  Simulated MAE performances for different algorithms, and when using the optimal threshold that minimizes the MAE.

Figure 9.6  Theoretical MAE performances for SBA1 at different threshold settings, and when using the optimal threshold that minimizes the MAE.
TOWARDS PRACTICAL DESIGN OF IMPULSE RADIO ULTRAWIDEBAND SYSTEMS: PARAMETER ESTIMATION AND ADAPTATION, INTERFERENCE MITIGATION, AND PERFORMANCE ANALYSIS

İsmail Güvenç

ABSTRACT

Ultrawideband (UWB) is one of the promising technologies for future short-range high data rate communications (e.g. for wireless personal area networks) and longer range low data rate communications (e.g. wireless sensor networks). Despite its various advantages and potentials (e.g. low-cost circuitry, unlicensed reuse of licensed spectrum, precision ranging capability etc.), UWB also has its own challenges. The goal of this dissertation is to identify and address some of those challenges, and provide a framework for practical UWB transceiver design.

In this dissertation, various modulation options for UWB systems are reviewed in terms of their bit error rate (BER) performances, spectral characteristics, modem and hardware complexities, and data rates. Time hopping (TH) code designs for both synchronous (introduced an adaptive code assignment technique) and asynchronous UWB impulse radio (IR) systems are studied. An adaptive assignment of two different multiple access parameters (number of pulses per symbol and number of pulse positions per frame) is investigated again considering both synchronous and asynchronous scenarios, and a mathematical framework is developed using Gaussian approximations of interference statistics for different scenarios. Channel estimation algorithms for multiuser UWB communication systems using symbol-spaced (proposed a technique that decreases the training size), frame-spaced (proposed a pulse-discarding algorithm for enhanced estimation performance), and chip-spaced (using least squares (LS) estimation) sampling are analyzed. A comprehensive review on multiple accessing and interference avoidance/cancellation for IR-UWB systems is presented.

BER performances of different UWB modulation schemes in the presence of timing jitter are evaluated and compared in static and multipath fading channels, and finger estimation error, effects
of jitter distribution, and effects of pulse shape are investigated. A unified performance analysis approach for different IR-UWB transceiver types (stored-reference, transmitted-reference, and energy detector) employing various modulation options and operating at sub-Nyquist sampling rates is presented. The time-of-arrival (TOA) estimation performance of different searchback schemes under optimal and suboptimal threshold settings are analyzed both for additive white Gaussian noise (AWGN) and multipath channels.
CHAPTER 1
INTRODUCTION

Together with the enormous research and developments within the last decade, wireless communications have penetrated into various aspects of our daily lives. Continuously increasing demand on high data rate services require novel technologies that are capable of supporting broadband applications. As more and more devices go wireless, future technologies will face spectral crowding, and the coexistence of wireless devices will be a major issue. Often, new wireless devices operate in one of the Industrial, Scientific, and Medical (ISM) bands (900MHz, 2.4GHz, 5.8GHz), or Unlicensed National Information Infrastructure (UNII) band (5.2GHz). Spectral crowding in these bands suggest either new unlicensed bands for future wireless devices, or innovative technologies that can coexist with devices operating at the same frequency bands.

Ultrawideband (UWB) is a recent technology that brings attractive solutions for future wireless broadband applications. First Report and Order released by Federal Communications Commissions (FCC) in 2002 defines UWB transmissions to have a fractional bandwidth greater than 20%, or a transmission bandwidth of at least 500 MHz. The use of ultra wide bandwidth promises very high data rates implied by the Shannon’s capacity theorem. Since the power spectrum of UWB devices overlaps with various other technologies, transmission power is restricted by a spectral mask released by FCC. Although quiet conservative, this mask ensures the coexistence of UWB systems with the other technologies sharing the same spectrum.

Impulse radio (IR) is a popular implementation of UWB systems; although conceptually not very new, UWB-IR is recently becoming popular for wireless communications. It is realized by transmission of extremely short duration (usually sub-nanosecond) pulses. Rather than sending a single pulse, a number of pulses determined by the processing gain of the system are transmitted per symbol. The processing gain serves as a parameter to flexibly adjust the data rate, bit error rate (BER), and coverage area of transmission.
However, impulse radio is not the only approach to UWB, and any system that has a bandwidth larger than 500MHz is considered as UWB by FCC definition. Orthogonal frequency division (OFDM) based UWB is another implementation of non-impulse radio UWB scheme. By using 128 sub-carriers modulated with quadrature phase shift keying (QPSK), the composite signal occupies 528MHz, meeting the FCC definition for UWB [1].

In order to understand the importance of UWB the wireless research community, it is sufficient to have a look at the conferences and special issues organized on UWB. Within the last couple of years, there have been numerous conferences specifically on UWB systems\(^1\), not to mention the various workshops and sessions on UWB in many communications related conferences. Moreover, many of the prestigious journals have prepared special issues on UWB\(^2\). There have been two different standardization activities for high-rate (IEEE 802.15.3a) and low-rate (IEEE 802.15.4a) UWB technology\(^3\); and around 10 books were published (or are in press) on UWB only within the last few years. These facts underline the significant interest of the wireless research community in UWB systems.

In this introductory chapter, unique aspects, promises, and challenges of UWB systems are outlined. Some of the important problems in UWB system design are emphasized, and why we selected to focus on these problems in this dissertation is discussed. Then, a brief outline of the dissertation is presented.

1.1 Unique Aspects and Promises of UWB

1.1.1 Underlay Spectrum Usage

Probably one of the most attractive features of UWB systems is unlicensed reuse of the licensed spectrum, as long as power and bandwidth restrictions are adhered to. Due to high fractional bandwidth of UWB signals, transmission power is very low, thus resulting in insignificant interference to other licensed or unlicensed narrowband wireless technologies operating within the same band.

\(^1\)To count few; IEEE UWBST (May 2002, Baltimore, MD), IEEE UWBST (Nov. 2003, Reston, VA), IEEE UWBST (May 2004, Kyoto, Japan), IEEE ICU (Sep. 2005, Zurich, Switzerland), IEEE ICUWB (Sep. 2006, Waltham, MA) etc.


\(^3\)The high-rate standardization working group was recently disbanded due to not being able to agree on one of the two competing proposals.
For example, in United states, an UWB device may operate anywhere within the frequency range 3.1GHz−10.6GHz as long as the effective isotropic radiated power (EIRP) is less than −41dBm/MHz. Another license-free band in US and Japan is between 57GHz-63GHz (known as 60GHz band), which offers higher data rates at shorter distances.

Considering the crowding of ISM bands, the promise of UWB for underlay usage of the available spectrum implies significant spectrum utilization which is a distinct issue when compared with other wireless technologies\(^4\). As more and more devices go wireless, importance of UWB and cognitive radio will increase considerably.

### 1.1.2 UWB Channels

Due to extremely large bandwidths of UWB signals, the transmitted UWB signal duration is very small. This implies that a large number of distinct multipath replicas of the received signal can be observed at the receiver\(^5\).

The unique channel structure of UWB systems have many implications. The high temporal resolution of UWB signals results in lower fading margins and robustness against multipath\(^6\). On the other hand, Rake receivers are essential for coherent signal detection; the receiver has to lock on these multipath components to collect the energy. As this may considerably increase the complexity, alternative lower-complexity receiver types are possible.

As of now, there are two standardized channel models that describe the UWB channel characteristics. The IEEE 802.15.3a channel model includes description of 4 different scenarios (one line of sight (LOS), three non-line of sight (NLOS)) \(^2\). A more comprehensive channel model is introduced by IEEE 802.15.4a working group, which models 9 different environments (LOS and NLOS), and includes issues such as frequency dependency, soft onset of power delay profile etc. \(^3\).

### 1.1.3 Potential Data Rates and Operating Ranges

Extremely large bandwidths of UWB signals imply data rates on the order of Gigabits per second. A data rate of 667Mbit/s was demonstrated by Pulse-Link, Inc in early 2005, which was measured after

---

\(^4\)Note that cognitive radio and opportunistic spectrum usage has recently gained significant attention as another possible solution to spectral crowding problem. Nevertheless, opportunistic usage of the spectrum complements underlay spectrum usage rather than competing with it.

\(^5\)On the other hand, in narrowband technologies, since the symbol duration is very long, many of the multipath components come within the symbol duration. The receiver therefore observes only a single (or few) multipath components each of which has a large fading margin.

\(^6\)In fact, the earlier multipath components have much lower fading margins (named as specular components) and the later multipath components have higher fading margins (referred as diffuse components).
forward error correction error applied to the data [4]. The over-the-air data rate of the company’s wireless devices at present is said to be 1.3Gbit/s. The goal is to take these to much higher data rates.

It should be noted that such high data rates are achieved only at short distances (on the order of few meters) due to the spectral masks (i.e. transmitted power limitations) of regulatory agencies. If longer ranges are targeted such as in wireless sensor networks, the number of pulses to be transmitted per symbol (i.e. the processing gain) will increase, implying much lower data rates7.

1.1.4 Ranging With UWB

Due to ultra wide bandwidth signal transmission of UWB systems, sub-decimeter ranging and positioning becomes possible. This unique characteristic of UWB makes it very attractive for numerous applications that use position information. The most important challenge for ranging in UWB systems is to identify the first arriving multipath component, which does not have to be the strongest. Upon accurate detection of the time of arrival of a received signal, localization can be achieved using standard triangulation techniques.

One of the first wireless localization companies that was certified by FCC in 2004 was Ubisense; the company develops tracking systems that use UWB RFID technology to create indoor, real-time location positioning systems. The Ubisense devices use active tags operating in the frequency band from 5.8 to 7.2GHz [5].

Another ranging technology that is currently in the market is Sapphire DART Ultra wideband Precision Asset Location System™ by Multispectral Solutions [6]. The Sapphire technology is capable of covering ranges of 200 meters with a resolution and accuracy of better than 30 cm, and a battery life times in excess of 5 years. In [6], the physical sizes of two localization devices were compared, where the UWB tag size was shown to be less than quarter the size of the spread-spectrum tag.

1.1.5 Low Cost, Small Size, Low-Power

For pulse based UWB systems, transceiver circuitry are low-cost and simple, since no frequency translation, carrier recovery or power amplifiers are employed [7]. Transmitted power level is also

7In other words, rather than transmitting at high power levels, inherent repetition coding of UWB is used to reach longer distances (and at the same time keep the transmitted power within the spectral mask).
extremely low. These features make UWB an attractive technology to be used in, for example, PDAs or cell phones [8]. They are also very suitable for wireless sensor devices or RF tags which are typically manufactured in large quantities and need to be very inexpensive.

Some of the early low-cost, low-complexity UWB products in the market were by Cellonics, Inc. [9], and by Freescale Semiconductors, Inc. [10].

1.2 Challenges for UWB System Design

1.2.1 Difficulty of Energy Capture Using Rake Receivers

The number of multipath components observed by a UWB receiver can be on the order of hundreds depending on the dispersiveness of the channel and the operating bandwidth. In order to have a good performance, the receiver has to collect the energy from different multipath components. This can be achieved using multiple cross-correlators that lock at different multipath replicas, which is commonly referred to as a Rake receiver. Rake receivers typically require the estimation of the timings, amplitudes/phases, and the pulse shapes at individual multipath arrivals\(^8\). To have satisfactory energy capture, the number of Rake fingers required may be large in a dispersive UWB channel, which may considerably increase the receiver complexity.

1.2.2 Sampling Rate Requirements

Typical bandwidths for transmitted UWB signals are on the order of Gigahertz. For a receiver that samples the signal at above Nyquist rate for all-digital implementation, this implies sampling rates much larger than the sampling rates used in narrowband receivers. Therefore, the receiver complexity and cost increases considerably if all-digital implementation is targeted\(^9\).

Alternatively, UWB signals can be sampled after some analog front-end processing. Even though it yields suboptimal performance, this approach is more practical and less costly, since it decreases the sampling rate requirements.

\(^8\)Suboptimal implementations of Rake receivers may have relaxed \textit{a-priori} knowledge requirements as will be discussed in Chapter 8.

\(^9\)It is worth to note that despite the difficulty of practical low-cost implementation of such high-rate UWB receivers, a good percentage of the literature assumes above Nyquist-rate sampling. However, implementation of many of the proposed algorithms in the literature becomes very difficult and/or costly due to sampling rate issues.
1.2.3 Synchronization Requirements

The time duration of the pulses transmitted by a UWB device are typically less than a nanosecond. The received pulses are then correlated with a template at the receiver which ideally matches with the pulse both in time and shape. Due to the short duration of the pulses, any small timing mismatch (e.g., on the order of fraction of a nanosecond) between the received pulse and the correlator template yields significant degradation in the correlation value, and therefore the detection performance.

In order to have satisfactory performance, accurate synchronization algorithms that consider the unique channel characteristics of UWB signaling are required. Also, accurate synchronization naturally depends on (and is limited by) the capability of the sampling device used at the receiver.

1.2.4 Multiple Accessing

Multiple accessing is an essential part of UWB systems to accommodate many users within the same channel. Time division multiple access (TDMA), frequency division multiple access (FDMA), code division multiple access (CDMA), and carrier-sense multiple access (CSMA) are all possible multiple access options for UWB networks. Time-hopping and direct-sequence UWB are popular CDMA based approaches that are applicable to UWB systems.

Transmission of the signals around noise level and extremely dispersive nature of the received signals impose many challenges on practical implementation of multiuser UWB-IR systems. Estimation and mitigation of multiuser interference may be extremely difficult as it becomes challenging to sense and handle it. Fortunately, unique signaling of time hopping IR systems characterized by the processing gain and sparse pulsing enables efficient and low complexity multiuser transceiver designs (different than direct-sequence DS-CDMA techniques).

1.2.5 Channel Parameter Estimation

Channel parameter estimation is essential for accurate demodulation of the received UWB symbols. For coherent receivers (e.g., the Rake receivers), channel parameters include arrival times, amplitudes, phases, and pulse shapes of the received multipath components. Having estimated these, Rake fingers can lock on different multipath components to collect the energy from multiple taps. However, as discussed before, since the number of multipath components may be extremely large in
a dispersive UWB channel, estimation of parameters for a large number of multipath components may be very costly.

For differentially-coherent and non-coherent receivers, estimation of such parameters might not be required; however, at least, start and end points of the integration region has to be estimated for optimal (or close to optimal) performance. For ranging and localization techniques, accurate estimation of the time of arrival (TOA) of the first multipath component is extremely important and can be considered under the scope of channel parameter estimation. While such a sensitive estimation of the leading edge path may not be that important for symbol demodulation, it is a critical step for localization accuracy.

1.3 Dissertation Outline

1.3.1 Towards Practical Design of Impulse Radio Ultrawideband Systems: Parameter Estimation/Adaptation, Interference Mitigation, and Performance Analysis

In this dissertation, based on the preliminary discussion in the previous sections, we try to identify and address certain challenges related to practical UWB transceiver design. In the literature, many aspects of UWB systems have been analyzed under ideal scenarios. However, for example, sampling rate limitations were rarely considered even though it becomes an important issue when it comes to practical implementation. Therefore, for practical purposes, we consider sub-Nyquist sampling rates in chapters 5, 8, and 9 when analyzing channel estimation, different transceiver types, and ranging, respectively. Timing jitter is another practical limitation, and we analyze its effects in Chapter 7. Finally, multiple access interference is considered as a practical case in many of the chapters and techniques to deal with it are presented.

Even though Rake receivers are the optimal UWB receivers with perfect channel parameter knowledge, they are often very complex and costly to implement. Transmitted-reference and energy detector receivers are two other practical transceiver types, which we consider in Chapter 8. Various modulation alternatives that may be applicable to different transceivers are discussed in Chapter 2, where we also provide preliminary knowledge regarding different topics.

While channel parameter estimation is an \textit{a-priori} step required for demodulation (or for ranging), parameter adaptation makes it possible for a wireless device adapt to changes in the environment for enhanced performance. Channel parameter estimation issues are handled in Chapter 5, and in
part in Chapter 8. Also, estimation of the TOA parameter, which is an essential step in time-based UWB localization technologies, is treated in Chapter 9. Adaptation of two kinds of multiple access parameters (i.e., the number of pulses per symbol, and number of pulse positions per frame) for the purpose of coping with interference in the system is investigated in Chapter 4. An adaptive time hopping sequence assignment algorithm was proposed in Chapter 3 for a centralized scheme.

Multiple accessing helps separating the users in time, frequency, or code domains. However, such a multiuser separation may not always be possible for decentralized scenarios, or under severe multipath. This introduces the problem of multiuser interference. An extensive review of multiuser interference (MUI) mitigation techniques is presented in Chapter 6. Also, a simple chip-discarding receiver is proposed in Chapter 5 to mitigate MUI effects prior to channel estimation step. Multiple access parameter adaptation (Chapter 4) and adaptive assignment of time hopping sequences (Chapter 3) can also be seen as different approaches to deal with interference.

The performances of different algorithms and techniques discussed above are analyzed with closed form expressions and/or simulations. In the rest of this chapter, we will provide more details regarding the content of these upcoming individual chapters.

1.3.2 Chapter 2: Modulation Options

In Chapter 2, we introduce the signaling model of UWB systems, and review possible modulation options from various aspects. Spectral characteristics and BER performances of the binary and higher order modulation types are investigated, and effects of multipath, multiuser interference, and timing jitter are discussed.\textsuperscript{10}

1.3.3 Chapter 3: Time Hopping Sequence Design

Chapter 3 is on the multiple accessing options and time hopping sequence design for UWB systems. Various possible multiple access formats are discussed, and time-hopping sequence constructions for synchronous and asynchronous systems are analyzed. A new sequence construction for synchronous multiple access (e.g., the downlink) is proposed that accounts for the multipath effects. For asynchronous channels, correlation characteristics of different TH codes are investigated.\textsuperscript{11}

\textsuperscript{10}Certain parts of the content in this chapter were published in [11, 12].

\textsuperscript{11}Certain parts of the content in this chapter were published in [13, 14].
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1.3.4 Chapter 4: Adaptation of Multiple Access Parameters

In Chapter 4, an adaptive assignment of multiple access parameters in cluster based wireless sensor networks is investigated both for synchronous and asynchronous systems. In particular, number of pulses and the code cardinality (i.e. the number of possible pulse positions per frame) are used as two means of adapting to the interference level in the environment to keep up with the quality of service requirements. Two cases are investigated in detail; fixed frame duration, where the goal is to increase the average throughput, and the other with fixed symbol duration, where the goal is to increase the network lifetime.\(^\text{12}\)

1.3.5 Chapter 5: Channel Estimation at Different Sampling Rates

Channel estimation with three different sampling rate options are discussed in Chapter 5. For symbol rate sampling, a low-complexity absolute value based channel estimator is proposed; it is shown that multiple access interference can be mitigated during channel estimation stage using a simple pulse discarding technique using frame-rate samples; and a least-squares channel estimation model is discussed when a chip-spaced sampling is applied.\(^\text{13}\)

1.3.6 Chapter 6: Review of Multiple Access Interference Mitigation Techniques

Having discussed the effects of multiple access interference on channel estimation in Chapter 5, in Chapter 6, we present a comprehensive review on multiuser interference cancellation techniques for UWB systems. Unique characteristics of UWB that allow novel interference cancellation schemes are emphasized, and various interference cancellation techniques in the literature are classified appropriately.\(^\text{14}\)

1.3.7 Chapter 7: Timing Jitter Effects

The impact of timing mismatch and effects of timing jitter on the performance of UWB systems are discussed in Chapter 7. First, the BER performances for each case are derived for a fixed value of timing jitter. Later, a uniform distribution of jitter is assumed to evaluate the performance of the

\(^{12}\)Certain parts of the content in this chapter were published in [15, 16].
\(^{13}\)Certain parts of the content in this chapter were published in [17, 18].
\(^{14}\)Certain parts of the content in this chapter will be submitted to [19].
system, and the theoretical results are verified by computer simulations. It is concluded that even a small amount of timing mismatch can yield significant performance losses in a UWB system.\footnote{Certain parts of the content in this chapter were published in [20, 21].}

1.3.8 Chapter 8: Performances of Different Transceiver Types at Sub-Nyquist Sampling

The complexity of coherent UWB receivers using Rake reception motivates the lower-complexity alternatives such as transmitted-reference receivers and energy detectors. Even though matched filtering is the optimal signal detection technique with Nyquist rate sampling, differentially coherent and non-coherent transceiver architectures may be favorable at lower rate samples. In Chapter 8, we present a unified performance analysis approach for different IR-UWB transceiver types employing various modulation options and operating at sub-Nyquist sampling rates. The captured low-rate energy histograms of different transceiver types as well as different combining schemes are used towards a semi-analytic performance evaluation. These results are then verified via simulations using 802.15.4a channel models.\footnote{Certain parts of the content in this chapter were published in [22], and are submitted to [23].}

1.3.9 Chapter 9: TOA Estimation and Ranging with UWB

Ranging in impulse radio ultrawideband (IR-UWB) systems can be achieved by searching the paths prior to the strongest path in order to identify the leading edge path. The accuracy of such a method greatly depends on the threshold selection, which is a difficult task considering the unknown channel parameters. In Chapter 9, we analyze the TOA estimation performance under optimal threshold settings (with the assumption of full knowledge of channel parameters), and compare its performance when the threshold is set based only on the noise statistics. First, an additive white Gaussian noise (AWGN) scenario is considered and the optimal threshold that maximizes the probability of detection of the arriving signal is investigated. Then, realistic multipath situations are analyzed and the threshold selection criteria is changed so as to minimize the mean absolute error in TOA estimate. The IEEE802.15.4a channel models are used to compare the performances of different approaches.\footnote{Certain parts of the content in this chapter were published in [24], and are submitted to [25].}
1.3.10 Other Work Done

Apart from the work discussed above, there were some other work that did not get into this dissertation\textsuperscript{18}. During my internship at Mitsubishi Electric Research Labs, I have worked significantly on time of arrival estimation for UWB systems\textsuperscript{19}. Also, I have co-authored papers with my colleagues at USF\textsuperscript{20}. Some other research results were also presented in Wireless and Microwave Conference (WAMICON)\textsuperscript{21}.

\begin{flushright}
\footnotesize
\textsuperscript{18}There were few different reasons for not including these in the dissertation. Some of the research were protected by patent submissions (from the internship), and it was not appropriate to include them in the manuscript. In some other work, I was not the main author, and/or my contribution was rather minor. Also, I wanted to keep the integrity of the manuscript and have the topics in a good flow.
\textsuperscript{19}I have worked on multi-scale energy products and normalized threshold selection for ranging in IR-UWB [26]-[29], ranging with different signaling waveforms [30, 31], comparison of different transceiver types for ranging [32, 33], and energy image analysis for mitigation of multiuser interference in time of arrival estimation [34, 35]. I also have IEEE standard contributions [36, 37] and patent applications [38]-[41] on some of these topics.
\textsuperscript{20}I have worked on optimization of energy detectors with Mustafa Emin Sahin [42, 43], on ranging related channel statistics with Hasan Celebi [44], on opportunistic spectrum usage in wireless communication systems with Serhan Yarkas [45], and on UWB testbed design with Nigel Brown and James Tucker [46].
\textsuperscript{21}See poster presentations [47]-[49].
\end{flushright}
CHAPTER 2
UWB MODULATION OPTIONS

2.1 Introduction

A major challenge when designing UWB systems is the selection of the appropriate modulation scheme. Data rate, transceiver complexity, BER performance, spectral characteristics of the transmitted signal, and robustness against impairments and interference are all related with the employed modulation type. Determining the right modulation for a given application is thus crucial.

Although various UWB modulations have been individually investigated in the past [50]-[53], the primary concern has often been the BER performance with the assumption of ideal conditions. Welborn analyzed pulse amplitude modulation (PAM), on-off keying (OOK), pulse position modulation (PPM), and binary phase shift keying (BPSK) modulations [54]. Effects of multipath [55]-[57], multiple access interference [50], [55], [59], narrowband interference [55], [60], [61], and timing jitter [20], [62], [63] on the UWB performance has been investigated, but analysis were specific for the modulation schemes chosen.

In spite of its significance, a unique reference analyzing possible UWB modulation options considering the overall system efficiency and practical conditions is not available to the best knowledge of the authors. In this work, the goal is to cover commonly used UWB modulation schemes in a single compact reference and to analyze their performances in practical conditions such as multipath, multiple access interference, narrowband interference, and timing jitter.

The chapter is organized as follows. First, a generic system model is given. Then commonly used UWB modulation schemes are reviewed in terms of their BER performances, spectral characteristics, and transceiver complexities. Later, the performances of different modulations under practical conditions are analyzed and simulations for specific scenarios are presented. The last section concludes the chapter.
2.2 System Model

The generic transmitted signal \( s^{(k)}(t) \) and received signal \( r^{(k)}(t) \) by user \( k \) in a single-path, and single-user environment can be written as\(^1\)

\[
s^{(k)}(t) = \sum_{j=-\infty}^{\infty} A_{\delta j}^{(k)} a_j^{(k)} b_{\bar{\delta} j/N_s}^{(k)} \omega_{\delta}(t - j T_f - c_j^{(k)} T_h - \delta \alpha_{\delta j/N_s}^{(k)}) ,
\]

\[
r^{(k)}(t) = \sum_{j=-\infty}^{\infty} A^{(k)} a_j^{(k)} b_{\bar{\delta} j/N_s}^{(k)} \omega_{\delta}(t - j T_f - c_j^{(k)} T_h - \delta \alpha_{\delta j/N_s}^{(k)} + \epsilon_j) + n(t) ,
\]

where \( T_f \) is the nominal interval between two pulses, \( N_s \) is the number of pulses per symbol, and \( \delta \) is the modulation index if the modulation is PPM. \( T_h \) is the chip duration which is equal to pulse width \( T_c \) for antipodal modulation schemes and larger than \( T_c \) for PPM. Decimal codes \( c_j^{(k)} \in \{0, 1, \ldots, N_h\} \) (where \( N_h \) denotes the number of pulse positions per frame\(^2\)), and binary codes \( a_j^{(k)} \) are pseudo-random codes unique to user \( k \), and are used to employ time hopping (TH) UWB or direct sequence (DS) UWB multiple access schemes, respectively\(^3\). The timing jitter for the \( j \)th pulse, \( \epsilon_j \), is a zero-mean random variable. The transmitted and received pulse amplitudes for user \( k \) are represented by \( A_{\delta j}^{(k)} \) and \( A^{(k)} \), respectively, and \( n(t) \) is the additive white Gaussian noise (AWGN) with double-sided spectrum of \( \frac{N_0}{2} \). With \( b_{\bar{\delta} j/N_s}^{(k)} \) changing the amplitudes of the pulses (OOK, BPSK, positive PAM, M-ary PAM) or \( \delta \alpha_{\delta j/N_s}^{(k)} \) varying the time positions of the pulses (PPM, M-ary PPM), UWB signals can be modulated in different ways as shown in Table 2.1\(^4\).

The transmitted monopulse is represented by \( \omega_{\delta} \). Due to the differentiation effects of the antennas, received signal \( \omega_{\delta rec} \) is modeled as the derivative of the monopulse \([50]\)

\[
\omega_{\delta rec}(t) = [1 - 4\pi\left(\frac{t}{T}ight)^2]e^{-2\pi(\frac{t}{T})^2} ,
\]

---

\(^1\)This signal model will be used as a generic signal model in the subsequent chapters. However, slightly modified versions of this signal model will be presented in Chapters 8 and 9 in order to account for specific issues in those chapters.

\(^2\)The relation between \( N_s \), \( N_h \) and data rate \( R_s \) is given as \( R_s = \frac{1}{T_s} = \frac{1}{N_s T_f} \leq \frac{1}{N_s N_h T_s} sec^{-1} \), where \( N_h T_s \leq T_f \).

\(^3\)The codes \( a_j^{(k)} \) are also commonly referred as random polarity codes where \( a_j^{(k)} \) and \( a_j^{(l)} \) are independent for \( (k, j) \neq (l, i) \) \([64]\).

\(^4\)\( \delta_{opt} = \arg \max_{\delta} \{ R(0) - R(\delta) \}, \ \bar{m} = 0, 1, \ldots, (M - 1), \ \psi = \log_2 M \).
Table 2.1 UWB modulation options and BER/SER performances.

<table>
<thead>
<tr>
<th>Binary Schemes</th>
<th>$\delta_{[k]}^{[1]/N_{s}}$</th>
<th>$\delta_{[k]}^{[1]/N_{s}}$</th>
<th>BER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orthogonal PPM</td>
<td>1</td>
<td>0, $T_c$</td>
<td>$Q \left( \sqrt{\frac{N_sAE_p}{N_0}} \right)$</td>
</tr>
<tr>
<td>Optimum PPM</td>
<td>1</td>
<td>0, $\delta_{opt}$</td>
<td>$Q \left( \sqrt{\frac{N_sAE_p}{N_0}} \left( R(0) - R(\delta_{opt}) \right) \right)$</td>
</tr>
<tr>
<td>BPSK</td>
<td>$\pm 1$</td>
<td>0</td>
<td>$Q \left( \sqrt{\frac{2N_sAE_p}{N_0}} \right)$</td>
</tr>
<tr>
<td>PAM</td>
<td>$a_1, a_2$</td>
<td>0</td>
<td>$Q \left( \sqrt{\frac{</td>
</tr>
<tr>
<td>OOK</td>
<td>0, $a$</td>
<td>0</td>
<td>$Q \left( \sqrt{\frac{N_sAE_p}{2N_0}} \right)$</td>
</tr>
<tr>
<td>M-ary Schemes</td>
<td>$\delta_{[k]}^{[1]/N_{s}}$</td>
<td>$\delta_{[k]}^{[1]/N_{s}}$</td>
<td>SER</td>
</tr>
<tr>
<td>M-ary PPM [52]</td>
<td>1</td>
<td>$nT_c$</td>
<td>$\frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} \left[ 1 - \left( 1 - Q(x) \right)^{M-1} \right] \times e^{-\frac{x^2}{\sqrt{\frac{2N_sAE_p}{N_0}}}} dx$</td>
</tr>
<tr>
<td>M-ary PAM [52]</td>
<td>$2m - 1 - M$; $m = 1, 2, ..., M$</td>
<td>0</td>
<td>$\frac{2(M-1)}{M} Q \left( \frac{\sqrt{2N_sAE_p}}{\left( M^2 - 1 \right)N_0} \right)$, $E_{pav} = \frac{(M^2 - 1)E_p}{3}$</td>
</tr>
</tbody>
</table>

where $\tau$ is used to adjust the pulse width, $T_c$. The autocorrelation function, and the total energy of the received pulse are expressed as\(^5\)

\[
R(\Delta t) = \frac{\int_{-\infty}^{\infty} \omega_{rec}(t) \omega_{rec}(t - \Delta t) dt}{\int_{-\infty}^{\infty} \omega_{rec}^2(t)} \tag{2A}
\]
\[
= \left[ 1 - 4\pi \left( \frac{\Delta t}{\tau} \right)^2 + \frac{4\pi^2}{3} \left( \frac{\Delta t}{\tau} \right)^4 \right] e^{-\pi (\frac{\Delta t}{\tau})^2}, \tag{2.5}
\]
\[
E_p = \int_{-\infty}^{\infty} \omega_{rec}^2(t) dt, \tag{2.6}
\]

and the received energy per bit is given by $E_b = N_sAE_p$.

2.3 Evaluation of Modulation Options

The major criteria to evaluate the efficiency of a particular modulation scheme are its BER performance, spectral shape, data rate, and transceiver complexity. In this section different modulation options from these aspects will be evaluated, followed by a brief discussion of other pronounced UWB modulation schemes.

\(^5\)Upon incorporating the amplitudes of the pulses, we can also represent the transmitted and received pulse energies for user $k$ by $E_{tp}^{(k)}$ and $E_{rp}^{(k)}$, respectively.
2.3.1 BER Performances

For any binary modulation, BER can be calculated using the Euclidean distance $d_{12}$ between two symbols as given in [52]

$$P_b = Q\left(\sqrt{\frac{d_{12}^2}{2N_0}}\right).$$

(2.7)

The Euclidean distance between the two symbols is $\sqrt{2E_p}$ for orthogonal PPM, $2\sqrt{E_p}$ for BPSK, $a\sqrt{E_p}$ for OOK, and $(a_1 - a_2)\sqrt{E_p}$ for PAM. Plugging these values in (2.7) and considering the effects of processing gain $N_s$ and pulse amplitude $A$, BER performances of binary modulations are obtained as summarized in Table 2.1.

Theoretical plots for binary modulations in AWGN and Rayleigh fading channels using $N_s = 1$ and $A = 1$ are depicted in Fig. 2.1. It is seen that orthogonal PPM and OOK modulations have the same BER performance when the average transmitted pulse energies are the same ($a = \sqrt{2}$). BPSK is 3dB more power efficient than both OOK and orthogonal PPM. For the case of $T_c = 0.8\text{ns}$, $\delta_{opt}$ is evaluated as $0.16\text{ns}$ and $R(\delta_{opt})$ as $-0.6$, which makes optimum PPM $1dB$ power inefficient than BPSK. Performance plots in Fig. 2.1 for Rayleigh fading channel show that similar degradation is observed in all modulation schemes.

Fig. 2.2 compares the symbol error rate (SER) performances of $M$-ary PPM and $M$-ary PAM for various modulation orders, $M$. It is seen that as $M$ increases, SER performance of $M$-ary PPM gets better due to the increased dimensionality of the Euclidean space, while the SER performance of $M$-ary PAM gets worse because of the decreased Euclidean distance between the symbols. For $M$ larger than 4, power efficiency of $M$-ary PPM is better than BPSK (binary PAM). The performance improvement in $M$-ary PPM comes in the expense of increased transceiver complexity and bounded data rate, since the larger symbol duration limits the pulse repetition frequency (PRF). For example, instead of using 8-ary PPM to transmit 3 bits, BPSK can be used in the same time interval to transmit 8 bits. Spectrally efficient $M$-ary PAM can be considered to achieve higher data rates with a moderate power efficiency.
2.3.2 Spectral Characteristics

Spectral characteristics of different modulation schemes carry significant importance due to interference effects on the other technologies. Power spectral density (PSD) of the modulated UWB waveform must be within the spectral mask specified by the regulating agencies. For example, in United States (US), Federal Communications Commission (FCC) allows $-41dBm/Hz$ power levels for the frequency band of $3.1 - 10.6GHz$. Beyond this band, power levels are extremely low.

Spectra of transmitted signals when employing different modulations are investigated in [54, 65]. Due to the periodicity of the pulses, OOK, positive PAM, and PPM have discrete spectral lines in the signal PSD. This forces a reduction in the overall transmitted power to fit within the required spectral mask. Methods such as pulse dithering [50], which randomly changes the pulse-to-pulse intervals, and polarity randomization [65], which randomly changes pulse polarities, are proposed to smooth the spectrum. On the other hand, antipodal modulation schemes (BPSK and M-ary PAM) inherently offer a smooth PSD due to random polarities of the modulated pulses.
Figure 2.2 SER performances of $M$-ary PPM and $M$-ary PAM.

<table>
<thead>
<tr>
<th>Modulation</th>
<th>Power Spectral Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAM</td>
<td>[ \frac{\sigma^2}{T}</td>
</tr>
<tr>
<td>OOK</td>
<td>[ \frac{1}{T}</td>
</tr>
<tr>
<td>BPSK</td>
<td>[ \frac{1}{T}</td>
</tr>
</tbody>
</table>

In Table 2.2, power spectral densities of different modulation formats are summarized [54], where $\Omega(f)$ denotes the Fourier transform of $\omega_r(t)$, $\delta_D(t)$ is the Dirac delta function, and $\sigma^2$, $\mu^2$ are the variance and mean-square of the weight-sequence, respectively (uniform pulse spacing in TH-UWB is assumed with no polarity randomization).

### 2.3.3 Transceiver Complexity

Non-coherent demodulation, such as envelope detection or square-law detection, is commonly used to decrease the complexity [54] and cost [66] of the receivers. Therefore, if the transceiver complexity and cost are the primary concerns, a scheme that enables non-coherent demodulation (OOK, positive PAM, PPM, and $M$-ary PPM) should be considered. On the other hand, BPSK
and $M$-ary PAM require coherent demodulation since the information is embedded in the polarities of the pulses. Number of cross-correlators is another issue that increases the receiver complexity, and $M$-ary orthogonal schemes must be carefully designed considering the complexity/performance trade-off.

2.3.4 Other Modulation Alternatives

Some of the other modulation schemes that are pronounced for UWB technology but not included in Table 2.1 are pulse interval modulation (PIM), bi-orthogonal signaling, and orthogonal pulse modulation (OPM). Although multiband scheme is not a modulation option, it is included in the analysis since it enables quadrature phase shift keying (QPSK) modulation because of the used pulse shapes.

**PIM:** Information is represented by changing the pulse-to-pulse intervals. Although it has better spectral efficiency than PPM scheme, it is power inefficient [67].

**Bi-orthogonal Signaling:** To construct a set of $M$ waveforms, $\frac{M}{2}$ orthogonal waveforms and their negatives are used. Compared with $M$-ary PPM, $M$-ary bi-orthogonal signaling has simpler receiver structure since half the number of correlators are employed [52]. Another advantage of this scheme is that it combines the power efficiency of $M$-ary PPM with the smooth power spectrum of $M$-ary PAM [68].

**OPM:** Modified Hermite polynomials are used to construct orthogonal pulses to represent different symbols [63]. Pulses of different orders can be used for multiple access purposes or to construct an $M$-ary scheme.

**Multiband Scheme:** UWB spectrum is divided into a number of frequency bands by using a different pulse shape at each band. Depending on the desired data rate, one or more of the bands can be used in communication. Pulses at different bands do not cause interference to each other since they are orthogonal per *Parsavel's Theorem*.

2.4 Modulation Performances in Practical Conditions

The modulation options in previous section are evaluated assuming ideal conditions. In order to make a fair analysis of modulation schemes, practical conditions such as multipath, multiple access,

$$\int_{-\infty}^{\infty} x(t)y^*(t)dt = \int_{-\infty}^{\infty} X(f)Y^*(f)df$$
narrowband interference, and timing jitter should be taken into account. In this section, UWB modulation schemes under such practical scenarios are evaluated.

2.4.1 Multipath

Due to reflection, diffraction and scattering effects, the transmitted signal arrives at the receiver through multiple paths with different delays. The received signal from a channel with $N$ taps can be written as follows

$$r_{mp}(t) = \sum_{i=1}^{N} \gamma_i s^{(k)}(t - \tau_i) + n(t),$$

where $\gamma_i$ is the tap gain for the $i$th tap arriving at time $\tau_i$ and $s^{(k)}(t)$ is the transmitted signal from (2.1).

By using Rake receivers, it is possible to collect the energy at the delayed taps. All-Rake, selective Rake, or partial Rake receivers are all feasible approaches to collect all, strongest, or first arriving resolvable multipath components, respectively [69]. Optimal combining of the multipath components is achieved by maximal ratio combining (MRC), where the finger weights are designed based on the channel tap weights to maximize the output SNR. A reduced complexity combining technique that does not require the estimates of the fading amplitudes is equal gain combining (EGC), where all the multipath components are weighted equally.

When the time delays $\tau_i$ between the signal taps are on the order of PPM modulation index $\delta$, the delayed taps behave as data modulation and the performance of PPM is degraded [56, 57]. The degradation in $M$-ary PPM is worse due to the large time frame that a symbol can occupy and consequently higher probability of data modulation effect. Computer simulations are performed to see the data modulation effect of multipath on PPM. A two tap static channel is assumed with tap weights $\gamma_1 = 0.82, \gamma_2 = 0.57$ and tap delay randomly changing between $T_c$ and $2T_c$ for each bit. Fig. 2.3 shows that when no Rake receiver is used, more degradation is observed in PPM compared to BPSK. For higher SNRs, the gap between orthogonal PPM with and without Rake receivers widens. It is also seen that due to modulation effect, Rake receiver is not as effective for orthogonal PPM as it is for BPSK.
Figure 2.3 Comparison of BPSK and orthogonal PPM modulations in a two tap multipath channel.

2.4.2 Multiple Access Interference

Two multiple access schemes are commonly discussed for sharing the channel in a UWB network: TH-UWB and DS-UWB. TH-UWB [50] makes use of unique time hopping codes $c_j^{(k)}$ to position each of the $N_s$ pulses within time frames $jT_f$ of a particular bit. Alternatively, DS-UWB [55] uses binary codewords $a_j^{(k)}$ for determining the polarities of each of the $N_s$ pulses that represent a bit. Unlike TH-UWB, no timing gap is left between the transmitted pulses when using DS-UWB to maximize the data rate. Although this approach is more appropriate for ad-hoc networks where transmission of each user is asynchronous [58], it does not combat multipath and narrowband interference as well as TH-UWB does [55].

A multiple access scheme can either be synchronous or asynchronous depending whether the symbols from different users are aligned or not. Both of these scenarios will be discussed in more detail in upcoming chapters, but here we provide an introductory discussion.
2.4.2.1 Synchronous Communications

For synchronous systems, circularly-shifted orthogonal PN codes \( c_j^{(k)} \) can be constructed as follows [59, 13]

\[
c_j^{(k)} = [(k + j - 1) \mod N_h], \quad 0 \leq j \leq N_h - 1, \quad 1 \leq k \leq N_h .
\]  

(2.9)

Since these sequences are orthogonal to each other, the BER will be constant up to \( N_h \) users.

Computer simulations were performed to compare the performances of orthogonal PPM and BPSK modulations in a synchronous multi-user environment. It is assumed that a base station randomly assigns a codeword obtained by (2.9) to each user. The performance of the first user is analyzed and \( N_h = 50, N_s = 50 \), and \( SNR = -10dB \) were selected, where the large value of the processing gain \( N_s \) increases the power efficiency by 17dB at the expense of decrease in the data rate. A chip duration of \( T_h = T_c = 0.8ns \) was employed for both schemes to analyze the performances at the same data rates, which yields a bit duration of 2\( \mu \sec \) and a data rate of 0.5Mbps. Results in Fig. 2.4 verify that BPSK has invariant BER up to \( N_h \) users, while a degradation is observed upon arrival of two particular users for PPM. This is because of the larger symbol duration of orthogonal PPM (2\( T_c \)) that yields a collision with the codes of two other users. The problem can be prevented by halving either the data rate or the number of users when using orthogonal PPM.

2.4.2.2 Asynchronous Communications

In an asynchronous multiuser channel, the composite received signal from \( N_u \) users is given by

\[
r(t) = \sum_{k=1}^{N_u} \gamma^{(k)} s^{(k)}(t - \tau^{(k)}) + n(t) ,
\]  

(2.10)

where \( \gamma^{(k)} \) and \( \tau^{(k)} \) are the attenuation and the delay of the \( k \)th user. Once this signal is sampled at the desired user’s receiver, the matched filter output is given by (considering initially BPSK modulation)

\[
Y = b^{(\xi)} \sqrt{E_b^{(\xi)}} N_s + M + N ,
\]  

(2.11)
Figure 2.4 Performances of orthogonal PPM and BPSK modulations in a synchronous multiple user environment with $T_f = T_c$.

where $\xi$ refers to the desired user, $b^{(\xi)}$ is the desired users’s symbol, $N \sim \mathcal{N}(0, \sigma^2)$ is the output noise and $M$ is the total MAI, which is the sum of interference terms from the interfering users:

$$M = \sum_{k=1, k \neq \xi}^{N_s} M_k,$$

(2.12)

where $M_k$ is the MAI from user $k$. Similar to the approach in [70], when random polarity codes are used for each pulse, we can approximate the MAI from user $k$ by the following Gaussian random variable, when the number of pulses per information symbol for user $\xi$, $N_s$, is large:

$$M_k \sim \mathcal{N} \left(0, \frac{E_{rp}^{(k)}}{N_h} \right),$$

(2.13)

where $E_{rp}^{(k)}$ is the energy of a received pulse from user $k$. 
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Then, we can express the signal to interference plus noise ratio (SINR) of the system for user $\xi$ as

$$\text{SINR} \approx \frac{N_s E_{rp}^{(\xi)}}{\sigma_n^2 + \frac{N_s}{N} \sum_{k=1, k \neq \xi}^{N_s} E_{rp}^{(k)}},$$  

(2.14)

which can be directly inserted into $Q(.)$ function as $Q(\sqrt{\text{SINR}})$ to evaluate the BER for BPSK. Similar approaches can be repeated to calculate BER to be $Q(\sqrt{\text{SINR}/2})$ for PPM (due to doubled noise effects in both pulse positions [52]) and OOK.

To demonstrate the performance differences of different modulation schemes (orthogonal PPM, BPSK) in such an asynchronous multiuser environment, we have done simple computer simulations, and compared them with the theoretical expressions. The parameters are selected as $N_s = 1$, $T_c = 0.8ns$, $\text{SNR} = 7dB$, $N_u = 100$, and $T_f = 20T_c$. Time delays $\tau_\psi$ of each user are selected randomly between 0-19$T_c$ as multiples of pulse duration $T_c$. It is observed from Fig. 2.5 that BPSK outperforms PPM for all different possible values of number of users. Also, Gaussian approximation is seen to show some deviation for small number of users, while showing a good agreement when the number of users is large.

2.4.3 Narrowband Interference

Since the transmission occurs over an ultra-wide frequency range, UWB spectrum overlaps with various other narrowband technologies. Assuming static channel and single user case, received signal in the presence of interference is given by

$$r_{nbi}(t) = s^{(j)}(t) + I(t) + n(t),$$  

(2.15)

where $I(t)$ represents the narrowband interference term.

Performances of different modulation schemes under NBI have been investigated in the past [60]. The effect of NBI on the UWB performance is more related with the amount of overlap of interferer spectrum with the UWB spectrum than the employed modulation scheme. If the operating frequency of narrowband interferer is closer to the central frequency of the UWB system, performance degradation of UWB will be worse. Multiband scheme is widely proposed to cancel the NBI by dynamically or statically not transmitting at the band/bands that are occupied by other narrow-
Figure 2.5 Theoretical and simulated BER performances of BPSK and PPM in an asynchronous multiple access channel.

Another method to mitigate NBI is placing a notch at the interferer band by properly designing TH codes [72].

2.4.4 Timing Jitter

Due to the transceiver clock instabilities, timing mismatches occur between the correlator template and the received pulse, and this decreases the effective SNR at correlator output. Such timing jitter is typically on the order of 10ps with the current transistor technology and is usually modeled by a Gaussian or uniform distribution [20, 62].

Theoretical analysis for the effect of timing jitter on different modulation schemes is given in [20] and summarized in Table 7.1 for a certain amount of jitter. The performance results in Fig. 2.6 for $SNR = 10dB$ show that the degradation in BPSK and PPM are similar, while OOK performs worse for large jitter. BER equation in Table 7.1 for OOK implies that timing jitter does not affect the false alarm rate, but increases the missed detection rate, yielding biased decisions towards zero. The problem will be more pronounced in M-ary PAM, which also uses threshold detection. Jitter
becomes a serious problem for multiband scheme as well, since the autocorrelation functions of the pulses used in higher order bands decay much faster than the autocorrelation function of the monopulse. The topic will be discussed in more detail and relevant derivations will be provided in Chapter 7.

2.5 Conclusion

In this chapter, the BER performances, spectral characteristics, and transceiver complexities of possible UWB modulation schemes are revisited. Effects of multipath, multiple access, narrowband interference, and timing jitter are analyzed and verified via simulations. It is shown that PPM performance degrades in multipath and multi-user environments since symbols occupy larger time durations. Compared to other modulations, OOK and M-ary PAM are more susceptible against timing jitter. Although multiband scheme provides interference mitigation and flexibility of data rate, it is more susceptible against timing jitter especially at the higher frequency bands. In summary, BPSK can be preferred for its high power efficiency and smooth spectrum; OOK for its simple
transceiver structure; M-ary PPM for its improved power efficiency; and M-ary PAM for higher data rates.
CHAPTER 3

TIME-HOPPING MULTIPLE ACCESS FOR IR-UWB

3.1 Introduction

Multiple accessing for UWB-IR makes it possible to accommodate multiple users on the same UWB channel. Time hopping (TH) [73], direct sequence (DS) [74], and frequency hopping (FH) [75] approaches are the most common multiple access options for UWB-IR systems. In order to reduce/avoid multiuser interference (MUI), pseudo random codes are often used as in code division multiple access (CDMA) systems. However, designing codes with optimal autocorrelation and cross-correlation properties is not possible.

Careful design of the TH codes minimizes the effects of multipath and multiuser interference (MUI), controls the power spectrum for good coexistence with other technologies, and improves synchronization between the transmitter and the receiver. Earlier research on DS and FH multiple access sequence design can be applied to TH-IR networks, with some modifications. For example, DS codes (such as m-sequences and Gold sequences) can be converted into decimal values before applying to TH-IR [76]-[79]. FH sequences [80]-[84] can be used directly with TH-IR, but their autocorrelation and crosscorrelation characteristics will be different. Correlation properties of TH codes are derived in terms of those of FH codes in [85] and it is shown that maximum number of hits in correlation functions of TH sequences is twice that of FH sequences. In [86]-[89], implementation of FH sequences (such as linear congruence codes (LCCs), hyperbolic congruence codes (HCCs), permutation sequences) to TH-IR were presented. A novel TH code design for synchronous CDMA systems is presented in [90], which yields bounded collisions and can be successfully applied to UWB-IR. One-coincidence FH sequence construction that has a specified distance between adjacent symbols has been proposed in [91], and a similar approach can be considered for TH-IR to minimize the inter-frame interference from the user’s own pulses due to multipath.

In this chapter, first, an overview of multiple accessing options for UWB systems is presented. Then, TH code design for both synchronous and asynchronous UWB-IR systems are considered.
For synchronous systems, a novel code assignment algorithm that depends on the number of users and the delay spread of the channel is proposed. The proposed codes are also extended to quasi-synchronous scenarios. Afterwards, TH code design for asynchronous transmission is studied. FH codes obtained by finite field theory are applied to TH-IR, and their autocorrelation and cross-correlation characteristics are investigated. For different codes, histograms for number of hits are generated through computer simulations. These histograms provide a better measure for the code efficiency than the maximum number of hits, and make it possible to develop mathematical models for multiuser performance analysis.

3.2 Multiple Accessing Options for UWB

In order to effectively share the available spectrum between different users, multiple accessing carries importance in wireless communication systems. Among other multiple accessing options, time division multiple access (TDMA), frequency division multiple access (FDMA), and CDMA are the most popular multi-access techniques for wireless systems.

3.2.1 TDMA

In TDMA systems, each user transmits over disjoint time intervals. Based on the length of the time slots with respect to the symbol duration, TDMA systems can be divided into two groups: long time slot TDMA, and interleaved TDMA [92]. Time slots in long time slot TDMA are fixed and sweep many symbol durations (i.e. in Fig.3.1-(c), $T_{slot} > T_s$, where $T_s$ is the symbol duration). Usually, a central node handles the assignment of the time slots to each user, and maintains the synchronization. However, when the architecture is decentralized, synchronization of the users is not possible. Instead, in such architectures, each user may employ a contention based random access approach to get hold of the channel, which can also be interpreted as a form of TDMA. For example, in carrier sense multiple access (CSMA) systems, a node senses at random times if the channel is busy or not; if it is free, the user accesses the channel for a specific time. CSMA is not very efficient for UWB systems, as very low transmission power requirement of UWB makes it extremely inefficient to sense whether the channel is busy or not [92].

Time slot durations in Fig. 3.1-(c) may also be much smaller than the symbol duration as in interleaved TDMA ($T_{slot} < T_s$). For example, pulsed UWB approaches usually transmit many low duty cycle pulses to represent a bit (i.e. $T_{slot} = T_c$ for chip interleaved case, where $T_c$ is the chip
duration), where the number of pulses is determined by the processing gain of the system. The off-time between two consecutive pulses implies a second type of processing gain, and other users may transmit in the gaps between these pulses. On the other hand, rather than a constant pulse-to-pulse interval, a user specific TH code can be used to identify the timing positions of the pulses. This helps the channelization of the system, while smoothing the power spectral density.

3.2.2 FDMA

Another option of sharing the channel between different users is FDMA, where each user may transmit simultaneously over different frequency bands. Multiband UWB is a popular pulse based UWB scheme which can be interpreted as a form of FDMA. As opposed to conventional FDMA systems, which use carriers to allocate the bands, in multiband UWB, usually, frequency domain sharing of the channel is achieved by pulse shaping. By appropriately designing the pulses, the central frequencies of the bands can be adjusted. Also, multiband UWB offers the flexibility to coexist with narrowband interferers and to comply with the local regulations by dynamically turning off certain sub-bands. On the other hand, conventional FDMA (with mixers) can also be employed if desired; however, this increases the size and complexity of the transceiver.

Note that multiple bands can also be employed by the same user to increase the data rate. On the other hand, large number of narrowband signals can be transmitted simultaneously within the same band to comply with the 500 MHz FCC requirement for UWB systems. Orthogonal frequency division multiplexing (OFDM) is a non-pulse based approach to UWB, which is realized by simultaneously transmitting many overlapping narrowband signals (modulated with different symbols) at orthogonal sub-carriers. In contrast to IR, OFDM systems combat multipath effects by increasing the symbol duration and by adding a cyclic prefix which is larger than the maximum excess delay of the channel.

Rather than a fixed allocation of bands for each user, alternatively, frequency hopping can be realized by hopping from one band to another. This brings the benefits of frequency diversity, and the channelization of the system with user-specific frequency hopping codes. For example in multiband OFDM, multiple bands with at least 500 MHz wide are employed, where users employ frequency hopping over these bands to share the channel. Fast frequency hopping ($T_{hop} < T_s$) and slow frequency hopping ($T_{hop} > T_s$) are two different versions of frequency hopping systems.
FDMA approach to UWB multiple access have certain limitations. By partitioning the whole UWB spectrum into narrower bands, time resolution of the transmitted UWB signal decreases. Therefore, the benefits of UWB such as multipath immunity, precise positioning etc. are somewhat diminished by using FDMA [92].

3.2.3 CDMA

Another popular multiple access scheme that is used in many wireless communication technologies is DS-CDMA. In DS-CDMA, the users can simultaneously occupy the same wide channel. The users are multiplexed to the channel by spreading the users’ narrower bandwidth signals with a binary
±1 pseudo-noise (PN) sequence. Direct sequence approach to UWB is based on transmission of impulsive pulses within consecutive chips. It is very similar to traditional DS-CDMA systems, however, the bandwidth of the transmitted signal is much larger. In addition, pulse shaping is crucial not to violate the regulatory spectral masks.

As mentioned before, TH and FH can be seen as forms of TDMA and FDMA, respectively. These approaches can also be considered as forms of CDMA systems. Since user specific multiple access codes are used in both approaches, it can be argued that multiple accessing is achieved in code domain. As will be discussed in the latter sections, many of the multiuser algorithms used in DS-CDMA systems can be directly applied to TH-IR, which further motivates this interpretation. All these five multiple accessing approaches to UWB are depicted in Fig. 3.1.

Combinations of these different multiple access options are also possible. For example, time-frequency hopping hops both over time and frequency domains, which mitigates for the multipath by allowing time intervals between the pulses in the same band [1]. On the other hand, in conjunction with time hopping, polarity coding as in DS-CDMA systems can be used, which increases the system capacity, and smoothes the power spectrum.

### 3.3 Signal Model and Code Correlation Function

Consider the received multiuser signal in (2.10), where each user may arrive at the receiver with different delays $\tau^{(k)}$. Then, depending on the relative delays $\tau$ (see Fig. 3.2) between different users in a multiuser UWB-IR system, three possible transmission scenarios can be considered:

- **Synchronous Transmission**: $\tau^{(1)} = \tau^{(2)} = \cdots = \tau^{(N_u)}$,
- **Quasi-Synchronous Transmission**: $|\tau^{(k_m)} - \tau^{(k_n)}| \leq \xi$,
- **Asynchronous Transmission**: $0 < \tau < N_u N_h T_s$,

where $(k_m, k_n)$ are any pairs of users, and $\xi$ is a very small value compared to the symbol duration.

#### 3.3.1 Code Correlation Function

Ideally, the sequences employed by different users are required to be orthogonal to avoid interference. Two TH codes are orthogonal if for all time frames $j$, there is no pulse overlap between
different users, i.e. for a synchronous scheme, and any two users $k_m, k_n$, 

$$c_j^{(k_m)} \neq c_j^{(k_n)} .$$  

(3.1)

This orthogonality can not be maintained for certain cases, such as in the presence of multipath or in the absence of synchronism. Hence, a number of pulses from different users may collide, resulting in a performance degradation. A performance measure that is commonly used for the evaluation of the code characteristics is the code correlation function (known as Hamming correlation function in FH literature), defined as [85, 89] \(^1\)

$$C_{k_m, k_n}(\tau) = \sum_{j=0}^{N_s-1} h \left[ j N_h + c_{mod(j+a, N_s)}^{(k_m)} j N_h + c_j^{(k_n)} + b \right]$$

$$+ \sum_{j=0}^{N_s-1} h \left[ (j+1) N_h + c_{mod(j+a+1, N_s)}^{(k_m)} j N_h + c_j^{(k_n)} + b \right] ,$$  

(3.2)

where the function $h[c_A, c_B]$ for any two integers $c_A, c_B$ is given by

$$h[c_A, c_B] = \begin{cases} 0, & \text{if } [c_A \neq c_B] \ mod(N_s N_h) \\ 1, & \text{if } [c_A = c_B] \ mod(N_s N_h) \end{cases}$$  

(3.3)

Note that chip synchronism is assumed between different users’ signals, which yields a worst case performance bound. The time delay is defined as $\tau = a N_h + b$, where $a$ is the integer number of time frames within the delay duration, and $b$ is the remaining number of chip durations. The code correlation function in (3.2) shows the number of hits between two different TH sequences with some relative delay with respect to each other, or between the delayed versions of the same TH sequence. Note that (3.2) consists of two disjoint terms, first summation corresponding to the case when $c_j^{(k_m)} + b < N_h$ (see $h_1$ in Fig. 3.2), and the second summation corresponding to the case when $c_j^{(k_m)} + b \geq N_h$ (see $h_2$ in Fig. 3.2). Note also that (3.2) is periodic due to the involved modular operations, and considers the collisions from the neighboring bits.

\(^1\)The terms $mod(a_1, a_2)$, and $[a_1] mod(a_2)$ are used interchangeably throughout the text to represent the modulo of $a_1$ with respect to $a_2$. 
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3.4 Adaptive TH Sequence Design for Synchronous UWB Systems

For synchronous systems, the time delay $\tau$ between different users is zero, and there are many possible orthogonal code constructions for flat fading channels (such as any of the codes given in Table 3.2, or Gold codes). For example, a variant of linear congruence codes is given by [86]

$$c_j^{(k)} = [k + j - 1] \mod (N_h),$$  \hspace{1cm} (3.4)$$

where $0 < j \leq N_s - 1$ and $1 \leq k \leq N_h$. These circularly shifted codes assure that codes for different users are orthogonal as indicated in (3.1). Therefore, as long as $N_u \leq N_h$, addition of new users to the system does not affect the performance, yielding an invariant bit error rate (BER). Signal-to-noise ratio (SNR) in this case is given by

$$SNR = \frac{(N_s m_p)^2}{\sigma_{rec}^2},$$  \hspace{1cm} (3.5)$$

which is independent of the number of users. Polarization codes as in CDMA can also be used to assign orthogonal $\pm 1$ sequences to each user that have the same TH code, and hence increasing the number of orthogonal codes to $N_h N_s$ [93].

In dispersive channels, the multipath components of a certain user’s signal collide with other users’ signals, and the codes in (3.4) are no longer orthogonal. To solve this problem, a code
construction scheme which adaptively assigns codes to the users for the purpose of minimizing the degradation due to multipath is proposed. The code construction is a function of number of users present in the system, and maximum excess delay of the channel, both of which are assumed to be known by the central node (such as a base station in cellular systems, or an access point in wireless local area networks). The proposed codes are given by

\[ c_j^{(k)} = [(k - 1)D + j + \frac{k - 1}{N_s}] \mod(N_h), \tag{3.6} \]

For this proposed code construction, the processing gain \( N_s \) is selected to allow the multipath components to die away as follows

\[ N_s = \frac{N_h}{D}. \tag{3.7} \]

Using (3.6), a minimum difference of \( D \) is assured between \( c_j^{(k)} \) and \( c_j^{(k+1)} \) (i.e. the consecutive user’s hopping code within the same time frame), and it is given by

\[ D = \left\lceil \frac{\tau_d}{T_c} + 1 \right\rceil, \tag{3.8} \]

with \( \tau_d \) being the maximum excess delay of the channel and \( \lceil . \rceil \) representing the ceiling operation. This allows the delayed taps to die away, and assures the orthogonality of the codes for \( N_u \leq N_s \) despite the multipath components. For \( N_u > N_s \), \( \frac{k - 1}{N_h} \) is used to shift the codes to construct a new group of orthogonal codes. By this way, \( D \) code groups are constructed, each having \( N_s \) orthogonal sequences. Any pairs of sequences within the same group satisfy

\[ C_{k-k'}(\tau) = 0, \quad 0 \leq \tau < D, \tag{3.9} \]

implying that there is no collision with the multipath components of the other users within the group. An example set of proposed codes for \( N_s = 4, N_u = N_h = 12 \), and \( D = 3 \) are presented in Table 3.1, with each column containing a group of orthogonal codes, and Fig. (3.3) depicts the transmitted pulses for the corresponding first four users. Note that if the maximum excess delay decreases, base station can adaptively regroup the available codes, so that the number of orthogonal codes in a certain group increases and the overall system performance improves.
Table 3.1  Numerical example for the proposed time-hopping codes ($N_s = 4$, $N_h = 12$, $D = 3$).

<table>
<thead>
<tr>
<th>User #</th>
<th>TH (Group 1)</th>
<th>User #</th>
<th>TH (Group 2)</th>
<th>User #</th>
<th>TH (Group 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0 1 2 3</td>
<td>5</td>
<td>1 2 3 4</td>
<td>9</td>
<td>2 3 4 5</td>
</tr>
<tr>
<td>2</td>
<td>3 4 5 6</td>
<td>6</td>
<td>4 5 6 7</td>
<td>10</td>
<td>5 6 7 8</td>
</tr>
<tr>
<td>3</td>
<td>6 7 8 9</td>
<td>7</td>
<td>7 8 9 10</td>
<td>11</td>
<td>8 9 10 11</td>
</tr>
<tr>
<td>4</td>
<td>9 10 11 0</td>
<td>8</td>
<td>10 11 0 1</td>
<td>12</td>
<td>11 0 1 2</td>
</tr>
</tbody>
</table>

Figure 3.4  Comparison of random, linear, and proposed codes in static and dispersive channels (SNR=0 dB, $N_s = 4$, $N_h = 12$, $D = 3$).

In Fig. 3.4, performances of the random codes, linear codes in (3.4), and proposed codes in (3.6) (as presented in Table 3.1) are compared in static and dispersive channels. It is observed that as opposed to random codes, it is possible to avoid multiple access interference using orthogonal codes in static channels. For the multipath channel, a Rayleigh fading channel with 3 taps and exponential tap weights are assumed, with each tap arriving at multiples of $T_c$ ($D = 3$). The performance of the first user ($k = 1$), which uses maximal ratio combining (MRC) Rake receiver is investigated. The decrease in the overall performance due to fading is obvious. It is seen that the effect of multipath for number of users up to $N_s$ is successfully mitigated using the codes in Table 3.1. For number of users larger than $N_s$, the BER performance gradually degrades with the inclusion of certain users.

---

2 Although a very simple channel model was assumed for ease of explanation, it is possible to extend the code construction to more realistic channel models [94].
to the system. For example for user 1, the interference comes from the users 5 and 8 in group 2, and from users 9 and 12 in group 3, whose multipath components collide with certain Rake fingers of user 1. Similarly for user 2, the interference comes from the users 5 and 6 in group 2, and from users 9 and 10 in group 3. This structured form of the interference results in a staircase type of degradation in the BER performance.

Since the TH sequences and received power levels of all the users are known by the base station in a cellular scenario, the performance degradation can be handled further with interference cancellation algorithms (such as successive interference cancellation, maximum-likelihood detection, etc...). Instead of processing all the users’ signals, only the users who interfere with each other can be considered in these algorithms, which will considerably decrease the system complexity. In the downlink, or in asynchronous systems, where neither the hopping sequences nor the amplitudes of other users are known, blind multiuser detection schemes can be implemented [73].

Another design parameter that needs to be considered for TH sequence construction is the power spectral density (PSD) of the UWB pulse train. The codes proposed in (3.6) have periodic pulse-to-pulse durations, thus yielding spectral lines in the transmitted signal PSD. This can be prevented by randomly shuffling the columns of the codeword matrix presented in Table 3.1, which still ensures a timing gap of $D$ between the different users’ codes and smoothes the power spectrum.

The inter-frame interference from the user’s own pulses or from other users’ pulses is another source of performance degradation. This happens when the multipath components of a pulse positioned closer to the end of a time frame affect the pulses positioned earlier in the next time frame. For example in Fig. 3.3, the pulses of user $k=4$ in third time frame causes self interference to its own pulse in the fourth time frame. This can be prevented by choosing $N_h T_c \leq T_f$ to let the multipath components die away between each frame.

3.4.1 TH Sequence Design for Quasi-Synchronous Transmission

Achieving perfect synchronization of the users, which assures the orthogonality between these users’ multiple access codes, is a difficult task. Therefore, non-orthogonality of the codes due to access timing errors will yield performance degradation. In order to solve this problem in quasi-synchronous systems, the multiple access sequences can be designed so that they allow a certain amount of access timing error. Such sequences have a zero correlation zone (ZCZ) within an IFW of size $\hat{D}$, or low correlation zones (LCZ) within a similar window. Therefore, the code correlation
functions for these schemes satisfy

\[
C_{k_{m}k_{n}}(\tau) = \begin{cases} 
0, & \text{if } 0 < \tau < \hat{D} \quad (\text{ZCZ}) \\
\epsilon, & \text{if } 0 < \tau < \hat{D} \quad (\text{LCZ})
\end{cases}
\]  

(3.10)

where \( \epsilon \) is a negligibly small correlation value. Note that (3.10) has to be satisfied for the autocorrelation function to improve the performance in multipath, as well as for the crosscorrelation function to improve the performance in multiuser environment. Algorithms to obtain such codes have been developed for DS schemes [95], and for FH schemes [96] in the past. In this subsection, a Lemma that applies to certain TH code constructions will be presented, and application of the proposed codes in (3.6) to quasi-synchronous scenarios will be explained.

**Definition 1.** Full code is a code whose placement operator is a permutation of the Galois field [80] (such as the construction given in (3.6), LCCs, and HCCs).

**Definition 2.** A Galois field \( GF(p) \) is a finite field with elements \( 0, 1, 2, \ldots, p - 1 \), where \( p \) is a prime number.

**Lemma 1.** Assume that a TH code construction yields full codes, and \( c_{j}^{k} \) with with \( j \) fixed is also a permutation of the Galois field (such as the case in the proposed codes in (3.6), LCCs, and HCCs). Then, it is not possible that each pair selected from the set of all possible codes will have ZCZ of size \( \hat{D} \geq 1 \).

**Proof:** The proof is complete if it is shown that for \( \tau = 1 \), i.e. for \( a = 0 \) and \( b = 1 \), there exists two users \( k_{m}, k_{n} \) for which \( C_{k_{m}k_{n}}(\tau) > 0 \). Therefore, from (3.2) the following needs to be satisfied

\[
c_{j+1}^{k_{m}} = c_{j}^{k_{n}},
\]  

(3.11)

Since a full code is a permutation of the Galois field, there will always be two sequences that will satisfy (3.11), and therefore the proof is valid by definition.

Although for full codes it is not possible to design the codes with ZCZs as described above, the codes for different users can be grouped so that they have ZCZs within the group. This can be
realized by using the code construction proposed in (3.6). Based on the number of users in the system, the base station can adaptively select the codes so that the length of the IFW is maximized. As the number of users increases, length of the IFW is decreased to support larger number of users. Nevertheless, time hoping sequence construction for quasi-synchronous systems with ZCZ and LCZ are open research issues, and require further investigation.

3.5 TH Sequence Design for Asynchronous UWB-IR Systems

When the transmission is asynchronous, user delays \( \tau \) are totally random, and it is no longer possible to design the codes that give interference free communication. However, it is still possible to design codes in a way that number of hits between two codes (determined by the Hamming correlation in (3.2)) for any value of \( \tau \) is bounded, thanks to the properties of Galois fields and finite field theory [84]. In this section, autocorrelation and crosscorrelation characteristics of various FH code constructions obtained using finite field theory are studied, and their performances when used in TH-IR are investigated. Hit histograms for different code families are generated, and these are then used to develop mathematical models for multi user performance analysis.

3.5.1 Code Constructions and Correlation Properties

Code constructions, the conditions for hit, and maximum number of hits in code correlation functions for some of the most common FH code constructions are summarized in Table 3.2. Note that while LCC and HCC yield full codes, quadratic congruence codes (QCC) and cubic congruence codes (CCC) do not. A hit between two FH codes occurs when the following is satisfied

\[
c_{j+a}^k = c_j^k + b \mod(p) . \tag{3.12}
\]

The maximum number of hits is calculated by finding the number of solutions for (3.12), which is the order of the polynomial from Langrange’s Theorem [80]. If \( k_m = k_n \), the maximum number of hits corresponds to the peak value of the sidelobes of the autocorrelation function (ACF). On the other hand, for two distinct users \( k_m \) and \( k_n \), maximum number of hits corresponds to the maximum value of the crosscorrelation function (CCF). Unfortunately, it is not possible to minimize both correlation functions at the same time, and there is a trade off in preferring one construction to the other. Plugging different code constructions in (3.12), maximum number of hits for a certain
Table 3.2 FH code constructions and maximum number of hits in aperiodic correlation functions for FH and TH implementations (all operations are done in $GF(p)$).

<table>
<thead>
<tr>
<th>Code Construction</th>
<th>LCC</th>
<th>QCC</th>
<th>CCC</th>
<th>HCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hit condition</td>
<td>$k_m(j + a)$</td>
<td>$k_m(j + a)^2$</td>
<td>$k_m(j + a)^3$</td>
<td>$k_m(j + a)^3 + b$</td>
</tr>
<tr>
<td>(FH codes, ACF)</td>
<td>$k_m j + b$</td>
<td>$k_m j^2 + b$</td>
<td>$k_m j + b$</td>
<td>$k_m j^2 + b$</td>
</tr>
<tr>
<td># of hits (ACF)</td>
<td>FH:1, TH:2</td>
<td>FH:2, TH:4</td>
<td>FH:2, TH:3</td>
<td>FH:2, TH:4</td>
</tr>
</tbody>
</table>

The maximum number of hits in the correlation functions gives information about code performances, a more realistic approach would be to use the probability distribution functions of the hits to evaluate the code efficiency. In order to test the performances of the codes in Table 3.2, computer simulations are done, and the histograms for the number of hits between two code sequences are produced. For a particular construction, correlation (i.e. the number of hits) of a certain user’s code with all the other users’ codes and all possible time shifts $\tau$ are calculated, and aggregate number of hits are taken into account when evaluating the histograms. It is observed that maximum number of hits in Tables 3.3, 3.4 for aperiodic ACF and CCF are consistent with the theoretical results given in Table 3.2.

Aperiodic CCF does not consider the correlation effects from the neighboring bits. In order to take this into account, periodic CCF are obtained by circularly shifting the whole symbol chip by chip, and getting the correlation with other users’ signals. It is observed in Table 3.5 that the
Table 3.3 Hit percentages (aperiodic ACF).

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7-30</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC</td>
<td>62.7</td>
<td>28.68</td>
<td>6.34</td>
<td>1.89</td>
<td>0.33</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LCC</td>
<td>96.72</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>2.64</td>
<td>0</td>
</tr>
<tr>
<td>QCC</td>
<td>56.41</td>
<td>38.76</td>
<td>4.78</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CCC</td>
<td>76.18</td>
<td>1.55</td>
<td>20.99</td>
<td>0.11</td>
<td>1.11</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>HCC</td>
<td>75.51</td>
<td>1.55</td>
<td>22.32</td>
<td>0.11</td>
<td>0.44</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.4 Hit percentages (aperiodic CCF).

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7-30</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC</td>
<td>62.56</td>
<td>27.39</td>
<td>7.98</td>
<td>0.3</td>
<td>0.03</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LCC</td>
<td>50.03</td>
<td>49.97</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>QCC</td>
<td>64.72</td>
<td>21.98</td>
<td>12.07</td>
<td>1.07</td>
<td>0.16</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CCC</td>
<td>63.31</td>
<td>26.77</td>
<td>7.02</td>
<td>2.5</td>
<td>0.34</td>
<td>0.04</td>
<td>0.02</td>
<td>0</td>
</tr>
<tr>
<td>HCC</td>
<td>63.48</td>
<td>24.46</td>
<td>10.79</td>
<td>1.18</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.5 Hit percentages (periodic CCF).

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7-30</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC</td>
<td>36.24</td>
<td>37.44</td>
<td>18.41</td>
<td>6.21</td>
<td>1.42</td>
<td>0.25</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>LCC</td>
<td>18.15</td>
<td>63.77</td>
<td>18.09</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>QCC</td>
<td>39.37</td>
<td>29.34</td>
<td>24.54</td>
<td>5.54</td>
<td>1.13</td>
<td>0.06</td>
<td>0.01</td>
<td>0</td>
</tr>
<tr>
<td>CCC</td>
<td>36.89</td>
<td>37.12</td>
<td>17.19</td>
<td>7.1</td>
<td>1.4</td>
<td>0.25</td>
<td>0.05</td>
<td>0</td>
</tr>
<tr>
<td>HCC</td>
<td>37.29</td>
<td>33.5</td>
<td>22.31</td>
<td>5.87</td>
<td>0.94</td>
<td>0.07</td>
<td>0.02</td>
<td>0</td>
</tr>
</tbody>
</table>

The maximum number of hits is larger compared to the aperiodic case as expected, since the collisions from the neighboring symbols are included.

When p is further increased, maximum number of hits in the aperiodic correlation functions increases for random codes (RC), while they remain the same for the other code constructions using congruence equations (as long as p is prime). This implies that since the maximum number of hits when using the mathematical code constructions are bounded, they are better suited for systems with larger processing gains $N_s$, than the random time hopping codes. For the periodic CCF, the maximum number of hits increases for all code constructions with increasing $p$.

Using the produced hit histograms, it is possible to obtain the probability distribution function (PDF) of the MUI, which can be used to evaluate the BER performance in multiple access channel. Assuming BPSK modulation is used, and the polarity of each hit is independent\(^3\), a mapping from the hit histogram to the interference PDF can be generated. If the number of hits $h$ between two

\(^3\)Note that although this is not always the case for a system with small number of users, usage of polarization codes and larger number of users in the system justifies this assumption.
codes is even \((h \in 0, 2, 4, \cdots)\), the PDF of the MUI is derived as

\[
P_I(\pm h \sqrt{E_p}) = \sum_{k=\frac{h}{2}}^{M/2} \binom{2k}{k-h} \frac{1}{2^{2k}} P_{hit}(2k),
\]

(3.13)

and if \(h\) is odd \((h \in 1, 3, 5, \cdots)\), MUI-PDF is derived as

\[
P_I(\pm h \sqrt{E_p}) = \sum_{k=\frac{h+1}{2}}^{M/2} \binom{2k-1}{k-h-\frac{1}{2}} \frac{1}{2^{2k-1}} P_{hit}(2k-1),
\]

(3.14)

where \(P_{hit}\) denotes the histogram of the code sequences given in Table 3.2, \(M\) is the maximum number of hits, and \(\sqrt{E_p}\) is the energy per pulse. \(P_I\) is the interference PDF when there are 2 users in the system, and cumulative interference PDF for \(N_u\) users can be evaluated by \(N_u - 1\) fold convolution of \(P_I\) by itself. The BER equation for BPSK can then be conditioned on the MUI-PDF, and the performance in MUI can be evaluated [97]. The hit histogram (periodic CCF) for QCC, and the interference in terms of pulse power for 2 and 30 users are depicted in Fig. 3.5. It is seen that as the number of users increases, the PDF of MUI converges to a Gaussian distribution, making it possible to model the MUI with Gaussian approximation.
3.6 Conclusion

In this chapter, code constructions for synchronous, quasi-synchronous, and asynchronous transmission schemes are analyzed. For the synchronous transmission, an adaptive code construction algorithm is proposed to minimize the degradation in dispersive channels. The proposed codes are extended to quasi-synchronous scenarios to obtain IFWs for a group of users. Possible asynchronous TH code constructions are analyzed, and it is proposed to use the code histograms as a performance measure, rather than the maximum number of hits in the correlation functions. It is demonstrated via computer simulations that it is possible to generate sequences with better correlation properties than random sequences. The hit histograms are mapped into MUI-PDFs using certain transformations, which enables the performance evaluation of UWB-IR schemes in multiuser environments.
CHAPTER 4
ADAPTATION OF MULTIPLE ACCESS PARAMETERS FOR IR-UWB

4.1 Introduction

Together with recent advances in integrated circuits, the evolution of wireless sensor networks (WSNs) towards inexpensive, low-power, and small-size implementations has gained incredible momentum. WSNs can be implemented in a variety of areas, such as military, telemedicine, telemetry, robotics, fault detection, consumer electronics, and security. Depending on the requirements of a specific application, the number of nodes in a WSN may range from a few nodes to thousands of nodes. In large WSNs, it is essential to have energy efficient communications to increase the network lifetime.

Ultrawideband impulse radio (UWB-IR) is a highly promising physical layer technology for WSNs due to its unique characteristics such as low power transmission, low cost and low complexity transceiver circuitry, flexibility to transmit within a large unlicensed spectrum (as long as complying with regulatory power requirements), precise location capability, and secure transmission due to employed multiple access sequences. In a UWB-IR system, time-hopping (TH) codes are employed as a multiple access method [98]. By appropriately designing the TH codes, it is possible to control multiple access interference in UWB systems to a certain extent [13, 15]. TH multiple access can provide interference free communications in synchronous systems. Even in an asynchronous system, excessive interference can be avoided due to low duty cycle and large processing gain of UWB-IR pulse transmission. Even if some of the pulses are corrupted, the rest of the pulses will be sufficient to extract the information. In addition, low complexity multiuser receivers, such as chip discriminators [99], can be used to discard the corrupted pulses, and implement adaptive rate control algorithms based on the interference level.

Adaptation of wireless communication systems allows better exploitation of the system resources based on the estimation of wireless link quality [100]. The link quality is often measured by the signal-to-interference plus noise ratio (SINR) of the received signal. For example, adaptive coding [101, 102]
schemes can achieve higher throughput when the channel quality is good by decreasing the amount of redundancy transmitted. On the other hand, when the link quality is poor, reliable transmission can be insured by increasing the coding power (amount of redundancy). Similarly, the modulation scheme can be adaptively changed in order to better exploit the link quality [103]. For M-ary pulse position modulation (PPM), even though the data rate is increased by \(\log_2 M\), increasing the modulation order \(M\) increases the effective time spanned by a single pulse by \(M\). The good news is that the power efficiency is improved for higher order M-ary PPM schemes, i.e. less power is required to assure the same bit error rate (BER). On the other hand, higher order M-ary pulse amplitude modulation (PAM) levels have worse power efficiency (compared to lower order M-ary PAM schemes), but the data rate improves by \(\log_2 M\) with the pulses spanning the same time duration. These characteristics of both higher order modulation schemes can be used to adapt to the changes in the link quality. Assigning multiple codes to the users, changing the pulse shape [104] and duration, and changing the transmitted pulse power [105] as in conventional schemes are other forms of adaptation in UWB systems to better exploit the system resources.

Adaptation of multiple access parameters in UWB-IR systems (i.e. the number of pulses per symbol, and the frame duration) is another flexible mean of exploiting system resources efficiently. Increasing the number of pulses per symbol increases the SINR, which can be considered as a power control approach in the time domain without changing pulse amplitudes. Increasing the frame duration (which is related with the cardinality of the code) again improves the SINR in a multiuser environment, as it becomes less likely that the pulses will receive hits. However, these improvements come at the expense of a decrease in data rate. By measuring the link quality (which depends on the channel, multiuser interference etc.), it is possible to improve the data rate by modifying both of the multi-access parameters, while satisfying a minimum BER requirement (which is set by quality of service (QoS) requirements). Alternatively, if a certain data rate is required by the system, the transmission power can be reduced to improve the network lifetime, when the link quality is good.

Adaptive rate and power allocation has been well studied for code division multiple access (CDMA) systems in the past [106]-[109]. Optimal assignment of number of pulses per symbol and the frame duration for UWB systems in range limited and multiuser interference limited environments were analyzed in [110], where the Gaussian approximation is used to characterize the link quality and assess data rate gains for asynchronous communications. In [111], use of the standard Gaussian approximation (SGA) to capture the multiple access interference (MAI) in power unbal-
anced scenarios was investigated, and it was shown to be applicable to densely deployed networks. Another Gaussian approximation of MAI for chip synchronous and chip asynchronous scenarios was derived in [70] for a system with fixed number of pulses per symbol and fixed frame duration. Although adaptation of frame duration and number of pulses per symbol was analyzed in [112] in the context of medium access control (MAC) for UWB ad hoc networks, a mathematical framework for the MAI has not been developed. In [113] and [114], the radio resource allocation problem was analyzed as a theoretical constraint optimization problem for ad hoc networks, where the system throughput is maximized considering a UWB physical layer, traffic patterns, and system topology. Both reserved bandwidth (QoS) and dynamic bandwidth (best effort) scenarios are considered, and admission policies of new users to the system are presented.

In this chapter, adaptation of multiple access parameters is investigated in both synchronous and asynchronous environments for cluster based WSNs, and theoretical performance analysis to characterize the link quality is presented for different scenarios. For synchronous communications (downlink), an orthogonal TH sequence construction approach is proposed, which resembles the orthogonal variable spreading factor (OVSF) codes in CDMA systems [115]. For asynchronous communications, multiuser interference is modeled by a Gaussian approximation approach for two communication scenarios: fixed frame duration, where the goal is to maximize the overall data rate, and fixed symbol duration, where the goal is to have an identical data rate for all the users, and improve the network lifetime. For the fixed symbol duration case, the required symbol energy to meet the BER requirement is calculated, and the number of pulses to transmit is evaluated (which implies joint assignment of both the number of pulses per symbol and the frame duration, as the symbol duration is constant). Extension of the analysis to multipath channels is performed for both cases. Also, the validity of the Gaussian approximation for different parameters is evaluated using the Kullback-Leibler (KL) distance metric, and its effects on the BER is analyzed for different parameters and SINRs. Improvements in the data rate and power consumption for the adaptation schemes are demonstrated with computer simulations for fixed and mobile cluster head scenarios.

The chapter is organized as follows. Section 4.2 gives the system model for the UWB signaling and the sensor network. Adaptation schemes for synchronous and asynchronous communications systems are analyzed in Section 4.3 and Section 4.4, respectively. Extensions to multipath channels are provided in Section 4.5. The validity of Gaussian approximation is investigated in Section 4.6,
which is followed by the simulation results in Section 4.7. Finally, some concluding remarks are made.

4.2 System Model

4.2.1 UWB Matched Filter Receiver for Variable Multiple Access Parameters

Consider the multiuser received signal model in (2.10), however with variable multiple access parameters \( N_s^{(k)} \) and \( N_h^{(k)} \). Then, we may design a MF receiver (see Fig. 4.1) with the following template signal for the zeroth bit of user \( \xi \) (\( b_0^{(\xi)} \) without loss of generality):

\[
s_{\text{temp}}^{(\xi)}(t) = \frac{1}{\sqrt{N_s^{(\xi)}}} \sum_{j=0}^{N_s^{(\xi)}-1} a_j^{(\xi)} \omega_{\xi x}(t - jT_{j}^{(\xi)} - c_j^{(\xi)}T_c - \tau_\xi) .
\]

The output of the MF is then given by

\[
Y = b_0^{(\xi)} \sqrt{E_{\text{rp}}^{(\xi)} N_s^{(\xi)}} + M + N ,
\]

where \( N \sim \mathcal{N}(0, \sigma_n^2) \) is the output noise and \( M \) is the total MAI, which is given by

\[
M = \sum_{k=1, k \neq \xi}^{N_u} M_k ,
\]

where \( M_k \) is the MAI from user \( k \). The statistics of \( M \) will be analyzed in Section 4.4.
4.2.2 Sensor Network Model and BER Evaluation

A cluster based WSN is considered, where the cluster head has more complex circuitry, and therefore higher processing capabilities compared to the sensor nodes. Note that from robustness, self configurability, and an overall network lifetime perspective it is more appropriate that each node can have the capability to be the cluster head. However, this increases the overall cost of the nodes, as being a cluster head has considerably larger complexity, and in particular for UWB systems, requires a bank of correlators at each sensor node. Therefore, the former approach is taken for the rest of the chapter. The communication happens in rounds as in [116], where, after each round, the cluster head may update the multiple access parameters. Consider a cluster of \( N_u \) sensors, with each node having a transmitted pulse energy of \( E_{rp}^{(k)} \) to communicate with the cluster head, which transmits the information to a remote base station. The received pulse energy for user \( k \) at the cluster head is given by

\[
E_{rp}^{(k)} = E_{lp}^{(k)} \frac{\alpha_k}{d_k^n},
\]

where \( n \) denotes the path loss exponent, \( d_k \) is the distance between the \( k \)th sensor node and the cluster head, and \( \alpha_k \) is the fading coefficient for user \( k \). When there is no MAI, the probability of error for user \( k \) which employs binary phase shift keying (BPSK) modulation is given by

\[
P_b^{(k)} = Q \left( \sqrt{\text{SNR}_k} \right) = Q \left( \sqrt{\frac{N_s^{(k)} E_{rp}^{(k)}}{\sigma_n^2}} \right),
\]

where, energy per symbol (bit) of user \( k \) is given by \( E_{rs}^{(k)} = N_s^{(k)} E_{rp}^{(k)} \), \( Q(x) \) is given by \( \frac{1}{2} \text{erfc}(\frac{x}{\sqrt{2}}) \), and SNR denotes the signal-to-noise ratio (interference effects will be considered later). Conventional UWB networks use the same number of pulses per symbol, and the same frame duration for each user, ensuring reliable communications with the furthest away user. If the minimum BER required by the system is given by \( P_b \), the processing gain assigned to each user is given by

\[
N_s = \frac{\left[ Q^{-1}(P_b) \right]^2 \sigma_n^2}{E_{rp}^{\text{min}}},
\]

where \( E_{rp}^{\text{min}} \) denotes the minimum received pulse energy, which is from the furthest away user in an ideal environment. The raw data rate for each user is then given by \( \frac{1}{N_s N_u T} \).
In order to better exploit the system resources, it is possible to change the number of pulses \(N_s^{(k)}\), and number of chips per frame \(N_h^{(k)}\), for each user based on the channel quality, the distance of the user from the cluster head, the long and short term fading effects, and the interference level in the system. In the following sections, first, synchronous communications will be considered, where the orthogonal construction of TH sequences allows interference-free communications, such as in the downlink. Then, adaptation of \(N_s^{(k)}\) and \(N_h^{(k)}\) in asynchronous systems is analyzed under a BER constraint and for two different cases: fixed frame duration (to maximize the data rate), and fixed symbol duration (to maximize the network lifetime). Later, extension to multipath scenarios will be covered, followed by the analysis of validity of Gaussian approximation for different multiple access parameters.

Table 4.1 Code construction algorithm for synchronous communications.

<table>
<thead>
<tr>
<th>for (k = 1:N_u)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c_k = \text{rand}(S, N_s^{(k)}))</td>
</tr>
<tr>
<td>(S = S - c_k)</td>
</tr>
<tr>
<td>end</td>
</tr>
</tbody>
</table>

### 4.3 Synchronous Communications

In synchronous communications, it is possible to design the TH codes orthogonally to avoid MAI. In this mode of operation, the cluster head may assign just enough number of pulses to each sensor node \(k\) to ensure the desired BER \(P_b\)

\[
N_s^{(k)} = \left\lfloor \frac{[Q^{-1}(P_b)]^2 d_k^p \sigma_n^2}{E_{tp}[k] \alpha^k} \right\rfloor, \quad (4.7)
\]

where \([x]\) is the smallest integer greater than or equal to \(x\). The orthogonal construction of the codes with different processing gains is carried out as follows. Let \(N_c\) denote the number of chip positions within the symbol period. After each round, each sensor can report the observed SNR, and using (4.7), the cluster head can evaluate \(N_c\) prior to constructing a new set of time hopping codes as follows:

\[
N_c = \sum_{k=1}^{N_u} N_s^{(k)} \quad . \quad (4.8)
\]
Note that $N_c$ is a just enough number of chips per symbol, and determines the data rate common to all sensor nodes. In addition to changes in channel quality due to movements/deaths of the nodes or a movement of the cluster head, the distances may change, which may change the value of $N_c$ after each round. After calculating $N_c$, the cluster head constructs the orthogonal codes as in Table 4.1, where $S$ is the set of integers ranging from 1 to $N_c$, rand($S, N^{(k)}_s$) denotes $N^{(k)}_s$ random integers chosen from set $S$, and the operator “–” excludes the set of numbers on the right of the operator from the set on the left of the operator. Note that conventional frame-based code and signal notation in (2.10) is not used here, where the sequence $c^k$ for user $k$ points to the locations of the pulses within the symbol, rather than within the frame (i.e. there are no frames, and the common symbol duration for all the nodes is $N_c T_c$). In Fig. 4.2, a simple example for the downlink TH sequences of 3 users employing different processing gains is presented in order to depict the construction of the TH codes, and clarify the distinctions between the signaling structures for synchronous and asynchronous cases. In a sense, the proposed construction is similar to the OVSF codes in CDMA systems [115]; however, our construction is more flexible, as the length of a particular code does not need to be a multiple of the length of any of the shorter length codes. For the sake of simplicity, the codes are constructed in a random manner, which works well for single tap (flat fading) channels. For dispersive channels, more sophisticated code designs can be used [13], where a larger pulse duration may be presumed to compensate for the channel effects.

The average data rate with the proposed scheme will improve since the average number of pulses per symbol decreases. The ratio of the data rates for the proposed and conventional approaches is

$$
\frac{R_{prop}}{R_{conv}} = \frac{N_c T_c \max \left( N^{(k)}_s \right)}{N_c T_s} = \frac{N_c \max \left( N^{(k)}_s \right)}{\sum_{k=1}^{N_s} N^{(k)}_s}, \quad (4.9)
$$
where $R_{prop}$ and $R_{conv}$ are the data rates for the proposed and conventional approaches, respectively. On the other hand, the total transmitted power for any round is fixed for all cases, and individual user powers are adapted indirectly through changing number of pulses per symbol. The proposed method also improves the energy consumption (per symbol), as less aggregate energy will be used per symbol.

4.4 Asynchronous Communications

In the previous section, it is assumed that the UWB system is completely synchronized. This requires compensation of delays in various multipath arrivals, which is not generally feasible in the uplink, but may be considered for downlink communications. Therefore, uplink transmission is usually assumed to be asynchronous, and multiple access interference degrades the system performance. For analytical purposes, we approximate an asynchronous UWB system by a chip-synchronous system, where the misalignment between the symbols of the users are integer multiples of the chip interval $T_c$. Assuming without loss of generality that the delay of the desired user is zero ($\tau_d = 0$), we assume that $\tau_k = \Delta_k T_c$ for $k \neq \xi$, where $\Delta_k \in \{0, 1, \ldots, N_h^{(k)} N_s^{(k)} - 1\}$ with equal probability. As studied in [70], the chip-synchronous assumption usually results in over-estimating the error probability, and hence the system design based on this approximation will be on the safe side.

In order to calculate the BER of the desired user in the presence of multiple users with random time hopping codes, we will employ Gaussian approximations for large number of pulses per information symbol. This is similar to the Gaussian approximations employed in [70] and [64]. However, we derive a more general formula in the case of different number of pulses per symbol in the fixed throughput case in Section 4.4.2.

4.4.1 Case 1: Fixed Frame Duration

In this case, the frame durations of all the users are the same. Hence, $N_h$ is common for all of them (see for example Fig. 4.3a, where $N_s^{(1)} = 4$, $N_s^{(2)} = 3$, $N_s^{(3)} = 2$, and $N_h^{(k)} = 3$ for all $k$). The aim is to meet the BER requirement for all users in the system.

In order to satisfy a certain BER threshold, we adapt the number of pulses per symbol so that we can maximize the overall data rate of the system [110].

Similar to the approach in [70], we can approximate the MAI from user $k$ by the following Gaussian random variable, when the number of pulses per information symbol for user $\xi$, $N_s^{(\xi)}$, is
large:

\[ M_k \sim \mathcal{N} \left( 0, \frac{E_{rp}^{(k)}}{N_h} \right), \quad (4.10) \]

where \( E_{rp}^{(k)} \) is the energy of a received pulse from user \( k \).

Then, we can express, using (4.2) and (4.3), the SINR of the system for user \( \xi \) as

\[ \text{SINR} \approx \frac{N_s^{(\xi)} E_{rp}^{(\xi)}}{\sigma_n^2 + \frac{1}{N_u} \sum_{k=1}^{N_u} E_{rp}^{(k)}}, \quad (4.11) \]

from which the value of \( N_s^{(\xi)} \) can be obtained as

\[ N_s^{(\xi)} = \left[ \frac{\text{SINR} E_{rp}^{(\xi)}}{E_{rp}^{(\xi)} \left( \sigma_n^2 + \frac{1}{N_h} \sum_{k=1}^{N_u} E_{rp}^{(k)} \right)} \right]. \quad (4.12) \]

In other words, by setting the value of \( N_s^{(\xi)} \) according to (4.12), we transmit just enough number of pulses per symbol to meet the BER requirement. This is contrary to conventional systems, where the worst case parameters are used for all users, hence a lower overall data rate is obtained. Note that all the users transmit with the same power over a block, however, for a given transmit power, the bit rate will depend on the link quality.
4.4.2 Case 2: Fixed Throughput

Now consider the case where a fixed throughput is to be assigned to all users. Hence, we consider a common symbol time and BER in this scenario. In other words, the total processing gain defined by \( N_c = N_s^{(k)} N_h^{(k)} \) is constant in this case (see Fig. 4.3b, where \((N_s^{(1)}, N_h^{(1)}) = (3, 4), (N_s^{(2)}, N_h^{(2)}) = (4, 3), \) and \((N_s^{(3)}, N_h^{(3)}) = (6, 2))\). Therefore, we can change the number of pulses per symbol and the frame duration as long as their multiplication is fixed. In this case, we employ the following lemma to approximate the MAI from user \( k \):

\textit{Lemma 1}: In a chip-synchronous scenario, the distribution of the MAI from user \( k \) converges to the following Gaussian random variable

\[
M_k \sim \mathcal{N} \left( 0, \frac{E_{\text{erp}}^{(k)}}{N_h^{(k)}} \right),
\]

as \( \min\{N_s^{(\ell)}, N_s^{(k)}\} \rightarrow \infty \).

\textit{Proof}: See Appendix of [16].

In other words, for large values of \( N_s^{(\ell)} \) and \( N_s^{(k)} \), the MAI from user \( k \) converges to a zero mean Gaussian random variable.

From (4.13), the total MAI can be approximated as

\[
M \sim \mathcal{N} \left( 0, \sum_{k=1, k \neq \xi}^{N_s} \frac{E_{\text{erp}}^{(k)}}{N_h^{(k)}} \right).
\]

Then, the SINR of the system can be obtained as

\[
\text{SINR} = \frac{N_s^{(\xi)} E_{\text{erp}}^{(\xi)}}{\sigma_n^2 + \sum_{k=1}^{N_s} \frac{E_{\text{erp}}^{(k)}}{N_h^{(k)}}},
\]

which can be expressed as

\[
\text{SINR} = \frac{E_{\text{erp}}^{(\xi)}}{\sigma_n^2 + \frac{1}{N_s} \sum_{k=1}^{N_s} E_{\text{erp}}^{(k)}},
\]

by the defining the received symbol energy of the \( k \)th user by \( E_{\text{erp}}^{(k)} = N_s^{(k)} E_{\text{erp}}^{(k)} \) for \( k = 1, \ldots, N_u \).
When we assign the same SINR values to all the users, they have the same BER, hence the same throughput since they have the same symbol time. Hence, from (4.16), we see that we can choose the same received symbol energy to achieve the same BER for all users. Denoting that common energy by $E_{rs}$, we obtain from (4.16) that

$$E_{rs} = \frac{\sigma^2_n \text{SINR}}{1 - \left( \frac{N_s - 1}{N_c} \right) \text{SINR}} .$$

(4.17)

In other words, for a desired SINR value, we can calculate the required received symbol energy of the users. Since the symbol energy is the multiplication of the number of pulses per symbol and the pulse energy, the received symbol energy can be expressed as

$$E_{rs} = E_{ts}^{(k)} \frac{\alpha_k}{d_k^n} = N_s^{(k)} E_{tp}^{(k)} \frac{\alpha_k}{d_k^n} .$$

(4.18)

Therefore, the users can use different number of pulses per symbol and/or different pulse energy depending on the channel state and their location. In a practical setting, the cluster head can calculate the SINR for each of the users and feedback them how to scale their symbol energy in order to achieve the desired SINR. Note that when a user is very far away from the cluster head or its channel is in a deep fade, the transmitted symbol energy needs to be increased considerably, which might violate the FCC’s regulations [117]. Therefore, multi-hopping might be necessary in some cases.

The received signal energy in (4.18) implies that given the fading coefficient and distance of user $k$, the energy can be set by changing $N_s^{(k)}$ and/or $E_{tp}^{(k)}$. In other words, there is a flexibility in adjusting the symbol energy. Note that this is different from the reserved bandwidth (RB) case in [113], since $N_s^{(k)}$ and $N_h^{(k)}$ are both variable (their multiplication is constant) in our case. In [113], the RB case assumes $N_s^{(k)}$ is fixed (implying that $N_h^{(k)}$ is fixed as the data rate is fixed), and therefore the adaptation is acquired by only scaling $E_{tp}^{(k)}$.

Even though there is a flexibility in adjusting the received power, there are a few issues to consider when setting the symbol energy. First, the FCC’s restriction on the peak-to-average signal ratio can restrict the use of very small $N_s^{(k)}$ values. Secondly, the inter-frame interference (IFI) can be an issue in a multipath environment when choosing the number of frames per symbol, where choosing larger frames reduces the effects of the IFI.
4.5 Extension to Multipath Channels

Due to extremely short duration pulses employed, it is likely to observe individual multipath components (even though not being very dispersive) even in low-power and very short-range communications in densely deployed sensor networks. Longer-range communications may yield much severe and dispersive channel impulse responses, where the maximum excess delay of the channel may be on the order of hundreds of nanoseconds. Therefore, it becomes very crucial to consider the effects of multipath, since it has significant effect on the performance. Consider transmission over frequency selective channels, where the channel for user $k$ is modeled as

$$
\hat{h}^{(k)}(t) = \sum_{i=1}^{L} a_i^{(k)} \delta(t - (l-1)T_c - \tau_k) ,
$$

(4.19)

where $a_i^{(k)}$ and $\tau_k$ are the fading coefficient of the $i$th path and the delay of user $k$, respectively, and $L$ is the total number of received taps. We assume $\tau_1 = 0$, and $\sum_{i=1}^{L} |a_i^{(k)}|^2 = 1$ without loss of generality.

From (2.1) and (4.19), the received signal can be expressed as

$$
r(t) = \sum_{k=1}^{N_u} \sum_{j=-\infty}^{\infty} a_j^{(k)} b_{[j/N]}^{(k)} u^{(k)} \left( t - jT_f - c_j^{(k)}T_c - \tau_k \right) + \sigma_n n(t) ,
$$

(4.20)

where

$$
u^{(k)}(t) = \sum_{i=1}^{L} a_i^{(k)} \omega_{r,x} \left( t - (l-1)T_c \right) ,
$$

(4.21)

Consider a RAKE receiver for the $\xi$th user, which has the following template signal for the 0th information bit:

$$
s_{\xi \text{temp}}^{(k)}(t) = \frac{1}{\sqrt{N_u^{(\xi)}}} \sum_{j=0}^{N_u^{(\xi)}-1} a_j^{(\xi)} v(t - jT_f^{(\xi)} - c_j^{(\xi)}T_c) ,
$$

(4.22)

where

$$
v(t) = \sum_{i=1}^{L} \beta_i \omega_{r,x} \left( t - (l-1)T_c \right) ,
$$

(4.23)

\footnote{This section was mostly contributed by Sinan Gezici, and is included here for completeness.}
with $\beta = [\beta_1, ..., \beta_L]$ being the RAKE combining weights. As considered in [118], the template signal given by (4.22) and (4.23) can represent different multipath diversity combining schemes by appropriate choices of the weighting vector $\beta$.

From (4.20)-(4.23), the output of the Rake receiver can be expressed as follows:

$$Y = \int r(t)s_{\text{temp}}^{(e)}(t)dt = b^{(e)}_0 \sqrt{N_r^{(e)}} E_{\text{rp}}^{(e)} \sum_{i=1}^{L} \alpha_i^{(e)} \beta_i + M + N,$$

(4.24)

where the first term is the desired signal part, $M$ is the MAI from other users and $N$ is the output noise, which is approximately distributed as $N \sim N \left(0, \sigma_n^2 \sum_{i=1}^{L} \beta_i^2 \right)$ for large $N_r^{(e)}$ [118]. We assume $N_r^{(e)} \gg (L - 1)$ so that the IFI and the inter-symbol interference (ISI) are negligible [119].

The MAI term in (4.24) can be expressed as in (4.3); that is, as the sum of MAI terms from other users.

For the fixed frame duration case, the result in [118] can be directly applied to this case by observing that the polarity codes make the distribution of the MAI terms independent of the information bits. In this case, we obtain

$$M_k \sim N \left(0, \frac{E_{\text{rp}}^{(k)}}{N_h^{(k)}} \left[ \sum_{j=1}^{L} \left( \sum_{i=1}^{j} \beta_i \alpha_{i+j}^{(k)} \right)^2 + \sum_{j=1}^{L-1} \left( \sum_{i=1}^{j} \alpha_{i+j}^{(k)} \beta_{i+j} \right)^2 \right] \right),$$

(4.25)

for large $N_r^{(e)}$ [118].

For the fixed symbol interval case, we have the following result:

Lemma 2: In a chip-synchronous scenario, the distribution of the MAI from user $k$ converges to the following Gaussian random variable

$$M_k \sim N \left(0, \frac{E_{\text{rp}}^{(k)}}{N_h^{(k)}} \left[ \sum_{j=1}^{L} \left( \sum_{i=1}^{j} \beta_i \alpha_{i+j}^{(k)} \right)^2 + \sum_{j=1}^{L-1} \left( \sum_{i=1}^{j} \alpha_{i+j}^{(k)} \beta_{i+j} \right)^2 \right] \right),$$

(4.26)

as $\min \{N_r^{(e)}, N_h^{(k)} \} \to \infty$.

Proof: See Appendix of [16].

From (4.25) and (4.26), it is observed that the MAI from an interfering user converges, as $N_r^{(e)}$ and $N_h^{(k)}$ go to infinity, to Gaussian random variables with zero mean, similar to the ones in (4.10) and (4.13), with the only difference being scaling factors to the variance terms, which purely depend on the multipath channel of the interfering user and the finger assignment of the RAKE receiver. In
other words, the same dependence on the received pulse energy and the processing gain parameters
\((N_s \text{ and } N_h)\) is preserved as in the AWGN case.

4.6 Validity of Gaussian Approximation

In the previous sections, Gaussian approximations were used to model the multiuser interference
in an asynchronous environment. In this section, the dependence of the accuracy of Gaussian
approximation on the multiple access parameters is analyzed using the KL distance [120]. Moreover,
the accuracy of the Gaussian approximation is evaluated for different SNR values.

4.6.1 KL Distance Between the Approximate and Actual MAI Distributions

Consider the equations (4.10) and (4.13) for case 1 and case 2, respectively, where the interfer-
ence from a second user was approximated using a Gaussian distribution with its variance depending
on the parameters \(N_s^{[1]} , \ N_h^{[1]} , \) and \(E_{rp}^{[1]} \ (N_h^{[1]} \) is constant for case 1). In order to see how well
the approximation captures the actual interference probability density function (PDF), the theoretical
Gaussian PDF and the MAI PDF obtained from simulations can be compared for different ranges
of multiple access parameters. The KL distance (or relative entropy) is commonly used to char-
acterize the similarity between two distributions. Let \(f_{th \text{eo}}^{[1],N_h} \) denote the PDF of the interfer-
ence corresponding to a set of parameters \(N_s^{[1]}, N_h \); and let \(f_{\text{sim}}^{[1],N_h} \) denote the PDF of the interfer-
ence generated using simulations and corresponding to the same set of parameters. Then, the KL
distance between two distributions is given by

\[
K \left( f_{th \text{eo}}^{[1],N_h} \ || f_{\text{sim}}^{[1],N_h} \right) = \sum_{i=-\infty}^{\infty} f_{th \text{eo}}^{[1],N_h}(i) \times \ln \frac{f_{th \text{eo}}^{[1],N_h}(i)}{f_{\text{sim}}^{[1],N_h}(i)} .
\]  

The larger the KL distance, the less would be the similarity between the two PDFs. As the KL
distance metric is not symmetric, the average of the two KL distances (i.e. \( K(f_{th \text{eo}} || f_{\text{sim}}) \) and
\( K(f_{\text{sim}} || f_{th \text{eo}}) \)) is used in this chapter to evaluate the similarity between the two distributions.

Note that while the interference distribution lies between \((-\sqrt{E_{rp}^{[1]} N_s^{[1]}}, \sqrt{E_{rp}^{[1]} N_s^{[1]}})\), the sup-
port of the theoretical Gaussian distribution is \((-\infty, \infty)\). Analyzing (4.27) under this fact implies
that KL distance may converge to infinity if not properly treated. Therefore, as an approximation,
we truncate the theoretical Gaussian distribution to lie within the support of the interference dis-
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Figure 4.4 KL distances for case-1 with respect to $N_s^{(k)}$ and $N_h^{(k)}$. Only two users with equal power are considered.

distribution, and the area under the (omitted) tails of the Gaussian distribution are included as delta functions at the edges of the truncated Gaussian distribution.

In Fig. 4.4, simulation results for case 1 are presented for various values of frame durations and processing gains. Two users with equal power levels are considered, and the KL distances are computed for different values of $N_s^{(k)}$ and $N_h^{(k)}$. It is observed that the MAI converges to a Gaussian distribution for larger values of $N_s^{(k)}$, and for smaller values of $N_h^{(k)}$ (2.107 bits are used in simulations). Similar simulations are repeated for case 2, where similar results are observed.

4.6.2 BER Performances Using the GA and the Actual MAI Distribution

Even though the KL distance characterizes the accuracy of Gaussian approximation for different set of parameters (relative to another set of parameters), how much this will affect the BER is also dependent on SNR. For example, if the noise variance is large, inaccuracy of the Gaussian approximation may not yield significant deviations from the actual BER. On the other hand, BER
Figure 4.5 Comparison of theoretical and simulation BERs for case I. Only two users with equal power are considered ($N_h = 10$).

of the systems operating at high SNR environments may be very sensitive against inaccuracies in the Gaussian approximation.

In Fig. 4.5, the BER vs. SNR curves for case I and for different multiple access parameters are presented, which are obtained using the simulations and the Gaussian approximation. It is observed that the larger values of $N_s$ increases the accuracy of Gaussian approximation. It is also seen that as the SNR increases, the deviation between the BERs obtained using the Gaussian approximation and the simulations increases. The theoretical and simulation BER results for four users were also presented for comparison purposes, where it can be observed that Gaussian approximation provides a tighter bound.

4.7 Simulation Results

Computer simulations are performed to demonstrate the improvements in the data rate and reductions in power consumption for synchronous and asynchronous scenarios. Only a single cluster of a WSN is considered in the simulations, and 100 sensor nodes are randomly distributed over a $25 \times 25$ meters field. The results can also be generalized for multiple clusters, where sensor nodes
in each cluster communicate adaptively with the cluster head, and the cluster heads (which form another upper-level cluster within themselves) communicate adaptively with the sink. Corresponding to a BER of $10^{-4}$ for BPSK modulation, SNR = 8.39dB is targeted. The path loss exponent is taken to be $n = 2.4$, the pulse width is set to $T_c = 0.3\text{ns}$, and the chip synchronous case is considered in all scenarios. It is assumed that the transmitted pulse occupies the whole 7.5GHz of bandwidth in between 3.1GHz – 10.6GHz. Since the FCC mask allows a maximum transmission power of $-41\text{dBm/MHz}$ within this frequency range, the maximum transmit energy per second can be calculated to be 0.562mW. This is the maximum power that any sensor can transmit within the limits of FCC regulations, which might restrict the selection of optimum $N_h$ and $N_s$ even if SINR is appropriate.

For synchronous communications, the data rate improvement with respect to the number of users is evaluated when optimum $N_u^{(k)}$ is used to construct orthogonal sequences for each user (equations (4.6) and (4.7)), and it is averaged over 100 realizations of the sensor distributions. The noise variance is taken to be 20dB weaker than the energy per transmitted pulse. Two schemes are
analyzed: the conventional approach, where the worst case processing gain is used for all the users;
and the adaptive approach, where just enough processing gain is assigned to each user. Results in
the first part of Fig. 4.6 show that the average data rate for the synchronous communications with
the proposed method is at least twice that of the conventional approach. Note that Fig. 4.6 does
not demonstrate the gains obtained due to deaths and mobilities of the sensors, which are exploited
periodically to update the codes and increase the data rate. Furthermore, a straightforward analysis
can be repeated to demonstrate the additional savings in power consumption due to the decrease in
the average processing gain used per symbol.

For asynchronous communications, case 1 and case 2 are analyzed separately. For case 1, the
Gaussian approximation is used to evaluate the data rates for conventional and proposed methods
in an MAI-limited environment. The simulation results in the second part of Fig. 4.6 imply that
increasing the number of sensors does not affect the data rate significantly as much as it affects the
synchronous communications. This is because a fixed frame duration is used for different number
of users, and the number of pulses per symbol is the only term that determines the data rate. In
the conventional method, the data rate is lower-bounded by the data rate of the furthest away user,
which does not change significantly with the number of users. For adaptive implementation, since
fewer pulses are used for closer sensors, and higher aggregate data rates are achieved.

Simulation results for case 2 are presented in Figs. 4.7 and 4.8, where the data rates are identical
for all the users: $(N_c T_c)^{-1} = (10^4 \times 0.3 \times 10^{-9})^{-1} = 33$kbps. Continuous transmission of all
the sensors, and very low initial battery energy assignments (1mJ) for each node are assumed for
simulation purposes. The parameters are updated after each round of 300µsec to adapt to the
Rayleigh fading channel and possibly changed distances, and the energy consumption in $5 \times 10^4$
rounds is analyzed. Simulation results indicate substantial gains in network lifetime when using
adaptive assignment of processing gain (PG)$^2$. Also, the effects of mobility of the cluster head (CH)
is analyzed, which may be considered, for example, for rescue-robot applications where the robot
acts as a cluster head to communicate with various sensors, and although the power consumption
of the robot is not very crucial, we would like to maximize the network lifetime of the sensors.
It is observed in Figs. 4.7 and 4.8 that if the cluster head randomly moves in the network, the
network lifetime shortens seriously. On the other hand, the movement of the cluster head after each
round to an optimal location (which is the expected value of the locations of the alive sensor nodes,

---

$^2$Adaptive PG implies adaptation of $N_c$ based on the distance between the transmitter and the receiver, while
fixed PG implies fixed $N_c$ regardless of the distance.
Figure 4.7 Remaining aggregate energy in the network with respect to time.

Figure 4.8 Number of alive nodes in the network with respect to time.
i.e. $E[x_s, y_s]$, where $(x_s, y_s)$ are the coordinates of each sensor node) slightly increases the network lifetime compared to the case when the cluster head is motionless and located at the center of the network.

4.8 Conclusion

In this chapter, adaptation of multiple access parameters in cluster based UWB-IR WSNs has been analyzed for both synchronous and asynchronous communications systems. For synchronous communications, an orthogonal sequence construction scheme has been presented, which assigns variable processing gains to the sensors, and acquires the desired BER requirement at each sensor. For asynchronous communications systems, a Gaussian approximation method has been employed to adapt the transmission powers and the processing gains of the sensors, and a mathematical framework has been developed for the analysis of MAI when the users employ different numbers of pulses per symbol and different frame durations. The main contribution of the chapter is on the analysis of variable frame duration case, both in AWGN and in multipath channels. Also, the accuracy of the Gaussian approximation has been investigated and quantified using the KL distance based on the parameters $(N_s, N_h)$ in a way not addressed in the literature before. It has been shown to be accurate for populated networks with large $N_s$, small $N_h$, and low SNR values. Simulation results outline the potential improvements in power savings and/or throughput using adaptive system design based on the two parameters.

Many of the analysis discussed in the chapter can also be extended to other centralized architectures (not necessarily cluster-based) that employ UWB signals, where a central node controls the assignment of TH codes to the other nodes. The main motivation behind considering UWB systems for WSNs is due to its uniquely fitting characteristics, including low-complexity transceiver circuitry, low-power transmission, and flexible bandwidth allocation.
CHAPTER 5
CHANNEL ESTIMATION FOR IR-UWB UNDER MULTIPLE ACCESS INTERFERENCE

5.1 Introduction

Accurate estimation of the channel is essential for successful detection of the transmitted symbols in UWB communication systems. However, accurate channel estimation is a difficult task in realistic multipath and multiple access environments.

Sampling the received signals at Nyquist rate gives enormous signal processing capabilities at the receiver for channel estimation. However, due to extremely short duration of pulses, Nyquist rate sampling of UWB signals is not practical. Instead, the signal can be sampled after analog front-end processing (such as analog filtering and correlation). Symbol-spaced, frame-spaced, and chip-spaced sampling are some possible sampling options. Symbol-spaced sampling of the received signal allows estimation of the channel based on white-noise assumption over all the pulses (all pulses are equivalently affected). However, often, multiuser UWB systems can be impaired by multi-access and multipath interference that only affects certain pulses. Frame-spaced sampling allows to estimate the noise variance over each pulse position, and discard heavily corrupted pulses before the channel estimation. Further increasing the sampling rate (e.g. chip-spaced channel estimation) allows implementation of all-Rake (ARake) receivers by only using a single analog correlator.

5.1.1 Prior Art on UWB Channel Estimation

Maximum likelihood (ML) data aided and non-data aided channel estimation techniques for UWB systems were considered in [121] in the presence of white noise to find both the delays and fading coefficients of the multipath components. Other ML based channel estimators were presented in [94, 122], and Cramer-Rao Lower Bounds (CRLB) for ML channel estimation in UWB systems were derived in [123]. Optimization of pilot symbol assisted modulation (PSAM) type of channel estimation was discussed in [124], iterative UWB channel estimation techniques were proposed
in [125]-[127], frequency-domain channel estimation schemes were considered in [128]-[130], and a space alternating expectation maximization (SAGE) algorithm was used towards UWB channel estimation in [131].

The computational complexities of the above techniques (especially ML based channel estimators) are usually high, especially if Nyquist rate sampling rates are required (e.g. [121, 94]). Some lower complexity UWB channel estimation techniques include semi-blind algorithms [132], subspace-based techniques [133], power of R (with R denoting the data covariance matrix) algorithm [134], blind algorithms using cyclostationarity of the UWB signaling with PPM [135], channel estimators with lower sampling rate requirements (ML channel estimator using swept sampling [136] and orthogonal sinusoidal correlation receiver (OSCR) based channel estimator [137]), and other non-training based algorithms [138]-[140]. A clustered low-complexity channel estimation technique was presented in [141], which uses a 2-stage approach. The first step estimates the nominal location and dispersion of a cluster (using ML or LS based techniques), and a second step concentrates around the estimated nominal parameters to reduce the complexity.

Mitigation of multiuser interference effects prior to channel estimation is also an important issue which was not investigated in detail in the literature. Chip discrimination [142] and blinking receiver [143] were proposed to improve the symbol detection performance when the noise is not white simply by discarding the strongly corrupted pulses. However, this requires the knowledge of either the signal to noise ratio (SNR) estimate on each pulse position of the desired user, or the time hopping (TH) sequences and delays of the other active users.

5.1.2 Work Done

Analysis and evaluation of UWB channel estimation schemes for different sampling rates have not been performed to the best knowledge of the authors. In this chapter, training based UWB channel estimation is analyzed for symbol spaced sampling, and a semi-blind approach is proposed to improve the spectral efficiency. For frame-spaced sampling, we propose a pulse-discarding receiver prior to the channel estimation (as opposed to previous pulse discarding receivers that require channel information). Also, a chip-spaced channel estimator is presented, which enables low-complexity collection of the available energy in various multipath components. Before all, prior art on UWB channel estimation will be briefly reviewed. Some of the notations used in the chapter are as follows:
the Binomial and Gaussian distributions are represented with $B$ and $N$, respectively, $\delta_D(.)$ denotes the Dirac delta function, and $(.)^T$ is the transpose of a matrix/vector.

5.2 System Model

Consider a modification of the multiuser received signal model in (2.1) as follows to account the multipath effects

\[
r(t) = \sum_{k=1}^{N_u} \sum_{l=1}^{L_h} \gamma_{kl} r_t^{(k)}(t - \tau_{kl}) ,
\]

where $r_t^{(k)}(t)$ represents the signal from the $l$th multipath component of the $k$th user, $\gamma_{kl}$, $\tau_{kl}$ are the fading coefficients and delays of the $l$th multipath component of the $k$th user, respectively, and the channel impulse response (CIR) of the $k$th user can be represented as

\[
h_k(t) = \sum_{l=1}^{L_h} \gamma_{kl} \delta_D(t - \tau_{kl}) , \quad \sum_{l=1}^{L_h} |\gamma_{kl}|^2 = 1 \text{ for all } k .
\]

Also let (5.1) be observed over a block of $N$ symbols where the channel is assumed stationary ($n$ denotes the symbol index); for notational simplicity, we use $E_k$ for the received symbol energy of the $k$th user, and $b_{kn}$ for the $n$th bit of the $k$th user. Block, symbol, frame, and chip notations in a TH-UWB-IR system are summarized in Fig. 5.1, where it is also shown that multiple access
interference only affects certain pulses of the desired user. Note that the interfering user’s pulses do not need to be chip aligned with the desired user’s pulses, and the channels ($\tau_k$ and $\gamma_k$) of all users are assumed constant and independent at each block.

After the matched filter, the continuous signal in (5.1) can be sampled at symbol-spaced, frame-spaced, and chip-spaced rates (determined by the sampling rate $s$ in Fig. 4.1, where channel estimation and symbol detection are achieved in ‘Signal Processing’ block). Consider initially a \textit{frame-spaced sampled} signal over $N$ symbols, where the correlator consists of unit-energy pulses matched to the received pulse shape. Assuming the desired user is the first user without loss of generality, we have

\[
Y_N^{(l)} = S^{(l)}D_N + Z_N ,
\]

where $Y_N^{(l)}$ is an $N_s \times N$ matrix of (frame-spaced) matched filter outputs (matched to desired user’s signal) of the $l$th tap, $Z_N$ is an $N_s \times N$ noise matrix with each element distributed with $\mathcal{N}(0, \frac{N_s}{2})$, $D_N$ is a $N_u \times N$ data matrix of bits $b_{kn}$, and $S^{(l)}$ is an $N_u \times N_u$ matrix where the elements $s_{jk}$ characterizes the correlation of interfering users with the $l$th tap of user of interest. With desired user being the first user, we have $s_{j1} = \sqrt{\frac{E_s}{N_s}} \gamma_{1l}$, and (for $k \neq 1$)

\[
s_{jk} = \begin{cases} 
0 & \text{, jth pulse non-corrupted} \\
\sqrt{\frac{E_s}{N_s}} \tilde{b}_k \tilde{\gamma}_k R_{kj} & \text{, jth pulse corrupted by user } k
\end{cases}
\]

where $R_{kj}$ identifies the correlation of the $j$th pulse of the desired user’s template, and the $k$th user’s pulse that interferes with the $j$th pulse of the template. Interfering bit and corresponding fading coefficient for the $k$th user are denoted by $\tilde{b}_k$ and $\tilde{\gamma}_k$, respectively. Note that neither the delays nor the fading amplitudes of the interferer pulses are known to the desired user’s receiver in practice. For analytical purposes, consider a chip synchronous scenario, where we have

\[
P_{s_{jk}}(x) = P_{\text{nohit}} \delta_D(x) + 0.5P_{\text{hit}} \delta_D(x - \sqrt{\frac{E_s}{N_s}}) + 0.5P_{\text{hit}} \delta_D(x + \sqrt{\frac{E_s}{N_s}}) ,
\]

and

\[
P_{\text{nohit}} = 1 - \frac{1}{N_h},\ P_{\text{hit}} = 1 - P_{\text{nohit}} .
\]
The mathematical model for symbol-spaced sampling can be easily obtained from (5.3) as

$$ y_N^{(l)} = 1_N y_N^{(l)} , \quad (5.7) $$

where $y_N^{(l)}$ is an $1 \times N$ vector of symbol-spaced samples for the $l$th tap, and $1_N$ is an $1 \times N_s$ vector of ones.

In order to represent chip-spaced samples, we will transform each codeword entry $c_j^{(k)}$ into a vector $\tilde{c}_j^{(k)}$, where $\tilde{c}_j^{(k)}$ is a zero vector of $1 \times N_h$, with only the entry $c_j^{(k)}$ being 1. Also denote $C^{(k)} = [\tilde{c}_1^{(k)} \; \tilde{c}_2^{(k)} \; \ldots \; \tilde{c}_{N_s}^{(k)} \; 0 \; 0 \; \ldots \; 0]$ to be a vector of length $1 \times N_h N_s + L - 1$, where $L - 1$ zeros are concatenated to incorporate a chip-spaced channel of length $L$. Furthermore, let $C_l^{(k)}$ represent $C^{(k)}$ circularly-shifted by $l - 1$ in the positive direction, $\tilde{C}^{(k)} = [(C_0^{(k)})^T \; (C_1^{(k)})^T \; \ldots \; (C_{L-1}^{(k)})^T]$ denote a codeword matrix of size $N_c \times L$ (where $N_c = N_h N_s + L - 1$), and $h_k = [\gamma_1 \; \gamma_2 \; \ldots \; \gamma_k \; L]$ denote the chip-spaced hypothesized channel model. Then, the chip-spaced received signal model is given by (assuming first-user w.l.o.g.)

$$ \tilde{Y}_N = \tilde{C}^{(1)} h b_N^{(1)} + \tilde{Z}_N , \quad (5.8) $$

where $\tilde{Y}_N$ and $\tilde{Z}_N$ are $N_c \times N$ chip-spaced signal and noise matrices (note that noise samples have the same statistics as in $Z_N$, and MAI can be also further folded into noise), respectively, and $b_N^{(l)}$ is an $1 \times N$ vector of bits for the desired user.

### 5.3 Channel Estimation

Channel estimation in UWB systems is the task of estimating timing ($\tau_l$), fading coefficient ($\gamma_l$), and pulse shape ($\omega_l$) of each individual multipath component $l$ that will be used in the detection process. In this chapter, we assume perfect knowledge of the path delays and pulse shapes (except for the chip-spaced sampling, where a chip-spaced CIR is hypothesized), and try to estimate the fading coefficients from the matched filter outputs. Accurate estimation of fading coefficients is especially crucial for accurate detection of symbols in (coherent) binary/M-ary pulse amplitude modulation schemes, for selective Rake ($SRake$) receivers to order the taps, and for maximum ratio combining (MRC) of the channel taps for the purpose of maximizing the SNR.
5.3.1 Symbol-Spaced Channel Estimation

Symbol-spaced channel estimation can be achieved by transmission of training (non-data) bits which are known both to transmitter and receiver. In a multiuser environment, interference from other users can severely degrade the channel estimation. Even if the interference is only over a single pulse, this can degrade the channel estimation and yield large mean square error (MSE) if the interferer’s power is dominant with respect to the processing gain of the desired user. Let $N_T$ denote the number of training symbols transmitted; then, the channel estimate for the desired user is given as

$$
\hat{\gamma}_{lt}^{(tr)} = \frac{1}{\sqrt{E_1/N_s N_T N_s}} 1_{N_s} Y_{N_T}^{(l)} (b_{N_T}^{(1)})^T ,
$$

(5.9)

where $\hat{\gamma}_{lt}^{(tr)}$ and $b_{N_T}^{(1)}$ are the training-based channel estimate of the $l$th tap, and $1 \times N_T$ vector of training bits of the desired user, respectively (where the data to training ratio is given by $\frac{N_s}{N_T}$).

Note that multiple channel estimates for different $l$ can be achieved for Rake reception, which can be implemented by using multiple sets of training symbols with different offsets (still using symbol-spaced sampling). Inserting (5.3) into above yields

$$
\hat{\gamma}_{ll}^{(tr)} = \frac{1}{\sqrt{E_1/N_s N_T N_s}} 1_{N_s} S^{(l)} \tilde{D}^T + \tilde{z} ,
$$

(5.10)

where $\tilde{D} = [N_T \ d_2 \ d_3 \ \cdots \ d_{N_s}]$ is an $1 \times N_u$ vector, $d_k = 2\bar{d} - N_T$, $\bar{d} \sim \mathcal{B}(N_T, 0.5)$, and $\tilde{z}$ denotes the noise after the channel estimator. Upon further processing, we obtain

$$
\hat{\gamma}_{ll}^{(tr)} = \gamma_{ll} + \tilde{m} + \tilde{z} ,
$$

(5.11)

where $\tilde{m}$ is the multiple access interference (MAI), and is given by

$$
\tilde{m} = \frac{1}{\sqrt{E_1/N_s N_T N_s}} \sum_{j=1}^{N_s} \sum_{k=2}^{N_s} s_{jk} d_k .
$$

(5.12)

From central limit theorem, for large $N_s$ and $N_u$, $\tilde{m}$ approaches a Gaussian distribution, and the corresponding MSE can be calculated.
The training based channel estimation discussed above does not exploit the information in the data bits. By processing the data bits, the data-to-training symbol ratio can be improved considerably, increasing the spectral efficiency. In this chapter, we propose to estimate the amplitudes of each fading coefficient from solely the data symbols, and estimate the phase by transmitting few training symbols. For M-ary modulation schemes, expectation maximization (EM) algorithm can be used to estimate the cluster centers, from which phase can be easily estimated. For BPSK modulation considered in this chapter, due to the complexity of EM algorithm, we propose to use a simple absolute value-based (AVB) algorithm to estimate the amplitudes of the fading coefficients, followed by the polarity estimation. The channel estimate after the first step is calculated as

\[ \hat{\gamma}^{(avb)}_{1l} = \pm \frac{1}{\sqrt{E_1/N_s N_s}} |1_N Y^l_N^T|1_N^T , \]  

(5.13)

where \( \hat{\gamma}^{(avb)}_{1l} \) denotes the channel estimate of the 1th tap of desired user with \( e^{\pm j\pi} \) phase ambiguity. The phase can then be resolved by transmission of few training symbols, and the channel estimate is given by

\[ \hat{\gamma}^{(avb)}_{1l} = \text{argmin}_{\hat{\gamma}^{(tr)}_{1l}} \left| \hat{\gamma}^{(avb)}_{1l} - \hat{\gamma}^{(tr)}_{1l} \right| , \]  

(5.14)

where \( \hat{\gamma}^{(tr)}_{1l} \) is the channel estimate using few training bits (solely for phase estimation purposes). Using simple probability theory techniques, and when the phase is exactly known, the eventual distribution of AVB channel estimate can be easily calculated as

\[ P_{\hat{\gamma}^{(avb)}_{1l}}(x | x > 0) = \frac{1}{\sqrt{2\pi \sigma_x^2}} \left( e^{-\frac{(x-\bar{x})^2}{2\sigma_x^2}} + e^{-\frac{(x-\bar{x})^2}{2\sigma_x^2}} \right) , \]  

(5.15)

and \( P_{\hat{\gamma}^{(avb)}_{1l}}(x | x < 0) = 0 \). Note that this approach will yield a better MSE than training based channel estimation if the perfect phase knowledge is assumed. After incorporating the phase estimation error, final channel estimate is given by

\[ \hat{\gamma}^{(avb)}_{1l} = E\left[ \hat{\gamma}^{(avb)}_{1l} P_{\hat{\gamma}^{(avb)}_{1l}}(x > 0) - E\left[ \hat{\gamma}^{(avb)}_{1l} \right] P_{\hat{\gamma}^{(avb)}_{1l}}(x < 0) \right] , \]  

(5.16)

from which the MSE can be evaluated.
5.3.2 Frame-Spaced Channel Estimation

In the previous section, it was assumed that we do not have high enough sampling rate to sample the received signal at frame rate, which limits the signal processing capability to improve the performance of our channel estimator. As discussed in the previous sections, interference from other users can severely degrade the channel estimation, as well as accurate detection of the transmitted symbols. If frame-spaced samples are available, they can be processed to implement low-complexity pulse discarding algorithms. Conventional pulse discarding methods proposed for enhanced detection of symbols in multuser scenarios assume either the perfect knowledge of the channel and set a pulse-discarding threshold after correlator that optimizes the BER [142], or, assume the perfect knowledge of the time hopping sequences to determine the corrupted pulses [143]. However, in practice, neither of these are available to the receiver, and channel estimation itself can be improved by discarding the pulses appropriately.

Note that special care needs to be taken when discarding the pulses, as they will be also used in the detection process. If a pulse is not corrupted significantly, it may be better not to discard it. Interference due to corrupted pulses from far users can be folded into Gaussian noise, which is a valid assumption for large $N_s$ [143]. However, for near user interference, some of the pulses can be significantly affected compared to others. Especially when the signal to interference ratio (SIR) is very low (which may be as small as $-40$ dB), this may severely prevent the detection of the transmitted bits. In this chapter, we propose a threshold based on the second order statistics of frame-spaced matched filter outputs (i.e. elements $y_{jn}$ of $Y^{(U)}_N$), which after evaluating over $N$ bits is given by

$$\Sigma_j = E[(b_n \gamma_{1t} + I_{jn} + z_{jn})^2] = (\gamma_{1t})^2 + E[I_{jn}^2] + \sigma_t^2, \quad (5.17)$$

and where $\Sigma_j = E[y_{jn}^2]$. The term $I_{jn}$ represents the total interference over $j$th pulse, which is the only frame-dependent component in the second order statistics. As in a well-designed UWB system, very few of the pulses will be corrupted, and $\Sigma_j$ will be similar for different pulse positions, except the ones that are significantly corrupted. We propose here a threshold that accounts the mean and minimal points of the histogram of $\Sigma_j$, which is given by

$$\xi = 2E[\Sigma_j] - \min(\Sigma_j), \quad (5.18)$$
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where the pulses with $\Sigma_j > \xi$ are discarded prior to channel estimation and symbol detection. Note that this is different than both [142, 143], as neither the channel estimates nor the TH sequences are known a priori. Note also that the threshold given above can be further optimized by optimizing the detection SNR; however, in here, we only consider the channel estimation aspects.

### 5.3.3 Chip-Spaced Channel Estimation

Symbol and frame spaced models in previous sections assume that the desired user is already synchronized to the particular taps, and we would like to estimate their fading coefficients for better reception. However, synchronization process itself can require higher sampling rates; for symbol/frame spaced sampling, multiple sampling devices can be used to lock into particular strong multipath components. When chip-spaced sampling is used, the receiver hypothesizes a multipath component at each chip-spaced sample, and using a single-correlator, the channel observed by the receiver can be estimated. Although the matched filtering is achieved in analog domain, different Rake reception schemes ($ARake$, $SRake$, $PRake$ etc.), and different combining schemes (MRC, EGC etc.) can be implemented in digital domain. Using the chip spaced model previously discussed, the least squares (LS) channel estimate is evaluated as

$$h_1 = \frac{1}{N_T} \left( (\hat{C}^{(1)})^T \hat{C}^{(1)} \right)^{-1} (\hat{C}^{(1)})^T \mathbf{Y}_{N_T} (b_{N_T}^{(1)})^T \right). \quad (5.19)$$

Note that the channel order $L$ is assumed to be known a priori to the receiver in order to construct the matrix $\hat{C}^{(1)}$. Also, the received signal energies are folded into channel estimates.

### 5.4 Simulation Results and Discussion

Computer simulations are performed to evaluate the performances of the channel estimation algorithms in single and multiuser scenarios and at different sampling rates. The frame duration, number of pulses per bit, block length, and number of users are set to $N_k = 5$, $N_s = 20$, $N = 40$, and $N_u = 5$, respectively. In Fig. 5.2, MSE of training based channel estimator (CE) with $N_T = 10$ training bits is compared with the AVB CE with $N_T = 10, 5, 3$ bits, where remaining bits in the block for all cases are used as data bits. The simulation results show that exploiting the information in the data bits considerably improves the performance for high SNR region. When the SNR is low, phase estimation error increases, and the performance of semi-blind channel estimator suffers.
Figure 5.2 Comparison of training based and AVB channel estimation algorithms.

Transferring more training bits at low SNR region is more preferable for semi-blind case, while on the other hand larger number of data bits yields a better channel estimator at high SNR region. Note that the information in the training bits can be also used to assist estimation of the channel amplitudes, which would yield a better MSE.

Performance improvement in frame-spaced channel estimation due to pulse discarding is demonstrated in Fig. 5.3. Single user and 10 user cases are evaluated. For 10 user case, 8 users have identical powers with the desired user, and two different cases where the last user’s received power is 10db and 20dB stronger than the desired user are considered, and results are averaged over $10^4$ trials, where at each trial the TH codes of users are randomly generated. It is observed that discarding the pulses slightly increases the MSE for the single user case. However, for multiple access channels, there are considerable gains, especially in the presence of a user that has significantly larger received signal power than the desired signal.

Finally, we have investigated what portion of the energy can be captured using chip spaced sampling. The channel models of [2] are used, where arrival times are Poisson distributed as in Fig. 5.4a. Each channel realization is sampled at chip-space of 0.8ns using a template of $N_s = 4$
pulses per symbol, and the energy in the channel observed by the receiver at chip-spaced sampling (Fig. 5.4b) is averaged over 500 channel realizations. Note that certain multipath components look larger in chip-spaced observed channel; this is due to two consecutive channel taps appearing very close to each other (smaller than chip duration) in actual channel realization. Also, the channel that the receiver observes depends on the bandwidth, and will change for different chip durations. The average energies captured by chip-spaced sampling, and that captured by the strongest multipath component are obtained as (0.324, 0.079) for CM1, (0.264, 0.071) for CM2, (0.296, 0.034) for CM3, and (0.299, 0.016) for CM4 (with respect to a normalized total available energy of 1). This implies that chip-spaced sampling can be effectively used to implement ARake reception with low complexity.
Figure 5.4 Channel realizations from CM1: a) Actual realization, b) Chip-spaced observed realization.
CHAPTER 6
A REVIEW ON MULTIUSER INTERFERENCE AVOIDANCE AND CANCELLATION FOR UWB SYSTEMS

6.1 Introduction

Multiple accessing is an essential part of UWB systems to accommodate many users within the same channel. Multiuser aspects of other wireless technologies such as direct sequence (DS) code division multiple access (CDMA) systems have been studied extensively in the past. However, a complete study on the multiple access capabilities of UWB-IR systems is required. Transmission of the signals around noise level and extremely dispersive nature of the received signals impose many challenges on practical implementation of multiuser UWB-IR systems. On the other hand, unique signaling of time hopping (TH) IR systems characterized by the processing gain and sparse pulsing enables efficient and low complexity multiuser transceiver designs (different than DS-CDMA techniques), and requires further research.

In this chapter, a comprehensive overview of multiple accessing, transmitter-side multiuser interference mitigation, and receiver-side multiuser interference cancellation techniques for IR-UWB systems will be presented. The chapter is organized as follows. First, the signaling and receiver sampling models (both uplink and downlink) for TH and DS IR-UWB systems are presented in Section 6.2.

Multiple access sequence design and multiuser interference are related issues. For example, by appropriately designing the multiple access sequences for each user, it is possible to reduce the multiuser interference to some extent. In Section 6.3, transmitter-side multiuser interference mitigation techniques in the literature for both synchronous and asynchronous communications are covered.

Although multiuser interference can be decreased to some extent at the transmitter side, usually, it cannot be totally prevented, and some receiver processing is required for interference cancellation. Almost all of the multiuser interference cancellation algorithms used in DS-CDMA systems can be
directly applied to IR-UWB; however, the signaling structure of IR-UWB can be exploited to design lower complexity and efficient multiuser receivers (see e.g. [142]-[146]). Section 6.4 is a discussion on some multiple access interference (MAI) cancellation issues related specifically to IR-UWB. The rest of the sections are reviews of different multiuser interference cancellation classes; Section 6.5 is on maximum likelihood (ML) multiuser receivers, Section 6.6 is on linear multiuser receivers, Section 6.7 is on subtractive/iterative multiuser receivers, Section 6.8 is on subspace techniques for MAI cancellation, and Section 6.9 is on other techniques that does not fall within the discussed categories. The various related references in the literature are classified and tabulated and some concluding remarks are presented in Section 6.10.

6.2 Sampled Signal Models for Time Hopping Impulse Radio

Time hopping is a popular multiple access option for IR applicable to both short and long range communications. An example for the signaling structure of TH-IR systems was depicted in Fig. 5.1 for three users employing BPSK modulation, where multipath effects are not shown. User-1 and user-2 are synchronized to each other and employ orthogonal sequences, while user-3 is fully asynchronous with the other two users, and causes interference. It is observed that two of the pulses of user-1 are corrupted by the pulses of user-3 (i.e. the number of hits between multiple access sequences of the two users is 2). This causes multiuser interference, and can be handled using appropriate receiver algorithms. Moreover, it is fair to assume that the statistics (i.e. the channels, corrupted pulses etc.) of the users are constant over a block of N symbols, which will be used to design unique interference cancellation techniques later in the chapter.

The multiuser received signal model for TH-IR-UWB was presented in (2.10). When the signal in (2.10) arrives at the receiver, sampling-rate carries significant importance for the capability of the receiver to optimally detect the desired user’s signal under interference. In below, we will present two different sampled-signal models which can be considered for different multiuser scenarios

- **Downlink scenario:** The receiver would like to demodulate only the desired user’s signal. Therefore, only the interference from the other users’ signals to the desired user’s signal is important; the system model does not have to capture the correlations between the signals of all the users, and capturing the interference from other users to desired user is sufficient.
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- **Uplink scenario:** The receiver (e.g., the base station) would like to jointly demodulate all the users’ signals. Therefore, the system model must capture the correlation between any pair of users.

Since only the desired user’s signal is detected in the first case, we will call it single user detection with interference cancellation (SUD/IC) in the sequel. On the other hand, all the users signals are jointly detected for the second case, which we will call multiuser detection (MUD).

### 6.2.1 Sampled Signal Model for Downlink (for SUD/IC)

With the assumption of perfect synchronism, frame-spaced samples provide sufficient statistics for the optimal detection of received signals of desired user [147]$^1$. Assuming that the receiver is already synchronized to one of the multipath components of the desired user, the correlator output can be sampled once per frame, yielding $N_s$ samples per symbol. Further stacking outputs of $N$ symbols in a matrix, we can represent the samples as follows

$$
Y = \begin{bmatrix}
y_{1,1} & y_{1,2} & \cdots & y_{1,N} \\
y_{2,1} & y_{2,2} & \cdots & y_{2,N} \\
\vdots & \vdots & \ddots & \vdots \\
y_{N_s,1} & \cdots & \cdots & y_{N_s,N}
\end{bmatrix}_{N_s \times N}
$$

(6.1)

In a multiuser environment, correlator output at a pulse position will also include the interference effects from the other users whose pulses collide with that particular pulse. Then, the correlations

---

$^1$However, generally, much higher sampling rates are required for synchronization and channel estimation purposes.
\[
\mathbf{Y} = \begin{bmatrix}
A_1^{1\gamma_1} & s_{1,1} & \cdots & s_{1,N_u} \\
A_1^{1\gamma_1} & s_{2,1} & \cdots & s_{2,N_u} \\
\vdots & \vdots & \ddots & \vdots \\
A_1^{1\gamma_1} & \cdots & \cdots & s_{N_s,N_u}
\end{bmatrix}
\begin{bmatrix}
d_{1,1} \\
d_{2,1} \\
\vdots \\
d_{N_s,1}
\end{bmatrix}
+ \frac{\mathbf{Z}}{N_s \times N}
\]

(6.4)

from other users can be expressed as

\[
\mathbf{S}^{(1)} = \begin{bmatrix}
A_1^{1\gamma_1} & s_{1,1} & \cdots & s_{1,N_u} \\
A_1^{1\gamma_1} & s_{2,1} & \cdots & s_{2,N_u} \\
\vdots & \vdots & \ddots & \vdots \\
A_1^{1\gamma_1} & \cdots & \cdots & s_{N_s,N_u}
\end{bmatrix}
\]

(6.2)

\[
s_{j,k} = \begin{cases} 
0, & \text{if } j\text{th pulse non-corrupted;} \\
A_j^{1\gamma_j} R_j^{(k)}, & \text{if } j\text{th pulse corrupted;} 
\end{cases}
\]

(6.3)

where \(R_j^{(k)}\) characterizes the interference from the \(k\)th user to the \(j\)th pulse of the desired user. Note that the above equation considers only the interference of the other users on the desired user, which was chosen to be user \(k = 1\) without loss of generality (we will use the same assumption throughout the chapter). Observing the correlator outputs over a block of \(N\) symbols yields the equation (6.4), where \(\mathbf{Z}\) is a noise matrix, and it is assumed the statistics of the users (hit locations, channels) does not change over the block.

The conventional receiver equally weights the \(N_s\) matched filter outputs per symbol to make bit decisions as follows

\[
\hat{b}^{(1)} = \text{sgn}(\mathbf{1}_{N_s} \mathbf{Y}) ,
\]

(6.5)

where \(\hat{b}\) is a \(N\) vector of estimated bits for user-1, and \(\text{sgn}(x) = x/|x|\) gives the sign of variable \(x\). More sophisticated approaches to process these statistics are possible for SUD/IC as will be discussed in the upcoming sections. These approaches typically require some \textit{a-priori} information about the correlation matrix \(\mathbf{S}\), which may be provided by a feedback message, or can be estimated blindly from the matrix \(\mathbf{Y}\) (which requires processing power and memory).
If only a single bit is considered, (6.4) boils down to

\[ r_1 = SAb + n , \]

(6.6)

where \( r_1 \) is an \( N_s \times 1 \) vector of frame-spaced samples for user-1, \( b \) is \( N_u \times 1 \) vector of bits from different users, \( A \) is an \( N_u \times N_u \) diagonal matrix of user amplitudes (assume all the amplitudes in (6.3) are folded into this matrix), and \( n \) is a \( N_s \times 1 \) noise vector.

### 6.2.2 Sampled Signal Model for Uplink (for MUD)

While the system model in (6.4) captures the interference from other users to desired user, it fails to characterize the mutual interference between different users. This is because the information is collected with the spreading codes of the desired user only; in order to characterize the mutual interference, the received signal has to be sampled at higher rates (e.g. the chip rate). Then, the following well-known model can be used as a sampled system model in the uplink [147]

\[ y = RAb + \tilde{n} , \]

(6.7)

where this time \( y \) is an \( N_u \times 1 \) vector of symbol-samples, and the \( N_u \times N_u \) matrix \( R \) characterizes the cross-correlations between the spreading sequences of different users. Various MUD techniques are possible that optimally/suboptimally detects the symbols of different users based on the characteristics of the cross-correlation matrix \( R \).

### 6.3 Transmitter-Side Interference Mitigation Techniques

The interference level in a multiuser wireless communication system can be controlled to some extent at the transmitter side. For example, the multiuser interference is determined by the correlation characteristics of the multiple access sequences employed by different users. In a TH-IR system, by properly designing the TH sequences, it may be possible to avoid/reduce the multiple access interference. In this section, various possible techniques in the literature that attempt to avoid the interference using transmitter-side mitigation techniques will be reviewed. Both synchronous and asynchronous communications are considered.
6.3.1 Synchronous Communications (Downlink)

6.3.1.1 Multipath-Aware TH Sequence Design

In a fully synchronous (i.e. $\tau^{(k)}$ of all the users are identical) and non-dispersive channel, it is possible to design the TH codes orthogonally so that there is no interference among the users. In such a system, the number of users that can communicate without interfering each other is limited to $N_u$. For example, Fig. 5.1 implies that four synchronous users can communicate with no multiuser interference. One way of increasing the capacity is to use $\pm 1$ polarity coding (as in DS-CDMA systems) in parallel with time hoping, which increases the number of users that can communicate without causing interference to each other to $N_u N_h$.

It is well known that UWB receivers observe extremely dispersive channels. Due to the very short duration pulses used in communication, the number of resolvable paths arriving at the receiver may be on the order of hundreds. Therefore, even for a synchronous transmission with users employing orthogonal TH sequences, channel dispersion will introduce multiple access interference, and limit the capacity of TH-IR. Fortunately, it is possible to tackle this problem in the downlink by appropriately assigning the TH sequences. By knowing the number of users, and the maximum excess delay of the channel, a central node can intelligently assign the codes to the users so that the interference due to multipath is minimized. This is achieved by introducing sufficiently long gaps between the pulses of the users at transmission [13, 14]. The code construction is given by

$$c_j^{(k)} = \left( (k-1)D + j + \left\lfloor \frac{k-1}{N_u} \right\rfloor \right) \mod (N_h),$$

(6.8)

where $j \in \{0, 1, \cdots, N_u - 1\}$, $k \in \{1, 2, \cdots, N_h\}$, $D = \lceil \tau_d/T_c + 1 \rceil$, $\tau_d$ is the maximum excess delay of the channel, and $\lfloor \cdot \rfloor$, $\lceil \cdot \rceil$ denote the integer floor, and integer ceiling operations, respectively. The number of pulses per symbol is selected as $N_u = N_h/D$, so that multipath components do not destroy orthogonal code construction for $N_u \leq N_u$.

As the number of users increases, the TH codes assigned by the central node to the new users are chosen to introduce minimal interference (for $K > N_u$, new group of mutually orthogonal codes are obtained by shifting the previous set by $\lfloor (k-1)/N_u \rfloor$). Note that the interference will affect only certain users, and knowing the interferer’s TH codes and channels, simple interference cancellation routines can be employed. In Fig. 3.3, a simple example for the downlink transmission of a central node to 4 users is presented, where the maximum excess delay is assumed to sweep 3 chip intervals.  
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Since the gaps between the pulses are larger then the maximum excess delay, multiuser interference is prevented. On the other hand, if the number of users exceeds 4, the new users’ signals will occupy these gaps, resulting in multiuser interference. By periodically estimating and tracking the maximum excess delay and total number of users, the central node can dynamically assign the optimal codes to the users to minimize the multipath and interference effects.

6.3.1.2 Multistage Block Spreading

A detailed analysis of downlink signal transmission was presented in [148] in the context of multi-stage block spreading (MSBS). The authors show that a TH-UWB system that uses polarity coding supports up to \( N_s N_h \) orthogonal waveforms (users) as opposed to \( N_h \) users when no polarity coding is implemented.

In order to preserve the mutual orthogonality of the users even in multipath channels, the transmitter first spreads a block of symbols, which is followed by chip interleaving. At the receiver side, the received signal is despread by a linear filtering stage. This in essence reduces the multiple access channel into a set of single-user ISI channels; an equalizer can be then conveniently used for symbol detection without any need for some other multiuser signal processing algorithm.

6.3.1.3 Adaptive Processing Gain Assignment

The processing gain in a TH-UWB system can be adjusted based on the data rate, bit error rate (BER), and range requirements [15]. Knowing the link qualities of the users, a central node can determine the processing gain \( N_s^{(k)} \) to be assigned to user \( k \) to guarantee reliable communication. For synchronous (downlink) communications, orthogonal code constructions with variable processing gains for different users can be developed to increase the aggregate data rate as a result of optimal choice of \( N_s^{(k)} \) for each user.

The BER in a TH-IR communication system using orthogonal modulation (like orthogonal PPM\(^2\)) is given by the following well-known equation

\[
BER = Q\left(\sqrt{\frac{N_s^{(k)} E_r^{(k)}}{N_0}}\right)
\]  

\(^2\)Note that overlapping PPM is also possible, which can be designed to have optimum performance.
where $E_{r,x}^{(k)}$ is the received energy per pulse of user $k$, $N_{s}^{(k)}$ is the processing gain used in communication with the $k$th user, and $Q(x)$ is given by $\frac{1}{2}\text{erfc}\left(\frac{x}{\sqrt{2}}\right)$. In order to meet the BER requirements for users with different link qualities, (6.9) implies that the central unit needs to use larger number of pulses for weak links. On the other hand, the TH sequences of the users can still be constructed orthogonally. This requires periodically calculating the common symbol durations of the users in terms of the chip duration, which is given by $N_{h}^{u} = \sum_{k=1}^{N_u} N_{s}^{(k)}$. Later, the sequences of the users can be constructed orthogonally$^3$ using a simple algorithm as given in Table 4.1, where $N_u$ is the number of users, $S$ is the set of integers ranging from 1 to $N_{h}^{u}$, rand$(M, m)$ chooses $m$ random integers from the set of integers $M$, and “−” excludes the set on the right of the operator from the set on the left of the operator$^4$. Note that conventional TH-IR notation as in (2.1) is not used here, i.e. the TH codes identify the positions of the pulses within the symbol duration, and there are no frames. Since the locations and the link qualities of the users may change with time, the TH codes need to be updated periodically.

In Fig. 4.2, a simple example for the downlink TH sequences of 3 users employing different processing gains is presented. Note that the proposed codes are similar to orthogonal variable spreading factor (OVSF) codes in CDMA systems, but has better flexibility as the sequence length does not have to be powers of 2.

### 6.3.1.4 Pre-Rake and MUI Mitigation Filtering

A transmitter-based channel equalization and MAI suppression approach was presented in [156]. The authors first present an overview of Pre-rake architecture. To summarize, Pre-rake receivers use the knowledge of the channel impulse response to transmit the time-reversed form of the signal after multipath. This enables usage of simple matched filter receivers at the receiver rather than conventional all-Rake receivers (i.e. the complexity is shifted from the receiver to transmitter). Even though Pre-rake mitigates multipath effects, it does not combat with the leftover inter-symbol interference (ISI) effects. In [156], the authors first propose a zero-forcing pre-equalization scheme at the transmitter so that ISI effects are mitigated. In particular, the transmitter filter ensures that the composite channel impulse response at the receiver is an ideal delta function.

---

$^3$The multipath effects may also be mitigated as discussed before.
$^4$Another approach that designs orthogonal code constructions using an exhaustive search for conventional TH-UWB systems was discussed in [149].
In order to further mitigate the multiuser effects, a MUI mitigation filter is further applied to the summation of the transmitted signals from all the users (using pre-Rake filter for each user). The MUI mitigation filter ensures that the composite channel impulse response at the receiver in the presence of MUI interference is a delta function. The drawback of the proposed approaches is that the transmitter has to know the channels of the users.

6.3.2 Asynchronous Communications (Uplink)

In the uplink communications, or in decentralized architectures, the signals from different users arrive at the receiver with arbitrary delays (see Fig. 6.1). This implies that the TH sequences can not be constructed orthogonally, and it is not possible to have interference-free communications. On the other hand, each user is still separated by their specific TH sequences in a quasi-orthogonal way; as more and more users join the system, the interference level increases, which degrades the overall link qualities of the users.

Even in asynchronous scenarios, it may be possible to have multiuser interference mitigation at the transmitter side to some extent, and different possible techniques will be discussed below.

6.3.2.1 Sequence Design Using Congruence Equations

Use of TH sequences with good autocorrelation and crosscorrelation characteristics may decrease the interference in a multiuser environment. The correlation functions of the sequences characterize how much the signals are affected from multipath and multiuser interference. With the assumption of chip synchronism that yields a worst case analysis for the interference, the correlation between two TH sequences is measured by the number of hits between these sequences. Having large number of hits in autocorrelation of a sequence may imply that degradation due to multipath may be severe (i.e. when the pulse-to-pulse duration is smaller than the maximum excess delay). One other implication of comparatively larger autocorrelation sidelobes is that it may be harder to achieve synchronization. On the other hand, larger number of hits in the crosscorrelation function of two sequences implies that the sequences are more susceptible against multiuser interference.

Ideally, the autocorrelation function (ACF) of a sequence is desired to be \( N_a \delta(\tau_c) \), where the delay \( \tau_c \) ranges from \( -N_a + 1 \) to \( N_a - 1 \), and the crosscorrelation function (CCF) of two sequences is desired to be zero regardless of the delay between the sequences. However, no such perfect sequences exist. In Fig. 6.1, correlations and number of hits of the TH sequences for the first two users in
Table 6.1  Sequence constructions and maximum number of hits in aperiodic correlation functions for FH and TH.

<table>
<thead>
<tr>
<th>Code Construction $f(k, j)$</th>
<th>LCC $[k]$</th>
<th>QCC $[kj]$</th>
<th>CCC $[kj^2]$</th>
<th>HCC $[k/j]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. # of hits (FH-ACF)</td>
<td>p-1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Max. # of hits (TH-ACF)</td>
<td>p-1</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Max. # of hits (FH-CCF)</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Max. # of hits (TH-CCF)</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

![ACF (0 2 1)](image)

![CCF (0 2 1), (1 0 2)](image)

![TH Sequence of User 1: [0 2 1]](image)

![TH Sequence of User 2: [1 0 2]](image)

Figure 6.1  Autocorrelation and crosscorrelation functions of the TH codes for the first two users in Fig. 3.1 ($N_u = 3, N_h = 3$).

Fig. 3.1 are analyzed. It is seen that the maximum value of the ACF sidelobes is 1, while the CCF can be as large as 2 for certain delays.

Even though it is not possible to generate sequences with optimal correlation characteristics, thanks to finite field theory, it is possible to generate sequences whose correlation functions are upper-bounded. Such sequences have been well investigated in the past for frequency hopping communication systems [83], and can be also applied to TH-IR. A good review of application of such sequences to TH-UWB systems can be found in [89, 86]. In particular, linear, quadratic, cubic, and hyperbolic congruence codes (LCC, QCC, CCC, HCC) are some of the sequence constructions that have been analyzed before for FH systems. Table 6.1 summarizes these sequence constructions, and gives the maximum values of the ACFs and CCFs for both FH and TH systems. Given the sequence construction by the function $f(k, j)$, where $k$ is the user index, $j$ is the frame index, and the delay being represented in terms of frame and chip durations, i.e. $\tau = aN_h + b$, the following
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needs to be satisfied for a collision to occur between the delayed versions of the FH sequences [151]

\[
\begin{align*}
    f(k_m, j + a) &= f(k_m, j) + b, & \text{if ACF} \\
    f(k_m, j + a) &= f(k_m, j) + b, & \text{if CCF}
\end{align*}
\]

(6.10)

where \( k_m \) and \( k_n \) denote different users. By plugging the constructions from Table 6.1, rearranging the terms, and using the Langrange’s theorem which says that maximum number of solutions of a polynomial in the finite field is equal to the power of that polynomial [83], the maximum values of the ACFs and CCFs (i.e. the maximum number of hits for any delay and any user) for each construction can be easily evaluated. As a result, as long as the constructions are realized in Galois Field\(^5\) \( GF(p) \), regardless of the sequence length, the maximum number of hits between “any” two sequences of the same construction will be constant. Note that this is not true for random sequences, where the maximum number of hits increases with the sequence length. However, this is valid only for aperiodic correlations, i.e. the hits from consecutive symbols are not considered, and the maximum number of hits for the periodic correlations may be larger [151].

It is observed in Table 6.1 that the maximum value of the correlation function for TH systems is twice that of FH case, which is due to the fact that for a particular sequence, a hit may come from any two consecutive frames of one another sequence. Although linear congruence codes are seen to have excellent crosscorrelation characteristics, they have very poor autocorrelation characteristics, making them very susceptible against multipath. On the other hand, quadratic congruence codes have optimum combination of autocorrelation and cross-correlation characteristics.

The probability distribution of the number of hits (or usually the maximum number of hits which may be easy to evaluate as discussed), and the number of interfering users determine the multiuser interference to the desired signal. For small number of users, and for large frame size \( N_h \), the probability distribution of the interference is more impulsive [92], i.e. most of the time there will not be any hits and therefore there will not be any interference. As the number of users increases, from central limit theorem, the probability distribution of the multiple access interference approaches to a Gaussian distribution. Knowing certain \textit{a priori} information about the sequences (such as the location of hits), it may be possible to develop efficient multiuser interference cancellation algorithms, which will be discussed in the next sections.

\(^5\)A Galois Field \( GF(p) \) is a finite field with elements \( 0, 1, 2, \ldots, p - 1 \), where \( p \) is a prime number.
6.3.2.2 Pseudo-Chaotic Time Hopping

A pseudo-chaotic time hopping (PCTH) approach was presented in [152], where TH sequences with random distribution of inter-pulse arrivals are generated. The generated TH sequences are driven by the binary information sequence, and therefore yielding an aperiodic sequence. A sequence of $M$ bits are used in an $M$-bit shift register, where the transmitted pulses can reside in any $N_f = 2^M$ positions within a symbol. The transmitted signal model for PCTH is so that each user transmits its pulses within one frame as opposed to one pulse per frame as in conventional TH-UWB.

The advantage of PCTH is that the random inter-pulse arrivals yield a smooth spectrum. On the other hand, the main disadvantage is the inter-pulse interference due to multipath components from previous pulses and all pulses being transmitted in the same frame.

6.3.2.3 Asynchronous Block Spreading and Zero-Correlation Zones

As discussed in previous sections, in order to achieve MAI-free reception, MSBS was proposed in [148]. However, MSBS is only possible in synchronous channels, which is very difficult to achieve in high-speed UWB systems. In [153], an asynchronous block spreading technique with a zero correlation zone (ZCZ) was presented, which completely removes the MAI and maintains the code orthogonality even with asynchronous users. The authors first present the construction of sequences with a ZCZ, which allow MAI free reception up to a certain asynchronism between the users. Later, since the multiuser interference is completely removed using the ZCZ code characteristics, a Fast Fourier Transform (FFT) based channel equalization scheme is proposed to mitigate the inter-symbol interference of the desired user.

Apart from [153], there are other papers that present code constructions with a zero correlation zone for TH-UWB [154, 85], DS-UWB [155], and DS-CDMA [156, 157, 96] systems. Note that the general idea for ZCZ code construction in all these references is to design the sequences in a way that up to a certain time shift between any pairs of sequences, the cross-correlation function of the sequences becomes zero. Such systems are also commonly referred as “quasi-synchronous” systems, since synchronization is assumed to be maintained within a certain margin.
6.4 Issues Related to Multiple Access Interference Cancellation for IR-UWB

Although it is possible to decrease the multiple access interference to a certain extent at the transmitter side, often, it is not possible to have interference-free communications. However, multiuser detection and interference cancellation algorithms at the receiver make it possible to improve the system performance.

Since DS-CDMA and TH-IR both employ user-specific multiple access sequences to share the spectrum, almost all of the multiuser interference cancellation methods used in DS-CDMA (such as the ones in [147]) can be considered for TH-IR (see e.g. [158]). However, DS-CDMA and TH-IR have different signaling structure. As there is no off-time for the transmission of DS-CDMA signals, all the users that are transmitting simultaneously interfere with each other. This implies that the interference canceler needs to consider the signals received from all the users, which considerably increases the system complexity. For instance, for maximum-likelihood (ML) receivers, the receiver complexity, $O(2^{N_u})$, increases exponentially with the number of total users $N_u$, which makes it impossible to be implemented in practice in a system with a large number of users. Similarly, decorrelator and minimum mean square error (MMSE) type of receivers require a matrix inversion (implying a complexity of $O(N_u^3)$), where the matrix size grows with the number of total users.

Fortunately, unique signaling scheme of TH-IR systems enables the efficient implementation of low complexity interference cancellation methods. The key point that makes TH-IR architectures different from that of DS multiple access schemes is that not all the users interfere with each other, thanks to the sparse signaling scheme. If there is interference from a certain user, it only affects certain pulses, but not all the pulses of the desired user. This fact implies that it may be sufficient to consider only certain users and certain pulses when designing the interference canceler, which considerably decreases the complexity of the receiver.

There are some issues that need to be mentioned before the discussion of specific multiuser detection methods:

- TH-IR signals may be sampled at different rates at the receiver. Sampling the signal with Nyquist rate right after the antenna may imply more efficient receiver algorithms, as the signal can be perfectly reconstructed. However, due to the extremely large bandwidth of UWB signals, Nyquist rate sampling is not usually practical. In addition, it requires a large buffer to store the samples. Often, the signal is sampled after the correlator, where chip-spaced, frame-
Figure 6.2 Multiple access TH-IR and interference cancellation receiver.

- Certain *a priori* information may be available to the receiver for use in MAI cancellation. For example in a centralized scenario, a central node may know or estimate the TH sequences, delays, amplitudes, and channels of the users. Then, these information may be used to obtain the signal correlations, and cancel the interference. Signal correlations can be also estimated by processing and averaging the matched filter outputs over a number of symbols. However, knowledge of such *a priori* information and/or estimating them may not be an easy task for UWB due to low power and dispersive nature of the received signals.

- The receiver may be interested in demodulating only one user (such as in the downlink), rather than making individually optimum decisions (such as in the uplink) [147], which relaxes the requirements on *a priori* information knowledge or estimation.

- Complexity/performance trade-offs need to be well evaluated considering the application characteristics and requirements. For example, in cases where near/far effect is dominant, substantial performance gains may be obtained using very low complexity chip discriminators.

- Some receivers may require buffering of the correlator outputs over many symbols for post-processing, which requires memory and increases the receiver complexity. Also, this introduces delays in detecting the symbols, which is not appropriate for delay-sensitive applications.
• Many wireless communication systems operate in dynamic environments, where the channel quality continuously changes, and the users enter/leave the system. Therefore, especially in the downlink, the employed interference cancellation technique needs to be adaptive. As the calculation of the interference correlation matrix is often very costly, low complexity (decision directed or blind) tracking algorithms (such as reduced rank techniques to decrease the size of the correlation matrix) are required.

6.5 Maximum Likelihood Detectors

It is well known that the optimal receiver that minimizes the probability of detection error for all users is the maximum-likelihood sequence detection. The ML receiver optimizes the decisions of all the users by jointly estimating the sequence of bits that have the closest distance to the received signal in the Euclidean space [147]. This requires a complexity of $O(M^{N_u})$, where $M$ represents the number of constellation points per user. It is a centralized algorithm, and the amplitude and TH-sequence information for all the users in the system are required.

The ML receiver has been considered for UWB systems in [159] for MUD, which includes all the active users in the system to optimize the performance. In particular, the bit sequence estimate is given by

$$\hat{b} = \arg\min_b \left\{ y - RA_b \right\}, \quad (6.11)$$

where correlation matrix $R$ is $N_u \times N_u$. The search for $\hat{b}$ is a combinatorial optimization problem, and the algorithm becomes impractical for large $N_u$. Alternative and/or lower complexity implementations of ML algorithm will be discussed below, which make use of specific characteristics of IR-UWB systems.

6.5.1 Alternative and/or Lower-Complexity ML Techniques for UWB

6.5.1.1 Quasi-ML Receiver

In [144], a lower complexity quasi-ML algorithm is introduced for SUD/IC, which utilizes the fact that not all the users in the system interfere with each other. The bit decisions using the quasi-ML
detector are achieved by considering only the users whose pulses are colliding with the desired user
\[ \hat{b}^{(1)} = \arg\min_{b_1 \in \{-1,+1\}} \sum_{b \in \{-1,+1\}^N} ||r_1 - S^{(k)}[b_1 b]^T||^2, \tag{6.12} \]
where \( N_u \) is the number of users whose at least one pulse collides with one of the pulses of the desired user. Although this decreases the complexity, the characteristic of sparse transmission of pulses is not fully exploited.

### 6.5.1.2 Low-Complexity Joint ML Detection

Another lower-complexity ML algorithm for SUD/IC is introduced in [73] which assumes that in a well designed UWB system very few of the other users’ pulses will collide with a certain pulse of the desired user. The proposed algorithm does not require the \textit{a-priori} information of TH sequences or channels of the other users (as opposed to [144]), or any kind of synchronism. On the other hand, in order to obtain reliable statistics for different pulse positions, sufficiently large number of training symbols are required. The assumptions are that the number of colliding pulses over a certain pulse position is at most one, the channel is constant over a block of symbols, and the processing gain is sufficiently small (as opposed to pulse discarding receivers to be discussed). The algorithm exploits the SNR estimates over each pulse position to estimate the channels of the desired and interfering users (with a phase ambiguity for the interfering users’ channels). Then, the following joint ML metric is used to detect the bits of the desired user

\[ ML_{\text{joint}}^j(n) = \left| R_j^{(k)}(n) - b_H^{(k)}(n)\hat{\gamma}^{(k)}(n) - b_H^{(i)}\hat{\gamma}^{(i)} \right|^2, \]
\[ ML_{\text{single}}^j(n) = \left| R_j^{(k)}(n) - b_H^{(k)}(n)\hat{\gamma}^{(k)}(n) \right|^2, \]
\[ ML_{\text{total}}^j(n) = \sum_{j \in \text{colliding}} ML_{\text{joint}}^j + \sum_{i \in \text{no-colliding}} ML_{\text{single}}^i, \tag{6.13} \]

where \( n \) is the bit number, \( R_j^{(k)}(n) \) is the correlator output for the \( j \)th pulse of the \( k \)th user’s \( n \)th bit, \( b_H^{(k)} \) and \( b_H^{(i)} \) are the bit hypothesis corresponding to the desired and any interfering users, \( \hat{\gamma}^{(k)}(n) \) is the channel estimate of the desired user that takes pulse amplitude and pulse correlation into account, and \( \hat{\gamma}^{(i)} \) is any interfering user’s channel that takes pulse mis-alignment factor, pulse
amplitude and correlations into account\textsuperscript{6}. The ML metric for the corrupted pulses is denoted by $ML^{\text{joint}}$, and for the non-corrupted pulses by $ML^{\text{single}}$; the optimum bit sequence is the one that minimizes the total metric $ML^{\text{total}}(n)$. The complexity of the algorithm increases with the total number of colliding symbols (from different users), but not all the users in the system.

6.5.1.3 Recursive Convex Relaxation

A recursive ML detection algorithm was proposed by Zhang et. al. in [160], where the authors decrease the computational complexity by relaxing the system model. This allows application of quadratic programming (QP) techniques, whose global solution can be found with polynomial time computational complexity. In particular, the authors formulate the ML detection as an optimization problem as follows

$$\text{minimize } x^T H x + x^T p$$

subject to: $x_i \in \{-1, +1\}$ for $i = 1, 2, \ldots, N_u$ , \hfill (6.14)

where $H = A^H A$, $p = 2A y$, and $x_i$ is the $i$th element of $x$. By relaxing the above optimization problem as follows

$$\text{minimize } x^T H x + x^T p$$

subject to: $-1 \leq x_i \leq +1$ for $i = 1, 2, \ldots, N_u$ , \hfill (6.16)

and applying recursive QP techniques, very close performances to conventional ML detection can be obtained with substantial gains in the computational complexity.

6.5.1.4 Signal Pre-treatment Prior to ML Detection

In [161], a three-stage multiuser detection algorithm is proposed. At the first step (data pre-treatment), wavelet packet transformation is applied to multiuser received signal. This suppresses adverse effects of Gaussian noise to improve the ML detection performance. Second step uses a wideband space-time spectrum estimator which recognizes the number of users and realizes distance/angle super-resolution of signal sources; the knowledge regarding the users decreases the computational

\textsuperscript{6}While the desired user's channel is the same for all the pulse positions within the bit, interfering signal's channel estimate will be different for each pulse position as different users might interfere with different pulse positions.
complexity of the algorithm. Finally, a robust M-detector as in [159] is applied to the resulting signal to achieve multiuser detection.

6.5.1.5 Frequency-Domain ML Detection

A frequency-domain ML detection approach that exploits the frequency-correlation of the multiple access interference is proposed in [162] for DS-UWB signals. The authors derive the following frequency domain log-likelihood function

\[
\Lambda(\{\hat{b}_n\}) = -\sum_{n=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} [Y_n - \hat{b}_n G_{EQ}]^\dagger \times R^{-1}(n, j) \times [Y_n - \hat{b}_n G_{EQ}],
\]

(6.18)

where \(\dagger\) denotes the conjugate-transpose operator, \(j\) is the chip index, \(n\) is the symbol index, \(R(n, j)\) is the time-frequency correlation matrix of the frequency-domain noise-plus-interference signal, and \(Y_n\) and \(G_{EQ}\) are the matrices that capture the Fast Fourier Transforms (FFTs) of the received signal (after modulation) and the unmodulated signal, respectively. The ML solution is given by the sequence of bits \(\{\hat{b}\}\) that maximizes the likelihood function in (6.18). Also, a lower-complexity algorithm was presented which neglects the temporal correlation of the interference, i.e. \(R(n, j) = 0\) for \(n \neq j\), therefore simplifying the log-likelihood function to

\[
\Lambda(\{\hat{b}_n\}) \sim \hat{b}_n \times \text{Re}\left\{G_{EQ}^{\dagger} R^{-1}(n, n) Y_n \right\}.
\]

(6.19)

6.6 Linear Receivers and Pulse Combining Techniques

Due to the high complexity of ML type of multiuser receivers, linear multiuser receivers are more practical (even though sub-optimal) [163, 164, 165, 166]. The basic idea behind linear multiuser detection algorithms is to fit a suboptimal linear model to the received signal in order to obtain the initial soft bit values, and then use these values to map into the actual symbols which belong to a finite alphabet (such as using the sign operator to map into \(\pm 1\) for BPSK modulation). A general model that demonstrates how a linear multiuser detector \(L\) operates on the matched filter
outputs (6.7) or (6.3) to make a bit decision is given as follows

\[
\hat{b} = \begin{cases} 
\text{sgn} (L_x), & \text{if SUD/IC;} \\
\text{sgn} (L_y), & \text{if MUD.}
\end{cases} 
\tag{6.20}
\]

The two popular methods of selecting the linear multiuser detector L are decorrelator and MMSE receiver.

It is worth to emphasize here that the vectors that linear receivers operate on are different for the uplink (i.e. for MUD) and for the downlink (i.e. SUD/IC). In the uplink, the linear receivers operate on \( N_u \times 1 \) vector of signal samples from different users, i.e. on (6.7); the correlation matrix here has the role of characterizing the correlations between different users. On the other hand, for downlink, the linear receivers work on the \( N_s \times 1 \) vector of frame-spaced samples in (6.6). In other words, the receiver’s goal is to optimally combine the \( N_s \) pulses using the interference correlation characteristics over different pulses.

### 6.6.1 Decorrelator

For the MUD algorithms (i.e. the uplink), the decorrelator receiver operates on (6.7) by applying the inverse of the correlation matrix

\[
L_{Dec} = R^{-1}.
\tag{6.21}
\]

In the absence of noise, the decorrelator completely cancels the interference from the other users. It has much lower complexity then the optimum ML algorithm, does not require the knowledge of the amplitudes of the users, and can be easily implemented in a decentralized manner (one-by-one detection of the users). Two disadvantages of decorrelator detector are that it amplifies the noise, and a matrix inversion operation is required to get the inverse of \( R \), which increases the complexity. It might be required to recompute \( R \) at each bit (if the code sequences are changing from time to time, or after the activation of new users), and the research is directed on developing algorithms that decrease the cost of recomputation by adaptive algorithms that update the decorrelator coefficients.
6.6.1.1 Quasi-Decorrelator

A low complexity quasi-decorrelator has been applied for UWB in [144] for SUD/IC, which considers the interference from only the colliding users to decrease the complexity. The estimated bit using the proposed low-complexity algorithm (due to considering only the corrupted pulses) is given by

$$\hat{b}^{(1)} = \text{sgn} \left( \left( (S^{(1)})^T S^{(1)} \right)^{-1} (S^{(1)})^T r_1 \right) , \quad (6.22)$$

where correlation matrix $S^{(1)}$ captures the interference from only the colliding users, but not all the users in the system.

6.6.1.2 Iterative Decorrelator

While matrix inversion operation in (6.21) is costly, lower-complexity techniques are desirable\(^7\). In [167], an iterative decorrelator approach is presented for MUD, which avoids matrix inversion. More specifically, in order to solve a linear equation of the form

$$Rx = y , \quad (6.23)$$

the authors propose to use an iterative procedure described by

$$D(x_i) = x_i + \gamma (y - Rx_i) = x_{i+1} , \quad (6.24)$$

where $\gamma$ is a critical (constant) parameter that determines the convergence characteristics of the algorithm, and $i \in \{0, 1, 2, \cdots \}$ is the iteration count. When $\hat{x}$ is the solution of (6.23), $\hat{x}$ satisfies $D(\hat{x}) = \hat{x}$. The authors derive that the optimal value of $\gamma$ that yields fastest convergence is given by $\gamma_{opt} = (\lambda_{max} + \lambda_{min})^{-1}$, where $\lambda_{max}$ and $\lambda_{min}$ are the maximum and minimum eigenvalues of $R$, respectively.

\(^7\)Computational complexity of matrix inversion is a big problem for both decorrelator and MMSE receivers. A polynomial expansion detector was proposed in [164] to decrease the computational complexity in DS-CDMA that arises due to matrix inversion (see the Appendix of [19] for a brief overview of the algorithm).
6.6.2 MMSE Receivers

The decorrelator receiver has close to optimum performance for high SNR environments, but may have worse performance than the conventional detector if all the interferers are very weak. It is possible to incorporate the knowledge of the received signal powers and the noise variance, and improve the performance of the decorrelator using MMSE detector. The linear MMSE detector is chosen so as to minimize the expectation of the decision error, i.e.

\[
    \mathbf{L} = \text{argmin}_L \mathbb{E} [ || \mathbf{b} - \mathbf{L} \mathbf{y} ||^2 ] .
\]  

(6.25)

It can be easily verified that the MMSE receiver that minimizes the above equation is given by [147]

\[
    \mathbf{L}_{MMSE} = \left[ \mathbf{R} + \left( \frac{N_0}{2} \mathbf{A}^{-2} \right) \right]^{-1} .
\]  

(6.26)

Note that MMSE detector depends on the noise variance and signal powers only through the SNR. For high SNR, the second matrix terms are negligible, the correlation matrix \( \mathbf{R} \) becomes dominant term, and the performance of MMSE detector approaches to that of decorrelator. For low SNR, the second term dominates, and the performance of MMSE detector converges to that of conventional receiver.

The performance of MMSE detector was analyzed in detail under various asymptotic conditions in [168]; it is proved that for a simple two-user case, the BER of MMSE detector is better than that of decorrelating linear detector for all values of normalized crosscorrelations smaller than 0.9659.

In the next sections, we present different applications of MMSE receivers to UWB systems.

6.6.2.1 Quasi-MMSE Receivers

In [144], a lower complexity MMSE receiver was proposed for TH-UWB systems, where only the users whose pulses collide with the desired user are considered. The bit decision is given by

\[
    \hat{b}^{(1)} = \text{sgn} \left( \frac{1}{\mathbf{A}} \left( (\mathbf{S}^{(1)})^T \mathbf{S}^{(1)} + \sigma^2 (\mathbf{A})^{-2} \right)^{-1} (\mathbf{S}^{(1)})^T \mathbf{r}_i \right) .
\]  

(6.27)

where \( \sigma^2 \) is the noise variance, and correlation matrix \( \mathbf{S}^{(1)} \) captures the interference from only the colliding users.
6.6.2.2 MMSE Pulse and/or Finger Combining Receivers in Multipath Channels

The quasi-decorrelator receiver in (6.22) and the quasi-MMSE receiver in (6.27) are in fact two different pulse combining approaches in the presence of interference. Other work on MMSE combining of paths and/or fingers for UWB can be found in [169]-[172].

In [169, 170], for a DS-UWB system, the authors derive the optimal MMSE combining coefficients for the multipath components in the presence of multiuser and narrowband interference (e.g. wireless local area networks that use orthogonal frequency division multiplexing). The tap weights for the multipath components are adjusted adaptively using LMS or recursive least squares (RLS) algorithms. It is shown via simulations that while conventional Rake receivers fail to reject strong interference, adaptive MMSE receivers successfully mitigate interference effects.

A more comprehensive approach that considers both frame combining and/or multipath combining is presented in [171] which accounts both inter-frame interference and MAI. It is shown that the optimum MMSE receiver combines all the multipath components corresponding to all \( N_p \) pulses per symbol. Two sub-optimum receivers that have lower complexity are also presented. Optimal frame combining (OFC) is achieved by 1) Maximum ratio combining (MRC) of the multipath components at each frame, and 2) MMSE combining of the combined multipath components. On the other hand, optimum multipath combining (OMC) is achieved by 1) MMSE combining of the multipath components, and 2) Equal gain combining (EGC) of the contributions from different frames. All three proposed schemes are shown to perform better than conventional Rake receivers using simulations. Performances of conventional pulse combining, blinking receiver (see Section 6.6.3.1), and MMSE pulse combining are compared in [143]. Since the optimum finger selection problem is NP-hard, a lower-complexity finger selection algorithm based on Genetic algorithms is proposed in [172], which aims to maximize the SINR of the received signal using an iterative approach.

6.6.2.3 Iterative LMS algorithm for Determination of MMSE Combining Coefficients in TR Systems

In [173], an multiuser (and inter-symbol) interference suppression algorithm for TR systems is proposed which relies on optimal weighting of the collected samples. In particular, optimal weighting
coefficients $\mathbf{w}$ which minimize the following mean square error (MSE)

$$\text{MSE} = \min_{\mathbf{w}} \mathbb{E}
\left[
(d^{(1)}[i] - \mathbf{w}^T \hat{y}[i])^2
\right],$$

(6.28)

are calculated using a low-complexity iterative LMS algorithm, where $i$ denotes the training symbol index, $d^{(1)}[i]$ is the $i$th transmitted training symbol for user-1, and $\hat{y}[i]$ is a vector of delay-and-correlate outputs over $N_s$ pulses and $N_f$ training symbols. The iterative LMS algorithm to calculate the weighting vector is as follows

$$\mathbf{w}[i] = \mathbf{w}[i - 1] + \mu[i - 1] e[i - 1] \hat{y}[i - 1],$$

(6.29)

$$e[i - 1] = d^{(1)} - \mathbf{w}^T[i - 1] \hat{y}[i - 1],$$

(6.30)

where the step size is given by $\mu[i] = \mu_{\text{const}}/||\hat{y}[i]||$, and the algorithm stops when the end of the training samples is reached. The resulting combining coefficients are optimum in the MMSE sense, and the decision variable is given by $\hat{z}^\text{opt}[i] = \mathbf{w}_{\text{opt}}^T \hat{y}[i]$.

### 6.6.2.4 Random-Sign Repetition for MMSE Detection

The performance of the multiuser receiver depends on the characteristics of the matrix $\mathbf{S}$; if it is rank-deficient (i.e. if it is not full-rank), the performance of the MMSE receiver may be poor. In [174, 175], a random sign repetition is included in the transmitted signal model to increase the chances of the matrix $\mathbf{S}$ being full-rank. When the MMSE receivers with and without sign repetition are considered, the simulation results for the proposed technique show on the order of 5dB gain at a BER of $10^{-3}$.

### 6.6.2.5 Frequency-Domain MMSE Receivers

Similar to application of ML techniques in frequency domain, MMSE detection can also be achieved in frequency domain.

Frequency domain multiuser detection for TH-UWB-IR with PPM and in flat fading channels has been analyzed in [176]. Initially, the Fourier transform of the received signal is taken by correlating the received signal with sinusoidal waveforms of different central frequencies. When using PPM, the information is embedded in the timing delay of the pulses, which is interpreted as phase
delay in the frequency domain. Therefore, delay demodulation in time domain converts to phase demodulation in frequency domain; while the former model is non-linear, the latter model becomes linear. Having manipulated the received signal to a linear model, MMSE and ZF receivers can be used for demodulation of the received bits. Note that with this approach, the performance of the symbol detection depends on the selected frequency, and it is desired to choose the frequencies that yields the maximum signal power.

Another paper that uses ZF and MMSE receivers in the frequency domain is [177], where as opposed to [176], multipath effects were also considered. It is shown via simulations that ZF and MMSE receivers are less than only 5dB worse compared to AWGN performance, while conventional Rake receivers hit an early error floor especially when the number of users is large. Also, MMSE receiver starts to outperform ZF receiver as the number of users increases.

6.6.3 Pulse Discarding Receivers and Hard Pulse Combining

In terms of the receiver complexity, probably the most practical multiuser interference cancellation approach for TH-IR systems are pulse discarding receivers. The basic idea behind these type of receivers is simply to discard the pulses which are corrupted, and demodulate the information using the uncorrupted pulses. These receivers work well if the number of pulses per symbol, $N_p$, is large, and the number of corrupted pulses is relatively low. Two such receivers discussed in the literature are blinking receiver and chip discriminator. Hard pulse combining is another approach to combat severe interference without discarding the pulses.

6.6.3.1 Blinking Receiver

Blinking receiver [144] is a very low complexity receiver based on the discarding the pulses which are corrupted. It is designed for a centralized system, where the base station knows the TH codes of all the users, and can identify the corrupted pulses. Regardless of the the strength of the interferer, a pulse is discarded if it is corrupted, and the bit decision is performed based on the remaining pulses. The estimate of the $k^{th}$ user’s bit using Blinking receiver is given by the following linear model

$$\hat{b}^{(1)} = \text{sgn} \left( w^T r_1 \right), \quad (6.31)$$
where the elements of weighting vector \( w = [w_1, w_2, \ldots, w_{N_u}]^T \) are given by

\[
    w_j = \begin{cases} 
        1 & \text{if } [S^{(1)}]_{j,2} = [S^{(1)}]_{j,3} = \cdots = [S^{(1)}]_{j,N_u} = 0 \\
        0 & \text{otherwise} 
    \end{cases} 
\]  

(6.32)

which means that \( j \)th pulse will be used in the detection only if it is not corrupted at all. In practice, due to the highly dispersive nature of UWB channels yielding large number of hits from multipath components of other users, this receiver may perform poorly.

### 6.6.3.2 Chip Discriminator

If the number of collisions is large, or the interferers are weak, the blinking receiver is not efficient, since it discards a large portion of the useful information. Instead, chip discriminator [142], which is primarily designed to compensate for near/far effects in a power-unbalanced UWB network, provides more efficient results. In such near/far scenarios, there will be many far users that will have similar power levels at the receiver, while the power received from the near users which are colocated with the receiver will be comparatively huge. If the pulses received from such users collide with the desired user’s pulses, the processing gain of the desired user might not be able to compensate for the interference. The idea behind chip discrimination is to detect such strong interferers by setting a threshold, and discard the pulses corrupted by these interferers in the demodulation. The bit estimate for the \( k^{th} \) user employing the chip discriminator is given by

\[
    \hat{b}^{(1)} = \text{sgn} \left( w^T r_1 \right),
\]  

(6.33)

where the elements of weighting vector \( w = [w_1, w_2, \ldots, w_{N_u}]^T \) are given by

\[
    w_j = \begin{cases} 
        1 & \text{if } [S^{(1)}]_{j,k'} < T_{\Delta}, \quad \forall k', 2 < k' < N_u' \\
        0 & \text{otherwise} 
    \end{cases} 
\]  

(6.34)

where \( S \) contains the channels and amplitudes of the colliding users, as well as their pulse location information. The threshold \( T_{\Delta} \) is used to detect the pulses which are strongly corrupted and needs to be discarded in the demodulation. Note that chip discriminator does not need to know the TH sequences of the interfering users; however, channel estimate is required to be able to calculate the threshold.
Another pulse discarding receiver that works prior to channel estimation stage is discussed in [18]. The authors use the second order statistics of the matched-filter outputs, i.e. $\Sigma_j = E[y_j^2]$, and propose to use a threshold given by $\xi = 2E[\Sigma_j] - \min(\Sigma_j)$, where the pulses with $\Sigma_j > \xi$ are discarded.

6.6.3.3 Hard Pulse Combining vs. Soft Pulse Combining

Conventional soft-combining of all the pulses within a symbol is achieved by (6.5). However, if one or few of the pulses are significantly corrupted, they may bias the bit decision. The basic idea behind the hard combiner is to combine the hard information ($\pm 1$) from the pulses, which will prevent the degradation due to the pulses which are corrupted by strong interferers. The bit estimate using the hard combiner is given by

$$\hat{b}^{(1)} = \text{sgn} \left( \sum_{j=1}^{N_s} \text{sgn} (r_{ji}) \right),$$

(6.35)

where $r_{ji}$ is the correlator output from the $j$th pulse of the desired user. The hard combining method gives satisfactory results if there is severe near/far problem in the system.

In [178], a hard combining of the pulses in a severe near/far scenario was shown to be efficient compared to soft pulse combining with no blanking (discarding the corrupted pulses), and to be comparable (1 dB worse) with soft decision when blanking is applied.

An adaptive receiver that can switch between hard-combining and soft-combining depending on the MAI level is introduced in [179]. For interference mitigation purposes, an adaptive coding/decoding scheme is proposed; the Hamming distances between different codewords employed by different users are used by a control unit at the receiver to decide hard or soft decoding of the received signal.

6.7 Iterative and/or Subtractive Interference Cancellation

An alternative non-linear group of multiuser receivers can be classified as iterative and/or subtractive interference cancellation receivers. Subtractive interference cancellation receivers rely on estimation, regeneration, and subtraction of the MAI at the receiver; an excellent review of such receivers can be found in [164]. The popular implementations of subtractive interference cancellation receivers are successive interference cancellation, parallel interference cancellation, and zero-
forcing decision feedback detectors (see the Appendix of [19] for a brief summary of these algorithms from [164]). Simulation comparison of successive and parallel interference cancellation, decorrelating decision feedback receiver, as well as MMSE and decorrelator receivers can be found in [166]. A direct application of the successive and parallel interference cancellation receivers to UWB systems can be found in [158, 180].

Another type of iterative detection algorithms are the iterative Turbo receivers. Such receivers work by iterating between two different decision algorithms (exchanging soft information about tentative decisions): 1) Soft MUD stage, and 2) Soft channel decoding stage [181]. Further information about the Turbo principle can be found in the following excellent tutorial papers [181, 182, 183].

For the rest of the section, we will review the application of iterative receivers to UWB systems.

### 6.7.1 Iterative Interference Cancellation for Convolutionally Coded UWB

Iterative interference cancellation that uses convolutional codes has been considered for UWB systems in [184]. Their proposed model is similar to the Iterative-Turbo model described above, and the algorithm iterates between two stages: 1) The multiuser detection is implemented at soft interference canceler likelihood calculation (SICLC) stage, and the output is fed into a soft-input soft-output (SISO) convolutional decoder in the form of a log-likelihood ratio, and 2) The SISO convolutional decoder processes the output of the SICLC (i.e. the a-priori information about the coded bits). The decoded soft information is fed back to the SICLC stage, and few iterations of algorithm substantially cancels the MAI.

In the SICLC stage, the parallel interference canceler (as described in Appendix of [19]) subtracts the total (soft) MAI from the desired user’s signal, and later calculates the expectation of the desired user’s bit as follows

\[
b^{(k)} = E[b^{(k)}] = 1 \times p(b^{(k)} = 1) - 1 \times p(b^{(k)} = -1) .
\]  

(6.36)

Using the soft information that comes from the SISO decoder, (6.36) can be easily written as follows using the log-likelihood-ratios \(L_{21}(b)\) of the bit \(b\) (see [183] for details)

\[
b^{(k)} = \frac{e^{L_{21}(b^{(k)})} - 1}{1 + e^{L_{21}(b^{(k)})}} = \tanh \left( \frac{1}{2} L_{21}(b^{(k)}) \right) .
\]  

(6.37)
The above soft information about the detected bit is passed back to the SISO decoder, which uses this soft information as an a priori information to calculate the a posterior soft bit value. Iteration continues until convergence.

This application of iterative Turbo method as above is very similar to its implementation in CDMA literature, and does not exploit the characteristics of UWB. Another approach that exploits the signaling scheme of UWB will be discussed in next.

6.7.2 Turbo Iterative Multiuser Detection Using the Inherent Repetition Code of UWB Systems

An approach that benefits from the sparse signaling of TH-IR (and therefore considers only interfering users) is the iterative-Turbo method, where the inherent repetition coding (processing gain) of TH-IR enables implementation with no additional coding [144, 145]. Instead of a specific convolutional code as in the previous case, pulse repetition code is used to update the a priori information. The proposed detector is composed of two parts: pulse detector, and the symbol detector.

6.7.2.1 Pulse Detector

The pulse detector computes the a posteriori log-likelihood ratio (LLR) of \( b^k_j \), where \( b^k_j \) is the information carried on the \( j^{th} \) pulse of user \( k \). Note that pulse detector assumes that uncorrelated information is carried on each pulse of the same symbol. The LLR of \( b^k_j \) is given by as in (6.38), where \( \lambda^n_i(b^k_j) \) is the extrinsic information that is passed to the symbol detector, \( \lambda^{n-1}_2(b^k_j) \) is the a priori information about \( b^k_j \), and \( f^k_j(g) \) are the locations of the corrupted pulses. Note that the a priori information \( \lambda^{n-1}_2(b^k_j) \) (which is used in both numerator and denominator terms of \( \lambda^n_i(b^k_j) \)) is initially \( \frac{1}{2} \), and is updated iteratively by the symbol detector.

6.7.2.2 Symbol Detector

The symbol detector makes use of the information that all the pulses within the same bit carry the same information, and calculates the a posteriori LLR of the transmitted information given the a priori LLR from all the \( N_s \) pulse detectors as in (6.39). Note that \( \lambda^n_i(b^k_j) \) was used at the last step to evaluate \( \lambda^n_i(b^k_j) \), which will be iteratively used in the pulse detector as the a priori information. After two iterations, simulation results demonstrate that single user performance is obtained.
\[
L^n_1(b^k_j) = \frac{\log P_r(b^k_j = 1|y)}{P_r(b^k_j = -1|y)} = \log \frac{f(y|b^k_j = 1)}{f(y|b^k_j = -1)} + \log \frac{P_r(b^k_j = 1)}{P_r(b^k_j = -1)}
\]
\[
= \frac{\sum_{b \in \{\pm 1\}^N} e^{(y - \mu_{b^k_j})^T \Sigma_{b}^{-1} (y - \mu_{b^k_j})}}{\sum_{b \in \{\pm 1\}^N} e^{(y - \mu_{b^k_j})^T \Sigma_{b}^{-1} (y - \mu_{b^k_j})}} p(b) + \lambda_2^{n-1}(b^k_j)
\]
\[
= \frac{\sum_{b \in \{\pm 1\}^N} e^{(y - \mu_{b^k_j})^T \Sigma_{b}^{-1} (y - \mu_{b^k_j})}}{\sum_{b \in \{\pm 1\}^N} e^{(y - \mu_{b^k_j})^T \Sigma_{b}^{-1} (y - \mu_{b^k_j})}} \prod_{p=1}^{N_p} \tanh \left( \frac{1}{2} \lambda_2^{n-1}(b^k_j) \right) + \lambda_2^{n-1}(b^k_j)
\]
\[
= \lambda_1^n(b^k_j) + \lambda_2^{n-1}(b^k_j), \quad (6.38)
\]
\[
L^n_2(b^k_j) = \frac{\log P_r(b^k_j = 1|\lambda_1^n(b^k_j), j = 1, \ldots, N_s)}{P_r(b^k_j = -1|\lambda_1^n(b^k_j), j = 1, \ldots, N_s)} = \sum_{l=1, l \neq j}^{N_s} \log \frac{P_r(b^k_l = 1|\lambda_1^n(b^k_l))}{P_r(b^k_l = -1|\lambda_1^n(b^k_l))} + \lambda_1^n(b^k_j)
\]
\[
= \sum_{l=1, l \neq j}^{N_s} \lambda_1^n(b^k_l) + \lambda_1^n(b^k_j) = \lambda_2^n(b^k_j) + \lambda_1^n(b^k_j). \quad (6.39)
\]

### 6.7.3 Low Complexity Extrinsic Information Generation for Turbo Multiuser Detection Method

Due to high complexity of calculating the extrinsic information in the pulse detector stage\(^8\), two lower-complexity approaches were discussed in [145]: 1) Gaussian approximation and 1) soft interference cancellation.

The Gaussian approximation method only considers the users that are significantly strong power levels (detected using an appropriate threshold), and folds rest of the interference into Gaussian noise. As a result, the number of interfering users need to be processed by the pulse-detector decreases, and an approximate a-priori LLR is generated by the pulse detector instead of the exact a-priori LLR. This implies a low-complexity implementation with slight performance losses.

The complexity after the Gaussian approximation can be still high if the number of strong interferers is large (e.g. in strong near/far scenarios), and an even lower-complexity approach is desirable. The soft cancellation method first generates the soft estimates of \(b_j^{(k)}\) by

\[
\left[ \hat{b}_j^{(k)} \right]_e = \left[ E \left\{ b_j^{(1)} | \lambda_2(b_j^{(1)}) \right\} \right]_e.
\]  
\(^8\)The computation of \(\lambda_1(b^k_j)\) is exponential in the number of pulses arriving at the receiver at the same time as the \(j\)th pulse of the \(k\)th user [145].
Using this soft soft information regarding the desired bit, the desired user’s signal is regenerated, and then subtracted from the total received signal. The residual is the MAI signal, which is modeled using a Gaussian approximation, i.e.

\[
\text{MAI} \sim \mathcal{N}(\mu_j^{(k)}(\sigma_j^{(k)})).
\]  

(6.41)

At the pulse detector, the approximate a priori log-likelihood of the residual is calculated using (6.41) instead of the exact LLR. This decreases the complexity substantially; this is because regardless of the number of users, the residual is approximated by a single Gaussian distribution. Note that the soft information \( \lambda_2(b_j^{(1)}) \) (which is used to regenerate the desired user’s signal and then the residual MAI) should be reliable to have good performance.

### 6.7.4 Low-Complexity Implementation of Fishler’s Turbo Receiver

Another work that targets to decrease the computational complexity at the pulse detection step of Turbo-iterative detector is [185], which uses interference cancellation and an MMSE filter. In particular, given the a-priori LLR \( \lambda_2^n(b_j^k) \), the the soft estimates of the transmitted interfering symbols are given by

\[
\hat{b}_k^j = E\{b_k^j\} = \tanh \left( \frac{\lambda_2^n(b_k^j)}{2} \right).
\]  

(6.42)

This soft estimate is subtracted from the received signal to obtain the interference-cancelled signal \( \hat{r}_{i(k,j)} \) (similar to discussed before in Section 6.7.3). In addition to that, the linear MMSE filter for the \( j \)th pulse of the \( k \)th user can then be selected as follows to minimize the MSE

\[
w_{k,j} = \arg\min_w \mathbb{E}\left\{ |w^T r_{i(k,j)} - \hat{b}_k^j |^2 \right\}.
\]  

(6.43)

The output of the MMSE filter can be modeled with a Gaussian approximation, and the resulting expression can be used to obtain the desired soft output values \( \lambda_1^n(b_k^j) \) to be used in the symbol detector.
6.7.5 Successive Interference Cancellation With Partial Rake Reception

In [186], a successive interference cancellation scheme is proposed for UWB systems. The idea is similar to the successive interference cancellation summarized in Appendix of [19]; the users are ranked according to their post-detection SNRs, and subtracted one by one (starting from the strongest user) from the received signal. However, a partial-Rake (PRake) receiver is used to collect the energies from different multipath components.

Another work that uses subtractive interference cancellation with PRake reception is [187]. In order to regenerate the interfering signals, a low-complexity PRake receiver (rather than an all-Rake receiver is used). After regeneration of the interference and subtraction from the received signal, the desired user’s signal can be detected using an all-Rake receiver.

6.8 Blind/Adaptive Multiuser Detection Techniques

Due to the dynamic nature of the multiple access channel (i.e. the users entering/leaving the system, the power levels of the received signals changing depending on the changes in the environment etc.), the correlation matrix (for MMSE or decorrelator receivers) and the noise variance estimate (for MMSE receivers) have to be updated every once in a while. Using training sequences [188, 189], it is possible to obtain such adaptive implementations of MMSE receivers, where the goal is to find the optimum value of $\mathbf{L}$ that will minimize (6.25). An application of MMSE multiuser detection with hidden training sequences (i.e. part of the information sequence is used for adaptation) for the purpose of estimating the correlation matrix $\mathbf{R}$ is [190].

The simplest adaptive implementation of multiuser receivers is the gradient descent algorithm, which updates $\mathbf{L}$ so that the cost function (6.25) is gradually minimized [191]. Some of the more complex but faster algorithms are recursive least squares, and lattice structures. Other references on the adaptation of the MMSE algorithm with varying levels of complexity and performance can be found in [191].

On the other hand, the correlation matrix can also be updated without using any training sequences, i.e. in a blind way [192]. Blind techniques assume the knowledge of the signature waveform and the timing of only the desired user. and can be implemented using subspace based techniques. Subspace techniques, Wiener filters, minimum variance, and power-of-R algorithms are
some of the other blind MUD approaches. For the rest of this section, we will look at some important
groups of adaptive MUD algorithms, and discuss available applications for UWB systems.

6.8.1 Subspace Techniques and Principal Components Method

Reduced-rank techniques, which rely on decreasing the rank of a correlation matrix in some
way\(^9\), are commonly used for interference cancellation in DS-CDMA systems [193]. A popular
class of reduced-rank techniques is the subspace techniques, which use only the principal compo-
nents (eigenvalues) to obtain the correlation matrix (and therefore are based on zeroing insignificant
eigenvalues). The key benefit of subspace methods is the reduction of the interference correlation
matrix size (whose size is normally \(O(N_hN_s)\) for IR-UWB systems with chip-spaced sampling) by
projecting the received vector onto a lower dimensional signal subspace. Therefore, they are ap-
propriate for TH-IR-UWB systems where the processing gain (which identifies the received signal
space) is typically much larger than the number of users (which determines the dimensionality of
the lower-rank subspace where the received vector is to be projected).

A downside of subspace techniques is that the computational complexity of singular value de-
composition (SVD), which is an integral part of subspace methods, is very large. Instead, subspace
tracking algorithms may be used in dynamic channels, which are based on updating (with a low-
complexity technique) the singular values and vectors once they are initially evaluated [194, 195].

Subspace based methods make it possible other detectors (such as decorrelator and the MMSE
detector) to operate blindly, i.e. only with the information of the signature waveform and the timing
of the desired user (without the need of training symbols). An excellent reference on subspace
techniques for blind multiuser detection is [192] (see Appendix of [19] for a brief summary of MMSE
and decorrelator receivers that use subspace techniques).

A subspace based multiuser detector has been proposed for TH-UWB-IR (with M-ary PPM)
in [146, 196]. In the proposed receiver, first, the channel is estimated using the subspace method;
this is achieved by first finding the covariance of the received signal, dividing this into signal and
noise subspaces, using Eigenvalue decomposition to further process the signal, and then minimizing
the resulting metric to estimate the channel. Later, knowing the estimate of the channel, different
types of receivers can be used (Rake, ZF, MMSE, Subspace MMSE). Subspace MMSE and ZF
receivers are shown to have similar and best performance.

\(^9\)Thus, reduced-rank techniques are most appropriate if the processing gain is much larger than the signal dimen-

sionality, so that rank reduction yields significant gains.
6.8.2 Multistage Wiener Filters

As discussed in the previous section, projection of the received signal vector onto a lower dimensional signal subspace decreases the complexity, and improves the tracking performance. However, this is correct if the dimensionality (i.e. $N_s \times N_h$ for chip-spaced sampling, and $N_s$ for frame-spaced sampling) is much larger than the signal subspace (determined by the number of users). Therefore, for heavily loaded scenarios, principal component methods may not be appropriate, requiring alternative approaches [193]. As opposed to principal component methods, MSWF does not explicitly generate the signal subspace. The reduced-rank MSWF achieves close to full-rank MMSE performance with filter rank (determined by the number of applied stages) much smaller than the signal space. A good discussion on the details of MSWF can be found in [193].

A multistage Wiener filter (MSWF) has been considered for TH-IR in [197] to implement a reduced-rank MMSE filter. The chip-spaced sampling of the matched filter implies a correlation matrix with size $O(N_hN_s)$. However, the interference dimension is much lower, which can be exploited using low-rank approximation of the correlation matrix. Consequently, as the number of required samples reduces, the tracking performance of the receiver substantially improves in a dynamic channel, where the value of the correlation matrix changes due to users entering and leaving the system [197]. The authors show that the output SINR of the system for $N_u = 100$, $N_h = 125$, $N_s = 4$, and $E_b/N_0 = 20$dB is around $18$dB for the full-rank scheme (i.e. for rank being $N_s \times N_h = 500$); on the other hand, the same SINR can be obtained using as low as 10 stages in the MSWF.

Reduced-rank Wiener filters were also considered with frame-spaced sampling in [198] for TH-IR-UWB systems. Frame-rate sampling implies $N_s$ samples per symbol rather than $N_s \times N_h$ samples per symbol, therefore yielding significant reduction in the detection complexity. The authors use the vector conjugate gradient (V-CG) method which generates a rank-$m$ approximation of the full-rank Wiener filter after following iterations

$$
\gamma_{m-1} = \frac{|r_{m-1}|^2}{(d_{m-1}^T \mathbf{R}_{yy} d_{m-1})} ,
$$

$$
\mathbf{L}_m = \mathbf{L}_{m-1} + \gamma_{m-1} \mathbf{d}_{m-1} ,
$$

$$
\mathbf{r}_m = \mathbf{c}_1 - \mathbf{R}_{yy} \mathbf{L}_m ,
$$

$$
\mathbf{d}_m = \mathbf{r}_m + \mathbf{d}_{m-1} (||\mathbf{r}_m||^2/||\mathbf{r}_{m-1}||^2) ,
$$
where the linear MMSE receiver is given by $\mathbf{L} = \mathbf{R}_{yy}^{-1} \mathbf{c}_1$, $\mathbf{L}_m$ is the rank-$m$ approximation to the MMSE filter, $\mathbf{R}_{yy}$ is the data covariance matrix, $\mathbf{c}_1$ is the codeword vector for the desired user, $\mathbf{L}_0 = \mathbf{c}_1$, initial search direction is $\mathbf{d}_0 = \mathbf{r}_0$, and $\mathbf{r}_0 = \mathbf{c}_1 \mathbf{L}_0$. Note that the reduced-rank V-CG filter converges to the full-rank Wiener filter in at most $M$ steps, where $M \leq N_u$ is the number of distinct eigenvalues of $\mathbf{R}_{yy}$ [198].

### 6.8.3 Minimum Variance and Power of R Methods

Two other blind interference cancellation techniques which do not require training symbols are the minimum variance (MV) method and power of R (POR) method. The motivation behind MV blind receivers is to minimize the output variance of the receiver with respect to a certain code-based constraint, so that while canceling the multiuser interference, the desired user’s signal is preserved [199]. While the TH sequences and timings of all the users are required for subspace techniques, MV technique requires only the knowledge of the desired user parameters. However, it is known that MV methods are very sensitive to signature mismatch and multipath effects due to signal cancellation, and therefore special care needs to be taken for TH-IR systems.

On the other hand, power of R (POR) technique is a soft decision blind method which falls in between subspace and MV methods. It raises the data covariance matrix $\mathbf{R}$ to a power $m$ to virtually increase the SNR [200]. As $m \to \infty$, the POR method becomes identical to subspace methods, and MV is a special case of POR for $m = 1$. Note that POR technique outperforms the subspace based methods in systems with dense multipath or heavy loading, and therefore may be very appropriate for UWB systems which observe an extremely dispersive channel.

### 6.9 Other Approaches

Various other multiuser interference cancellation approaches have also been proposed for UWB, DS-CDMA, and multi-carrier (MC) CDMA systems in the literature which may not necessarily fall in the categories discussed in the previous sections. Kalman filters, Genetic algorithms, neural networks, sequential expectation maximization (EM) methods, frequency domain methods, and per-survivor processing are few of these approaches. In this section, some of these algorithms will be discussed; note that certain classes of MUD algorithms are not analyzed in detail yet for UWB systems; further research is required to evaluate the appropriateness and feasibility of these algorithms for practical UWB applications.
6.9.1 Frequency-Domain Techniques

Frequency domain multiuser detection techniques were considered for DS-CDMA systems in the past [201, 202]. As discussed in more detail in previous sections, frequency-domain multiuser detection algorithms were also applied to TH-UWB and DS-UWB systems; frequency-domain ML detection was analyzed in [162], while frequency domain ZF and MMSE receivers were investigated in [176, 177]. An FFT based multiuser detection algorithm for asynchronous block-spreading DS-UWB was presented in [153].

6.9.2 Kalman Filters

Kalman filters based multiuser detection schemes have been considered for asynchronous CDMA systems in the past [203, 204]. It was shown that among possible linear MMSE receivers, Kalman filter, which is a linear recursive MMSE receiver, is the best linear MMSE detector for a given detection delay [203].

A recent paper that uses Kalman filters for MUD in CDMA systems is [205], where pseudo random independence of the codes is exploited to generate separate Kalman filters for different users. The signal model to be used for the Kalman Filter and for a particular user $k$ is given by

$$
y^{(k)}(t) = s^{(k)}(t)a^{(k)}(t)b^{(k)}(t) + v(t), \tag{6.48}
$$

where $y(t)$ is the received signal, $s(t)$ is the spreading code, $b(t)$ is the transmitted bit, and $v(t)$ is the noise plus MAI with unknown variance, given by $\frac{1}{2}\sigma^2(t)$\textsuperscript{10}. If we represent $x(t) = a(t)b(t)$ (dropped the user coefficient $k$ for notation simplicity), state equations are written as follows

$$
x(t+1) = \Phi(t)x(t) + w(t) \tag{6.49}
$$

$$
y(t) = s(t)x(t) + v(t) \tag{6.50}
$$

where state transition matrix $\Phi$ is equal to 1 as long as the consecutive symbols are the same, and 0 otherwise. Similarly, the state noise $w(t)$ is zero as long as consecutive bits are the same, and its variance when there is a symbol change is given by $Q(t) = E[a(t)a(t)]$. Based on the state equations,\textsuperscript{10}Note here that Kalman filter is a blind model which does not use the spreading sequences of other users, and try to minimize overall noise by approximating the MAI with Gaussian approximation
the Riccati equations (which identify the updates of covariance matrices) and state update equations can be easily written.

Kalman filters were also considered for MUD in DS-UWB systems in a realistic UWB indoor channel [206]. First, a robust Kalman filter is used to estimate the channel parameters. Then, with the consideration of the channel estimation errors in the tracking mode, an adaptive multiuser decision feedback equalizer (based on the proposed robust Kalman filter) is developed, which suppresses both the MAI and ISI. The simulation results show that the MUD with robust Kalman filter outperforms conventional rake receivers and 1-stage parallel interference cancellation receivers.

6.9.3 Neural Networks

Neural networks are interconnected networks of parallel-operating perceptrons (simple processing units), which are commonly used to many complex problems such as classification problems, speech recognition, and scene analysis [207]. Based on the desired problem to be solved, the learning problem can be formulated so that a desired cost function is minimized by changing the internal structure of the network.

Application of neural networks for synchronous and asynchronous multiuser detection systems has been considered in [207]-[210]. The motivation behind Neural network type multiuser receivers is, similar to the other suboptimal receivers, the high degradation in conventional receiver under near/far problem, and optimum receiver being too complex to resolve the issue.

In the Neural network approach presented in [207], a back-propagation algorithm\textsuperscript{11} is used to train the network for demodulation of signals. It is shown that Neural networks can be successfully applied both synchronous and asynchronous CDMA systems for the purpose of either SUD/IC or MUD. The authors show via simulations that for the 2-user channels that have strong near/far effect and at the desired SNR range of interest, the BER of Neural network receiver is few orders of magnitude better than that of the conventional receiver, and is independent of the powers of other users.

\textsuperscript{11}Back-propagation algorithm is a training algorithm; it is applied to many classification problems in the literature, is an iterative gradient-descent algorithm that aims to minimize a cost function [207].
6.9.4 Genetic Algorithms

Genetic algorithm (GA) is another iterative optimization approach to obtain approximate solutions to NP-hard problems (which is the optimal ML multiuser detector in this case). They yield much faster solutions compared to exhaustive point-by-point search. For the optimization purposes, they use the genes (which correspond to vectors of bits) from a pool, and perform reproduction (randomly mate two vectors from the pool), crossover (exchange certain parts between the vector pairs) and mutation (exchange of a single-bit from $-1$ to 1, or vice versa) operations until a good generation is obtained.

Genetic algorithm were applied to CDMA systems for MUD in synchronous [210, 211, 212] and asynchronous [213, 214] networks.

The authors propose a new modified Genetic algorithm technique in [210] for MUD purposes, where the number of required populations and generations are less than the previously proposed techniques. While the classical GA hits a floor at high SNR, the proposed GA has performance close to optimum ML detection with much lower complexity. The performance of the algorithm was also compared with three-layer perceptron Neural networks, conventional decorrelator and multistage detectors, and it was shown to outperform them all (however requiring higher complexity).

In [211], it was discussed that a good initial guess is required to prevent saturation effects (due to getting stuck at local optima rather than finding the global optimum solution) and have good detection performance; therefore, sub-optimum detectors such as decorrelator receivers can be used to obtain an initial guess before applying genetic algorithms.

In [212], the authors show via simulations that the MUD performance may be improved considerably by increasing pool-size, which introduces a compromise between the performance and computational complexity. Note that using larger pool sizes may improve the local-optima problem discussed above, since a more diverse population of genes are available that can help to get away from the local optima.

In [213], GAs were applied to asynchronous CDMA systems, where both the desired bits and so called “edge bits” (due to asynchronism of the users) within the observation window are estimated. The role of the GA is to search for the particular bit sequence that optimizes a log-likelihood function.

In another work, GA is used in the first step of a two-step MUD algorithm, where the second step is a multistage detector [214]. Motivation for such a hybrid approach is to decrease the computational complexity, and improve the convergence time of the algorithm.
As discussed before, Genetic algorithms can also be used to optimize the performance for MMSE pulse/finger combining [172].

6.9.5 Per-Survivor Processing

Per-survivor processing (PSP) algorithm is a tree-search based detection algorithm initially proposed in [215]. As it has been discussed, joint ML detector is the optimum algorithm with complexity $O(2^{N_s})$, and the PSP tree search algorithm with recursive least squares decrease the complexity to $O(K^2)$ with very close performance, and without the transmission of any training bits (i.e. the signal powers and phases are extracted adaptively).

The optimum joint ML algorithm can be implemented by an exhaustive tree search algorithm which constructs a tree with $2^{N_s}$ end points (corresponding to the composite symbol hypothesis). At the $n^{th}$ step of the tree, there are $2^n$ end nodes corresponding to the composite symbol hypothesis of $n$ bits. PSP tree search algorithm implements a much less complexity subtree algorithm, which still contains the ML path algorithm with high probability. This is achieved by choosing the paths that minimize a certain cost function.

The PSP multiuser detection algorithm was applied to multicarrier (MC) DS-CDMA systems in [216]; the branch metric in conventional single-carrier systems was modified to detect MC-DS-CDMA. In [217] was used as the MUD stage of a Turbo-iterative receiver in a convolutionally-coded CDMA system; the PSP based MUD generates soft outputs, which are then used by convolutional decoders.

6.10 Conclusion

In this chapter, multiple access sequence design and interference cancellation techniques for TH-UWB, DS-UWB, and CDMA systems are analyzed, giving emphasis on unique signaling aspects of TH/DS UWB systems. By appropriately designing the multiple access sequences in an IR-UWB system, multiuser interference can be reduced. Both synchronous and asynchronous channels are considered, and appropriate sequence constructions for each case are reviewed.

Although sequence design helps to reduce multiple access interference, usually, it can not be totally prevented. Unique signaling scheme of IR-UWB systems allow low complexity implementations of the interference cancellation methods used in CDMA based systems, as well as other unique algorithms.
Table 6.2 Overview of interference avoidance and cancellation techniques for multiuser IR-UWB systems.

<table>
<thead>
<tr>
<th></th>
<th>TH-UWB References</th>
<th>DS-UWB References</th>
<th>CDMA/General References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interference Avoidance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Synchronous Systems</td>
<td>[151, 154, 85, 218, 15, 148, 150, 149]</td>
<td>[155]</td>
<td>[156, 157, 95]</td>
</tr>
<tr>
<td>Asynchronous Systems</td>
<td>[151, 86, 89, 152]</td>
<td>[153]</td>
<td>[83]</td>
</tr>
<tr>
<td>ML Receivers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[144, 158, 159, 162, 73]</td>
<td>[160, 161]</td>
<td>[147]</td>
</tr>
<tr>
<td>Linear Receivers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pulse Discarding Receivers</td>
<td>[144, 142, 18, 178, 179]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decorrelator</td>
<td>[144, 158]</td>
<td>[167]</td>
<td>[163, 147, 164, 165]</td>
</tr>
<tr>
<td>MMSE</td>
<td>[144, 158, 149]</td>
<td>[173, 175, 190]</td>
<td>[163, 147, 164, 165, 168]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pulse Combining Receivers</td>
<td>[171, 143, 172]</td>
<td>[169, 170]</td>
<td></td>
</tr>
<tr>
<td>Iterative Receivers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turbo MUD</td>
<td>[145, 185, 184]</td>
<td></td>
<td>[181, 182, 183]</td>
</tr>
<tr>
<td>Successive and parallel IC</td>
<td>[158, 186, 187]</td>
<td>[180]</td>
<td>[147, 164, 165]</td>
</tr>
<tr>
<td>Blind/Adaptive Techniques</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subspace Methods</td>
<td>[146, 196]</td>
<td></td>
<td>[194, 195]</td>
</tr>
<tr>
<td>Wiener Filters</td>
<td>[198, 197]</td>
<td></td>
<td>[193]</td>
</tr>
<tr>
<td>MV and POR</td>
<td>[199]</td>
<td></td>
<td>[200]</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency Domain Techniques</td>
<td>[153, 162, 176, 177]</td>
<td></td>
<td>[201, 202]</td>
</tr>
<tr>
<td>Kalman Filters</td>
<td>[206]</td>
<td></td>
<td>[203, 204, 205]</td>
</tr>
<tr>
<td>Neural Networks</td>
<td></td>
<td></td>
<td>[209, 210, 207, 208]</td>
</tr>
<tr>
<td>Genetic Algorithms</td>
<td>[172]</td>
<td></td>
<td>[210, 211, 212, 213, 214]</td>
</tr>
<tr>
<td>Per-survivor Processing</td>
<td></td>
<td></td>
<td>[215, 216, 217]</td>
</tr>
</tbody>
</table>

Even though high performance gains can be obtained using certain algorithms, their practical implementation for IR is still a big challenge. Further research is required to develop efficient and practical interference cancellation algorithms that consider transmission power limitations and realistic UWB channels; the author believes this chapter will serve as a good resource to derive potential research directions in the area and enhance the capabilities of IR-UWB in multiuser channels.
CHAPTER 7
SENSITIVITY OF IR-UWB TO TIMING MISMATCH AND EFFECTS OF TIMING JITTER

7.1 Introduction

Due to extremely short duration of pulses used, UWB systems require high sensitivity against timing errors for proper demodulation of the received signal. Ideally, transmitted pulses in a digital communication system arrive at the receiver at integer multiples of sampling times. In real systems, pulses are received at times that are different from integer multiples of sampling times, which is named as timing jitter [219]. The traditional way to measure the timing jitter is using the eye pattern observed in an oscilloscope, which is the synchronized and superimposed possible realizations of the received signal viewed within a particular signaling interval [220]. The thickness of the eye edges gives an idea about the range of the timing jitter.

According to the sources of timing jitter, it can be examined in two categories: random jitter and deterministic jitter [221]-[223]. Random jitter is assumed to be Gaussian in nature, and is caused by the accumulation of thermal noise sources [223]. Generally, deterministic jitter is bounded and non-Gaussian. Some examples for deterministic jitter are duty-cycle distortion, e.g. from asymmetric rise/fall times; inter-symbol interference, e.g. from channel dispersion or filtering; sinusoidal, e.g. from power supply feed-through; and uncorrelated, e.g. crosstalk by other signals [223]. The total jitter thus can have both random and deterministic components, and its PDF can be obtained by the convolution of the PDFs of the random jitter and the deterministic jitter [222]. Deterministic jitter can be reduced or eliminated once its source is determined [221]. Using the eye pattern technique, or the histogram technique in an oscilloscope, it is possible to distinguish between the random and deterministic components of the total jitter.

Effects of timing jitter on the performances of different technologies have been investigated in the past [224]-[226], and various methods are proposed to model the jitter distribution [222], [227]-[229]. Effect of timing jitter on the signal power spectral density (PSD) in a multipath environment has
been analyzed in [230]. Surveys and books have been written to clarify the relationships between different jitter aspects and measurement techniques [219], [231], [232].

New UWB radios are capable of precisely positioning the sub-nanosecond pulses with a Gaussian distributed root-mean-squared (RMS) jitter of 10ps and within a 50ns time window [233]. Even if the transceiver clocks are very stable and introduce very little jitter, other issues such as timing tracking and relative velocities between transmitter and receiver introduce additional degradation in synchronization [62].

Although timing jitter has a significant effect on the BER performance of UWB systems, theoretical performance analyses for UWB systems in the presence of timing jitter have not been done to the best knowledge of the authors. Especially, accurate mathematical modeling and theoretical BER analysis of the effect of timing jitter is required. Performance analysis of UWB modulation schemes in ideal conditions [51] and in other practical scenarios such as multipath [56], multiple access interference [234] and narrowband interference [60] have been done in the past. The effect of timing jitter on the PSD of UWB signals has been analyzed in [235]-[237] and it was concluded that jitter in fact helped to smooth the PSD due to the introduced randomness. The effect of uniformly distributed timing jitter on the UWB performance were simulated in [238] for optimum pulse position modulation (PPM) and in [239] for Hermite polynomial pulses. Lovelace et. al. analyze the performance degradation in the multiple access capability of the UWB system in the presence of Gaussian distributed timing jitter for binary and M-ary PPM schemes [62].

The focus of this chapter is the theoretical performance analysis of UWB systems in the presence of timing jitter. The effects of timing jitter on the performances of orthogonal-PPM, optimum-PPM, on-off keying (OOK), and binary phase shift keying (BPSK) modulations are investigated. Theoretical BER equations for static and Rayleigh fading channels in the presence of timing jitter are derived and compared with simulations. For Rayleigh fading channels, flat and dispersive channel models are used. Based on [224], a worst case jitter distribution that can serve as an upper bound on the system performance is presented, and the effect of the pulse shape is analyzed.

The chapter is organized as follows. Section 7.2 gives a generic UWB system model for PPM and BPSK modulations. BER formulations under timing jitter are presented and compared with simulations in Section 7.3. In Section 7.4, the effect of timing jitter PDF on system performance is analyzed, and the PDF for jitter due to finger estimation error is presented. Section 7.5 analyzes
the effect of pulse shape on system performance when there is jitter, and the last section concludes the chapter.

7.2 System Model

7.2.1 Signal Model

Consider the equations (2.1) and (2.2) for the transmitted and received signals in Chapter 2. At the receiver, the received signal is correlated with a template and a decision is made based on the detection algorithm. The correlator template used for PPM is given by

\[ v(t) = \omega_{rec}(t) - \omega_{rec}(t - \delta) . \] (7.1)

Note that \( \delta \) is larger than \( T_c \) for orthogonal PPM and smaller than \( T_c \) for overlapped PPM. Optimum PPM is achieved by selecting \( \delta \) that minimizes \( R(\delta) \), or maximizes \( 1 - R(\delta) \). For BPSK and OOK, \( \omega_{rec} \) itself is used as the template. Templates used for BPSK and optimum PPM, and the received pulse with jitter when transmitting zero are depicted in Fig. 7.1. Output of the correlator is found by multiplying and integrating the received pulse with the receiver template

\[ U = \int_{-\infty}^{\infty} v^{(1)}(t)v(t)dt . \] (7.2)

This value can then be used to make a binary decision for BPSK and PPM as follows

\[ b = \begin{cases} 0 & \text{if } U \geq 0 \\ 1 & \text{if } U < 0 \end{cases} \] (7.3)

where \( b \) denotes the detected bit. For OOK, \( U \) is compared with a threshold \( T \) to make a decision

\[ b = \begin{cases} 0 & \text{if } U \leq T \\ 1 & \text{if } U > T \end{cases} \] (7.4)

Normalized correlation functions of the received pulse with the templates used in BPSK and optimum PPM schemes are depicted in Fig. 7.2. Notice that correlation functions, and therefore the SNRs after the correlator become zero when the timing jitter is around 80ps, which determines a jitter budget for a typical UWB system employing the pulse shape in Fig. 7.1.
Figure 7.1 Templates used at the correlator for BPSK and optimum PPM, and the received pulse with jitter ($\tau = 0.277\text{ns}$).

### 7.2.2 BER Performance Analysis

In order to evaluate the BER performances, it is required to analyze the correlator outputs of signal and noise separately. When PPM is used, correlation of the received pulse with the template, $m_p$, and the variance of the correlation of the noise with the template, $\sigma^2_{\text{corr}}$, can be respectively evaluated as follows [50]

\[
m_p = \int_{-\infty}^{\infty} \omega_{\text{rec}}(t) v(t) dt = E_p [1 - R(\delta)] ,
\]

\[
\sigma^2_{\text{corr}} = E \left[ \left( \int_{-\infty}^{\infty} \tilde{n}(t) v(t) dt \right)^2 \right] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} v(t_1) v(t_2) E [\tilde{n}(t_1) \tilde{n}(t_2)] dt_1 dt_2 = N_0 E_p [1 - R(\delta)] .
\]
Figure 7.2 Correlation functions of the received pulse with the templates used for BPSK and optimum PPM ($\tau = 0.277\text{ns}$).

The SNR after the correlator considering the pulse amplitude and the processing gain is calculated as

$$SNR = \frac{(N_0 \sqrt{Am_p})^2}{N_0 \sigma_{corr}^2}.$$  \hspace{1cm} (7.7)

Using (7.5) and (7.6) in (7.7),

$$SNR = \frac{N_0 AM_p}{N_0^2}(1 - R(\delta)).$$  \hspace{1cm} (7.8)

Following a similar approach for other modulation schemes and using the standard techniques [51, 52, 11], BER performances for the four binary modulation schemes can be derived as was shown in Table 2.1.
7.3 Effect of Timing Jitter on BER Performances

When there is timing jitter in the UWB signals, a deviation from its ideal timing position is observed in the received signal. This degrades the performance since jitter decreases \( m_p \), the correlation of the received pulse with the receiver template. This section will cover the theoretical performance evaluation of different modulation schemes in the presence of timing jitter assuming that PDF of timing jitter is known. Uniform timing jitter is assumed throughout the section for simulation purposes\(^1\), and the next section compares the performances for different distributions that have the same variance. BER performances in AWGN, single-tap Rayleigh fading and dispersive channels are derived initially for a fixed value of the timing jitter, and averaged over the PDF of timing jitter to find the expected performance. Obtained theoretical findings are then verified by simulation results.

7.3.1 BER Performances in Static Channel

For a fixed value of the timing jitter, there is \( \epsilon_j \) amount of timing difference between the actual and the ideal positions of the receiver template. Correlation values with the signal and the noise for PPM with a fixed value of timing jitter are calculated as

\[
m_p = \int_{-\infty}^{\infty} \omega_{rec}(t + \epsilon_j) v(t) dt = E_p [R(\epsilon_j) - R(\delta - \epsilon_j)] , \tag{7.9}
\]

\[
\sigma^2_{corr} = E \left[ \left( \int_{-\infty}^{\infty} \tilde{n}(t + \epsilon_j) v(t) dt \right)^2 \right] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} v(t_1) v(t_2) \cdot E [\tilde{n}(t_1 + \epsilon_j) \tilde{n}(t_2 + \epsilon_j)] dt_1 dt_2 = N_0 E_p [1 - R(\delta)] . \tag{7.10}
\]

Plugging (7.9) and (7.10) in (7.7), SNR for PPM for a fixed value of timing jitter is evaluated as follows

\[
SNR = \frac{N_s A E_p}{N_0} \left[ \frac{(R(\epsilon_j) - R(\delta - \epsilon_j))^2}{1 - R(\delta)} \right] , \tag{7.11}
\]

\(^1\)Recall that although random jitter is assumed to be Gaussian, the total jitter, which is the sum of the random jitter and the deterministic jitter, can have different distributions.
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Table 7.1  BER performances of UWB modulation schemes in AWGN channel and in the presence of timing jitter.

<table>
<thead>
<tr>
<th>Modulation</th>
<th>BER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orthogonal PPM</td>
<td>$Q \left( \sqrt{ \frac{N_s A E_p}{N_0} } R^2(\epsilon_j) \right)$</td>
</tr>
<tr>
<td>Optimum PPM</td>
<td>$Q \left( \sqrt{ \frac{N_s A E_p}{N_0} [R(\delta) - \sigma^2] \left</td>
</tr>
<tr>
<td>BPSK</td>
<td>$Q \left( \sqrt{ \frac{2N_s A E_p}{N_0} R^2(\epsilon_j) } \right)$</td>
</tr>
<tr>
<td>OOK</td>
<td>$\frac{1}{2} \left( Q \left( \sqrt{ \frac{N_s A E_p}{N_0} } \right) + Q \left( \sqrt{ \frac{2N_s A E_p}{N_0} [2R(\epsilon_j) - 1]^2} \right) \right)$</td>
</tr>
</tbody>
</table>

Note that in order to multiply the SNR with the processing gain $N_s$, it is assumed that all $N_s$ pulses are subject to same amount of timing jitter. For orthogonal PPM, $R(\delta)$ becomes zero and the above equation reduces to

$$SNR = \frac{N_s A E_p}{N_0} R^2(\epsilon_j) . \quad (7.12)$$

For BPSK, using $\omega_{rec}$ as the receiver template and proceeding with a similar analysis yields

$$SNR = \frac{2N_s A E_p}{N_0} R^2(\epsilon_j) . \quad (7.13)$$

Note that the effect of timing jitter on the system performance is the attenuation of the SNR with the corresponding correlation terms that depend on the employed pulse shape and modulation scheme.

For OOK modulation, reception of zeros are not affected by timing jitter since no pulse is sent for the transmission of zeros. Reception of ones will be degraded severely due to employed detection algorithm that compares the correlator output with a certain threshold. The resulting BER equation can be evaluated to be the sum of the false alarm rate and the missed detection rate using standard tools, which is shown in Table 7.1 together with performances of other modulation schemes. The value of $a$ in Table 2.1 is taken as $\sqrt{2}$ to make the average transmitted energy of OOK identical with the other modulation schemes. Equations for BPSK and orthogonal PPM imply that SNRs in both schemes decrease in equal proportions, conserving the 3dB power efficiency of the former scheme to the latter irrespective of the timing jitter.
Knowing the PDF of timing jitter, the calculated BER expressions can be integrated over all possible jitter values to evaluate the average performance. Assuming that timing jitter is uniformly distributed between \((-\epsilon_0, \epsilon_0)\) the BER performance can be evaluated as follows

\[
P_{\text{avg}}(\Gamma, \epsilon_0) = \int_{-\epsilon_0}^{\epsilon_0} P_b(\Gamma, \epsilon_j) p(\epsilon_j) d\epsilon_j ,
\]  

(7.14)

where \(\Gamma\) denotes the SNR of the received signal, \(P_{\text{avg}}(\Gamma)\) denotes the average BER corresponding to a certain jitter distribution at a certain SNR, \(P_b(\Gamma, \epsilon_j)\) denotes the BER at a certain SNR and a fixed value of timing jitter as given in Table 7.1, and \(p(\epsilon_j)\) is the probability density function of jitter, which is for uniform distribution given by

\[
p(\epsilon_j) = \frac{1}{2\epsilon_0} .
\]  

(7.15)

The integral in (7.14) can be evaluated semi-analytically to average the BER performance over all possible jitter values. Theoretical and simulation results for BPSK in AWGN channel are depicted in Fig. 7.3 for a fixed value of timing jitter and in Fig. 7.4 for jitter uniformly distributed between
Figure 7.4 BER performance of BPSK with uniform distributed jitter in AWGN channel ($T_c = T_h = 0.8ns, N_s = 1$).

Note that when the fixed value of jitter is 80ps, accuracy of the detection is close to 50% since the SNR after the correlator output becomes very close to zero. Fig. 7.5 compares the performances of the four modulation schemes when jitter is uniformly distributed between $\pm \epsilon_0$, where it is seen that the gap between OOK and orthogonal PPM increases for larger values of timing jitter.

7.3.2 BER Performances in One-tap Rayleigh Fading Channel

In one-tap Rayleigh fading channels, the received signal has a complex amplitude $\gamma_t$ that has a Rayleigh distribution. In such environments, the probability of error is found by integrating the BER over all possible instantaneous SNR values [52]

$$P_{\text{rayl}}(\Gamma) = \int_0^\infty P_b(\Gamma, \gamma) p(\gamma) dA,$$

(7.16)

where $\gamma$ is the instantaneous SNR of the received signal given by $\gamma^2 \frac{N_s A E_s}{N_0}$, $\Gamma$ is the average SNR, $P_{\text{rayl}}(\Gamma)$ is the bit error probability at a certain average SNR, and $p(\gamma)$ is the PDF of the instantaneous SNR values characterized by a chi-square distribution with two degrees of freedom which can
Figure 7.5 Effect of the fixed value of timing jitter on the BER performances of different modulation schemes ($SNR = 5dB, T_c = T_h = 0.8us, N_s = 1$).

be written as

$$p(\gamma) = \frac{1}{\Gamma} exp \left( -\frac{\gamma}{\Gamma} \right). \quad (7.17)$$

Plugging the error probabilities for different modulation schemes from Table 2.1 in (7.16), the closed form solution for the BER in Rayleigh fading channel is evaluated as

$$P_{\text{Ray}}(\Gamma) = \frac{1}{2} \left[ 1 - \sqrt{\frac{\Gamma'}{\Gamma' + 2}} \right], \quad (7.18)$$

where $\Gamma' = \Gamma$ for orthogonal PPM, $\Gamma' = 2\Gamma$ for BPSK, and $\Gamma' = \Gamma(1-R(\delta))$ for optimum PPM. For a fixed value of timing jitter, the SNR values will be multiplied with the corresponding autocorrelation values as summarized in Table 7.2.
For uniformly distributed timing jitter, BER in Rayleigh fading channel can be evaluated by a numerical integration of expressions in Table 7.2 over all possible jitter values as

$$ P_{avg}(\Gamma, \epsilon_0) = \int_{-\epsilon_0}^{\epsilon_0} P_{ray}(\Gamma, \epsilon_j) p(\epsilon_j) d\epsilon_j. \quad (7.19) $$

Performance results for BPSK in Rayleigh fading channel for a fixed value of jitter and for uniformly distributed jitter are depicted in Figs. 7.6 and 7.7. Similar comments as in AWGN channel can be repeated, together with an observation of overall performance degradation for all jitter scenarios due to fading.

### 7.3.3 BER Performances in Dispersive Channel

Due to reflection, diffraction and scattering effects, the transmitted signal arrives at the receiver through multiple paths with different delays. The received signal from an N-tap channel can be
Figure 7.7 BER performance of BPSK with uniform distributed jitter in Rayleigh fading channel ($T_c = T_h = 0.8\text{ns}, N_s = 1$).

written as follows

$$r_{mp}(t) = \sum_{\ell=1}^{N} \gamma_\ell s^{(\ell)}(t - \tau_\ell) + n(t),$$

(7.20)

where $\gamma_\ell$ is the tap attenuation for the $\ell$th tap arriving at time $\tau_\ell$ and $s^{(\ell)}(t)$ is the transmitted signal from (2.1).

By using Rake receivers, it is possible to collect the energy at the delayed taps. *All-Rake, selective Rake,* or *partial Rake* receivers are all feasible approaches to collect all, strongest, or first arriving resolvable multipath components respectively [69]. Optimal combining of the multipath components is achieved by maximal ratio combining (MRC) in white noise, where the finger weights are designed based on the channel tap weights to maximize the output SNR. A reduced complexity combining technique that does not require the estimates of the fading amplitudes is equal gain combining (EGC), where all the multipath components are weighted equally.
Table 7.2  BER performances of UWB modulation schemes in Rayleigh fading channel and in the presence of timing jitter.

<table>
<thead>
<tr>
<th>Modulation</th>
<th>BER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orthogonal PPM</td>
<td>(\frac{1}{\frac{1}{2} \left( 1 - \sqrt{\frac{1}{2+1} \frac{R^2(\epsilon_j)}{R_{opt}^2}} \right)})</td>
</tr>
<tr>
<td>Optimum PPM</td>
<td>(\frac{1}{\frac{1}{2} \left( 1 - \sqrt{\frac{1}{2+1} \frac{R^2(\epsilon_j)}{R_{opt}^2}} \right)})</td>
</tr>
<tr>
<td>BPSK</td>
<td>(\frac{1}{\frac{1}{2} \left( 1 - \sqrt{\frac{1}{2+1} \frac{R^2(\epsilon_j)}{R_{opt}^2}} \right)})</td>
</tr>
</tbody>
</table>

The PDF of the instantaneous SNR when using MRC is given by [52]

\[
p(\gamma) = \sum_{k=1}^{N} \pi_k e^{-\frac{2}{\Gamma_k}}, \tag{7.21}
\]

\[
\pi_k = \prod_{i=1, i \neq k}^{N} \frac{\Gamma_k}{\Gamma_k - \Gamma_i}, \tag{7.22}
\]

where \(\Gamma_k\) is the average SNR for the \(k\)th tap. Knowing the PDF of the SNR, BER equation for AWGN can be conditioned on the instantaneous SNR and the average BER performance can be evaluated through integration over all possible SNR values. For example for BPSK, average performance using MRC in the presence of fixed timing jitter is given by

\[
P_{\text{path}}(\Gamma, \epsilon_j) = \int_{0}^{\infty} p(\gamma) \frac{1}{2} \text{erfc} \left( \sqrt{\frac{\gamma R^2(\epsilon_j)}{\epsilon_j}} \right) d\gamma , \tag{7.23}
\]

where it is assumed that all multipath taps are subject to same amount of timing jitter. This formulation can again be integrated over the PDF of timing jitter to find the average performance in the presence of uniformly distributed jitter

\[
P_{\text{avg}}(\Gamma, \epsilon_0) = \int_{-\epsilon_0}^{\epsilon_0} P_{\text{path}}(\Gamma, \epsilon_j) p(\epsilon_j) d\epsilon_j . \tag{7.24}
\]

Performance results for BPSK using MRC Rake receivers for a fixed value of jitter and for uniformly distributed jitter are shown in Figs. 7.8 and 7.9. A four tap Rayleigh fading channel profile with exponentially distributed average tap weights is assumed, and a Rake receiver with four fingers is employed, which assumes a perfect knowledge of the channel. Notice how the performance is improved compared to one-tap Rayleigh fading channel when using maximal ratio diversity combining. Different channel models (such as the channel measurements presented in [94], or IEEE 802.15
channel model [2]) can be easily integrated to the formulation outlined above, since the performance is a function of average tap weights.

7.4 Effect of Timing Jitter Distribution on System Performance

In the previous section it is assumed that timing jitter is uniformly distributed. Sources of timing jitter can be numerous, and therefore jitter can have different distributions. Sometimes, the timing jitter can be characterized by its range and RMS value only, where an upper bound for system performance is helpful to evaluate the worst case performance. In this section, first, jitter due to finger estimation error is introduced and its PDF is obtained using simulations. Later, effect of jitter PDF on system performance is analyzed and a worst case distribution given the variance and the range of the timing jitter is presented.

7.4.1 Jitter Due to Finger Estimation

Due to UWB delay resolution, Rake receivers have been widely proposed in order to exploit time diversity in multipath channels. Rake receiver requires the knowledge of the path delays to be able
Figure 7.9 BER performance of BPSK with uniform distributed jitter in 4-tap multipath fading channel (exponential power delay profile) using MRC Rake receiver ($T_c = T_h = 0.8\text{ns}, N_s = 1$).

...to lock on each correlator (finger) and coherently add the energy, increasing SNR. As explained in [57], finding the path locations is not an easy task due to pulse shaping. For each arriving path to the receiver, the pulse shape observed after correlation contains many components with non-zero energy. Finger estimation maximizes this correlation function in order to pick up the component with more energy. In the presence of noise, autocorrelation function may be maximized at times other than the actual position of the finger, which yields a finger estimation error. The timing jitter due to such an impairment may be on the order of the pulse width $T_c$ and depends on the SNR value.

Jitter due to transceiver impairments are commonly modeled as Gaussian or uniform, but these models are no longer valid for finger estimation error. In order to find the appropriate model, finger estimation error is simulated for different SNR scenarios to obtain a histogram of resulting timing jitter. PDFs for different SNR values in Fig. 7.10 show that when SNR is low, the PDF is similar to the autocorrelation function of the first derivative of the monopulse, and finger locations are estimated between zero and $T_c$. For larger SNR, the PDF converges to an impulse function located at the actual position of the finger.
Figure 7.10 Probability densities of finger estimation errors ($T_c = T_h = 0.8\text{ns}$).

### 7.4.2 Effect of Jitter PDF on the BER Performance

It is shown in the previous section that in order to estimate the effect of timing jitter on the BER performance, PDF of timing jitter has to be known. Note that obtaining PDF would be difficult in many cases, instead statistics like RMS value and range (minimum and maximum jitter values) can be measured [224]. Given the variance, $\sigma^2$, and the range, $r$, of timing jitter, a worst case distribution (WCD) that will cause the largest degradation in system performance is given as [224, 225]

$$p(\epsilon) = \frac{\sigma^2}{2\sqrt{\pi}} \left[ \delta_D(\epsilon - r) + \delta_D(\epsilon + r) \right] + \left( 1 - \frac{\sigma^2}{r^2} \right) \delta_D(\epsilon),$$  \hspace{1cm} (7.25)

where $\delta_D$ denotes the Dirac delta function. Given the range and the variance of the timing jitter, this PDF yields an upper bound for the system performance irrespective of the jitter distribution that has the same range and variance. Note that one can easily change the variance of the WCD without modifying its range.
Figure 7.11  Histograms for the timing jitter used in the simulations and the corresponding worst case distributions that have the same variance and the range.

In order to compare the BER performances using different jitter distributions, random timing jitter are constructed using the Beta probability distribution with different parameters, given by [240]

\[
p(\epsilon_j; p, q) = \frac{\epsilon_j^{p-1}(1 - \epsilon_j)^{q-1}}{B(p, q)}, 0 \leq \epsilon_j \leq 1 , \quad (7.26)
\]

\[
B(p, q) = \int_0^1 t^{p-1}(1 - t)^{q-1} dt , \quad (7.27)
\]

The PDFs for the three different Beta distributions characterized by the parameters \((p, q) = (2, 2)\) to represent a bounded Gaussian-like distribution, \((p, q) = (1, 1)\) which corresponds to the uniform distribution, and \((p, q) = (0.5, 0.5)\) that has largest probability at the edges of the distribution are depicted in Fig. 7.11. All the three distributions are scaled so that the range of the timing jitter is ±30ps, which can be used as a typical margin for UWB systems [62]. For each Beta distribution, a worst case distribution with the same variance and range is evaluated, and obtained jitter samples are used in computer simulations. Performance results in Fig. 7.12 for BPSK show that WCD indeed yields an upper bound for another distribution that has the same variance and
Figure 7.12 BER performance of BPSK for different jitter distributions in AWGN channel ($T_c = T_h = 0.8n_s, N_s = 1$).

range. Beta distribution with $(p, q) = (0.5, 0.5)$ yields the worst performance compared to other Beta distributions, since it resembles to the WCD with the peaks at the edges of the distribution. Bounded Gaussian-like distribution has the best performance, because as mentioned in the previous section, performance degradation for small jitter values is negligible. Tightness of the worst case bound increases from the former to the latter.

7.5 Effect of Timing Jitter on the Performance of Systems With Different Pulse Shapes

As shown in Section 7.3 (Tables 7.1, 7.2), autocorrelation function of the employed pulse shape for a certain jitter value is a direct measure of the system performance. If the autocorrelation function decays faster, UWB performance will be more affected from timing jitter. In this section, effect of timing jitter on the performances of multiband [71] and modified Hermite polynomial based [241] UWB schemes are investigated.

Multiband UWB scheme is achieved by dividing UWB spectrum into a number of frequency bands by using a different pulse shape at each band. In order to adjust the central frequency of
each band, pulses used at higher order bands have larger frequencies. This approach has a number of advantages, such as mitigating interference by not transmitting at the band(s) that are occupied by other technologies, or adjusting the data rate by using desired number of bands. In spite of these advantages, multiband scheme is more susceptible against timing jitter for higher order bands since the autocorrelation function of pulses used at these bands decay faster. In order to see the effect of timing jitter, a sample multiband scheme is constructed by dividing the 3.1 – 10.6 GHz band into ten bands of 750 MHz each. The autocorrelation functions of the pulse used in band-1 (3.1-3.85 GHz) of multiband scheme and the pulse in (2.3) which is used in standard UWB scheme are compared in Fig. 7.13. It is seen that since the central frequencies of both systems are close, similar degradation will be observed in the performances. Fig. 7.13 also compares the autocorrelation functions of the pulses used in different bands of the multiband scheme with respect to the fixed timing jitter value that ranges from 0 to 70ps. It is observed that degradation due to timing jitter when using multiband scheme will be worse for higher order bands.

A similar analysis can be repeated for UWB schemes that employ modified Hermite polynomial based pulses [241]. Using these polynomials, it is possible to construct a new pulse that is orthogonal
to the previous pulses by using certain transformations. Such higher order pulses have larger number of zero crossings and their autocorrelation functions decay faster, implying less robustness against timing jitter [239].

7.6 Conclusion

In this chapter, a framework that enables evaluation of the performances of different UWB modulation schemes in the presence of timing jitter is presented. It is observed that the performances of BPSK and PPM are degraded similarly, while OOK yields biased decisions towards zero. The PDF of timing jitter due to finger estimation error is presented using simulations. It is shown that the PDF depends on the employed pulse shape and the SNR. A worst case distribution that minimizes the system performance is also given and compared with other distributions that have the same variance and range. It is shown that for a given jitter range and variance, the worst case distribution provides an upper bound regardless of the jitter distribution. Dependency of the BER performance on the employed pulse shape is analyzed, and it is concluded that if the autocorrelation function of the employed pulse decays faster, the UWB system is more susceptible against timing jitter. Finally, the effect of timing jitter on the recently proposed multiband scheme is evaluated, where the higher bands are observed to be more susceptible against timing jitter as the pulses corresponding to those bands have narrower main lobes. As a result, users have to use time-frequency hopping codes so that every user benefits/suffers equivalently from all the bands.
CHAPTER 8
BER PERFORMANCES OF IR-UWB TRANSCEIVER TYPES AT SUB-NYQUIST SAMPLING RATES

8.1 Introduction

Despite the growing amount of technical contribution in the literature, successful deployment of practical IR-UWB networks still requires facing the challenges that arise at larger bandwidths and under practical operating scenarios. Due to very short duration of pulses, UWB receivers are capable of observing individual multipath components, which may be on the order of hundreds. When Nyquist rate sampling is possible, Rake receivers are the optimal receivers that can capture a large portion of the received energy [242], which is made possible with accurate synchronization to individual multipath components, and with exact knowledge of received pulse shapes. However, extremely large bandwidths of UWB signals make it challenging, complex, and costly to sample them at Nyquist rate to have all-digital implementation. Required high resolution analog to digital converters (ADC) are typically difficult to design even with most modern process technologies, and are power hungry [243]. Instead, the received signals may have to be sampled at lower rates. Since perfect matched-filtering no longer becomes possible at sub-Nyquist sampling due to 1) imperfect synchronization to individual replicas, and 2) the difficulty of estimating the received pulse shapes at different multipath components, suboptimal receiver techniques become of practical interest.

Performances of different transceiver types have been investigated before in the literature with the assumption of Nyquist-rate sampling. Rake reception for IR-UWB (as well as other wide-band) systems using different combining schemes have been analyzed in the literature [244]-[248]. Effect of imperfect tap weights [249, 250], and imperfect channel delay estimates [251] on the Rake performance were also investigated. Effects of template quantization noise on the channel estimation error was discussed in [252], frequency-dependent distortion effects and its implications on the receiver design was addressed in [253], and optimal/sub-optimal correlator template designs were covered in [254, 255]. Performances of Rake and transmitted-reference (TR) receivers were compared
in [256], where imperfect channel fading coefficient estimates, and perfect finger synchronization were assumed. Comparison of coherent, differentially coherent, and non-coherent transceivers under ideal scenarios was made in [257] using simulations. Energy detection (ED) and TR has been also analyzed individually in the literature as alternative UWB signal reception schemes [258]-[260]. A channel estimation technique which estimates the sample-spaced projection of the received multipath components was discussed before in [261], which recognizes the need for sub-optimal (but practical) algorithms for IR-UWB systems that operate at low rate samples. However, theoretical comparison of different transceiver architectures in realistic sampling constraints and different scenarios has not been addressed in the literature to the best knowledge of the authors.

In this chapter, three transceiver architectures that operate at low rate samples (e.g. chip-rate) are analyzed. In particular, bit error rate (BER) performances of stored-reference (SR), TR, and ED schemes are presented for various modulation schemes both in additive White Gaussian noise (AWGN) and multipath channels, and using Gaussian approximations (GA). The main contribution of the chapter is presenting a unified (semi-analytic) performance analysis framework for SR (with different combining options), TR, and ED receivers, which are based on histograms of the collected energies at sub-Nyquist sampling rates. Various trade-offs between different transceiver types are investigated, and issues such as channel estimation and effects of correlator template are discussed. Semi-analytical results are compared with simulations in IEEE802.15.4a channel models [3]. While SR enjoys the advantage brought by the clean correlator templates, its energy capture capability drops significantly as the sampling rate decreases.

8.2 System Model

8.2.1 Received UWB Signals

While the transmitted signals are (typically) the same for SR and ED receivers, TR includes delayed version of the same signal, and therefore yields a slightly different transmitted signal model. Let the received UWB multipath signal for the former schemes be represented as

\[ r(t) = b_{\lfloor j/N_s \rfloor} r_s(t - a_{\lfloor j/N_s \rfloor} \delta) + n(t), \]  \hspace{1cm} (8.1)  

\[ r_s(t) = \sum_{j=-\infty}^{\infty} d_j \omega_{mp} (t - j T_f - c_j T_c - \tau_{\text{on}}), \]  \hspace{1cm} (8.2)
Figure 8.1 Illustration of transmitted IR-UWB pulses in a symbol, where \((N_s, N_h) = (5, 4), T_b = 3T_c,\) and \(\left\{\{c_j\}, \{d_j\}\right\} = \{(0, 2, 1, 1, 0), \{+1, -1, -1, +1, -1\}\}.\) The pulses with solid lines correspond to ED and SR. Dashed pulses can be included for TR (after appropriate energy scaling) with \(D = 2T_c.\)

while for the TR case the received signal is modeled by

\[
\tilde{r}(t) = \frac{1}{\sqrt{2}} \left( r_s(t) + b_{ij/N_s} r_s(t - a_{ij/N_s} \delta - D) \right) + n(t),
\]

where frame index and frame duration are denoted by \(j\) and \(T_f,\) \(N_s\) represents the number of pulses per symbol, \(T_c\) is the chip duration, \(T_s\) is the symbol duration, \(\tau\text{toa}\) is the time of arrival (TOA) of the received signal, and \(N_h\) is the possible number of chip positions per frame, given by \(N_h = T_f/T_c.\) Effective pulse after the channel impulse response is given by \(\omega_{mp}(t) = \sqrt{E_p} \sum_{i=1}^{L} a_i \omega_i(t - \tau_i),\) where \(\omega_i(t)\) is the received UWB pulse with unit energy, \(E_p = \frac{E_b}{N_0}\) is the pulse energy, \(E_b\) is the bit energy, and \(a_i\) and \(\tau_i\) are the fading coefficients and delays of the multipath components, respectively. Additive white Gaussian noise (AWGN) with zero-mean and double-sided power spectral density \(N_0/2\) and variance \(\sigma^2\) is denoted by \(n(t).\) The delay between the data and reference signals is denoted by \(D,\) and energy is appropriately scaled so that energy per symbol is identical for all cases. In order to avoid catastrophic collisions, and smooth the power spectral density of the transmitted signal, time-hopping codes \(c_j^{(k)} \in \{0, 1, \ldots, N_h - 1\}\) are assigned to different users. Moreover, pseudorandom polarity codes \(d_j \in \{\pm 1\}\) are used to introduce additional processing gain for the detection of desired signal, and smooth the signal spectrum (see Fig. 8.1).

Modulation can be binary phase shift keying (BPSK) or higher order \(M\)-ary pulse amplitude modulation (PAM) for SR or TR schemes, where \(b_{ij/N_s} = (2m - 1 - M)\) and \(a_{ij/N_s} = 0 \quad \forall j,\)

\(m \in \{1, 2, \ldots, M\}\). On the other hand, binary or \(M\)-ary pulse position modulation (PPM) can be implemented for all three schemes using \(a_{ij/N_s} \in \{0, 1, \ldots, M - 1\}\) and \(b_{ij/N_s} = 1 \quad \forall j.\) The modulation index \(\delta\) can be selected as multiples of chip-width, or it can be adjusted appropriately

\(^{1}\)Note that \(M\)-ary PAM may also be possible for ED if strictly positive amplitudes are used. However, received amplitudes will depend on the noise level, complicating the detection.
Figure 8.2 Different transceiver types for IR-UWB signaling: a) Stored-reference, b) Transmitted-reference, and c) Energy detection. We assume that \( t_s \) is on the order of chip duration. Also, \( s_{tmp}(t) \) has to be estimated in practice.

to increase the Euclidean distance between the symbols for improving the performance of SR or TR [11]. On the other hand, it is better for TR and ED to be on the order of maximum excess delay to minimize multipath effects. On-off keying (OOK), where \( b_{ij/N_s} \in \{0,1\} \) and \( d_{ij/N_s} = 0 \ \forall j \), can be used with all the three schemes, which requires estimation of a threshold, and practical threshold estimation techniques will be discussed in the upcoming sections. Bi-orthogonal modulations that are combinations of \( M \)-ary PAM and \( M \)-ary PPM are also possible for SR and TR. In the sequel, we consider only the binary modulation schemes when carrying out the performance analysis.

### 8.2.2 Receiver Analog Front-End Processing

Different approaches for collecting the energy are possible before sampling the signal in (8.1) or (8.3). Sampling can be achieved after correlating a locally generated template with the received
signal for SR (Fig. 8.2a), after a delay-and-correlate process (via delay lines in analog) for TR (Fig. 8.2b), and after a square law device for ED (Fig. 8.2c). In order to formulate the energy capture and corresponding decision statistics, consider the received waveforms in (8.1) and (8.3), and assume that the receiver is accurately synchronized to the leading edge of the received signal within a timing ambiguity determined by the sampling rate. In other words, the TOA is assumed to be estimated perfectly within the sampling granularity, i.e. \( \tau_{\text{toa}} = \left[ \frac{n_{\text{sa}}}{t_s} \right] t_s \), where \( t_s \) denotes the sampling time. For all receiver types, the energy is collected within an integration window of length \( T_{\text{int}} = N_{\text{int}} t_s \), which is smaller than the maximum excess delay of the channel\(^2\). Then, the decision statistics for the three transceiver types can be obtained as follows.

**8.2.2.1 Stored Reference**

For the case of SR, a sample-spaced correlator template can be defined as

\[
s_{\text{tmp}}(t) = \sum_{j=0}^{\kappa N_s - 1} \sum_{i=0}^{N_{\text{int}} - 1} d_j \gamma_i \omega (t - j T_f - c_j T_c - i t_s) ,
\]

(8.4)

where \( \kappa \) is the symbol index. The samples after correlating the received signal in (8.1) with the above template are given by

\[
z^{(\text{sr})}_n = \int_{\kappa N_s T_f + \tau_{\text{toa}}}^{(\kappa+1) N_s T_f + \tau_{\text{toa}}} r(t) s_{\text{tmp}}(t) dt ,
\]

(8.5)

respectively, where \( \gamma_i \) is the combining coefficient for the \( i \)th pulse within the template window. In this chapter, we consider three different combining schemes for implementing a Rake receiver. For MRC and EGC, we have

\[
\gamma_i = \begin{cases} 
\hat{\alpha}_i^* , & \text{if MRC ,} \\
\exp \left(-j \angle \hat{\alpha}_i \right) , & \text{if EGC ,}
\end{cases}
\]

(8.6)

where \( \hat{\alpha}_i \) are the sample-spaced projected channel coefficients [261], and \(*\) denotes the complex conjugate operation. Note that both in MRC and EGC, all the sample-spaced paths within the integration window are considered. While MRC requires the exact knowledge of fading amplitudes,

\(^2\)Optimality of the integration window length for TR and ED was analyzed in the literature (e.g. [42] and references therein), and will not be discussed further here.
Figure 8.3  Comparison of mean and variance statistics of the sampled received signal in the presence and absence of signal energy within a certain sampling interval: a) Stored-reference (perfect template and channel estimates), b) Transmitted-reference (noisy template), and c) Energy detection.

EGC only requires the phases\(^{3}\) and is thus more practical than the MRC. On the other hand, for selective combining (SC), only the strongest multipath component is used for detection, which considerably decreases the receiver complexity for a suboptimal performance. The mathematical representation for SC coefficients can be defined as

\[
\gamma_t = \begin{cases} 
\hat{\alpha}_{i'}^*, & \text{if } i' = \arg\max_i |\hat{\alpha}_i|, \\
0, & \text{otherwise}.
\end{cases} \tag{8.7}
\]

The decision statistic in (8.5) depends on the captured energy under a particular sampling rate, integration interval, and channel realization. Letting \(E_{sr}\) to denote the captured energy for SR receiver when a signal is present and using a particular combining scheme, the decision statistics for

\(^{3}\)For a carrier-less UWB signal, EGC only requires the polarities, since the phases are either 0 or \(\pi\).
two different symbol hypothesis are as follows

\[ z^{(sr)}(\kappa) \sim \begin{cases} 
\mathcal{N}\left(E_{\text{sr}}, \sigma^2\right), & \text{signal}, \\
\mathcal{N}\left(0, \sigma^2\right), & \text{no signal}. 
\end{cases} \quad (8.8) \]

### 8.2.2.2 Transmitted Reference

For TR, the samples after correlating (8.3) with the delayed version of itself is formulated as

\[ z^{(tr)}(\kappa) = \sum_{j=\kappa N_s}^{(\kappa+1)N_s-1} \int_{j T_T + c_j T_C + T_{\text{int}} + \tau_{\text{oa}}}^{j T_T + c_j T_C + T_{\text{int}} + \hat{\tau}_{\text{oa}}} \tilde{r}(t) \tilde{r}(t - D) dt, \quad (8.9) \]

which assumes accurate delay lines. It is also possible to clean the reference pulse employed in TR for a better performance [262].

If we denote \( E_{\text{tr}} \) to be the captured energy using a TR receiver, the statistics of the decision variable can be formulated as

\[ z^{(tr)}(\kappa) \sim \begin{cases} 
\mathcal{N}\left(E_{\text{tr}}, M \sigma^4 + 2E_{\text{tr}} \sigma^2\right), & \text{signal}, \\
\mathcal{N}\left(0, M \sigma^4 + E_{\text{tr}} \sigma^2\right), & \text{no signal}. 
\end{cases} \quad (8.10) \]

It is also possible to optimally combine the samples of a TR receiver for enhanced performance, as discussed in [263]-[266].

### 8.2.2.3 Energy Detection

Finally, the sample values for ED at the output of the square-law device are given by

\[ z^{(ed)}(\kappa) = \sum_{j=\kappa N_s}^{(\kappa+1)N_s-1} \int_{j T_T + c_j T_C + T_{\text{int}} + \tau_{\text{oa}}}^{j T_T + c_j T_C + T_{\text{int}} + \hat{\tau}_{\text{oa}}} |r(t)|^2 dt. \quad (8.11) \]

With \( E_{\text{ed}} \) being the captured energy for ED receiver, the decision statistics are

\[ z^{(ed)}(\kappa) \sim \begin{cases} 
\mathcal{N}\left(M \sigma^2 + E_{\text{ed}}, 2M \sigma^4 + 4E_{\text{ed}} \sigma^2\right), & \text{signal}, \\
\mathcal{N}\left(M \sigma^2, 2M \sigma^4\right), & \text{no signal}. 
\end{cases} \quad (8.12) \]

Again, similar to TR case, a weighted ED receiver yields better performance as discussed in [267].
Figure 8.4 Received normalized pulse shape, and the sampled outputs corresponding to SR, ED, and TR for different timing offsets (1ns pulse is sampled at 8GHz, and energy is collected within 1ns windows and different offsets). The ED and TR outputs will scale with $E$, while SR output will scale with $\sqrt{E}$ for different $E_b/N_0$.

The statistics of the decision variables in the presence and absence of a useful signal for SR, TR, and ED are depicted in Fig. 8.3.

8.3 Trade-offs Between Different Transceivers and Channel Parameter Estimation

8.3.1 Energy Capture Characteristics vs. Noise Effects

When perfect synchronization is assumed (possible with Nyquist rate sampling), and with perfect pulse shape and channel estimates, the captured energies $E_{sr}$, $E_{tr}$, and $E_{ed}$ will be identical. However, when low-rate samples are considered, the energy capture characteristics of the three transceiver types will be significantly different. In particular, any small timing mismatches will yield significant correlation losses for SR due to extremely short pulse durations, while TR and ED are more robust against timing mismatches. While pulse-shape estimation and synchronization to
Figure 8.5 PDFs of captured energies for SR, TR, and ED in CM1, and for $t_s = 1$ns, $T_c = 1$ns, and $T_{t_{rd}} = 40$ns. MRC is used for SR.

Individual multipath components is very difficult at low rate samples$^4$, TR and ED becomes more advantageous in terms of energy capture when sub-Nyquist sampling is considered. This is more clearly demonstrated in Fig. 8.4, where an example pulse shape, and the captured energies from this pulse using the three transceiver types (at different delays) are depicted. With sampling durations on the order of pulse duration, it is very difficult to capture the correlation peak for SR, while ED and TR has a larger time support for a strong energy capture. Note that the existence of the transmitted-reference pulse yields a 3dB energy loss compared with the other two schemes (for the case when number of data and reference pulses are the same).

Due to sampling rate limitations, similar concepts will apply in multipath channels. Using certain channel models [3], it is possible to evaluate the PDF of the captured energy for the purpose of comparing the performances of different transceiver types and combining schemes. Energy capture of the three transceiver types are investigated in Fig. 8.5, where PDFs of the energies collected in 40ns windows are presented (see Section 8.5 for the details of the selected parameters). The timing offsets within the first sample ($t_s = 1$ns) are included, 1000 channel realizations with normalized total

---

$^4$At Nyquist rate sampling, it may be possible to estimate the received pulse shapes and use them as a template for all-digital implementation [208].
energy are used, and MRC combining is considered for SR. While ED has the best energy capture, TR has a 3dB degradation due to reference pulse employed\(^5\). Similar PDFs can be obtained for different combining schemes in SR, as presented in Fig. 8.6 (parameter \(K_c\) to be defined in Section 8.4.2.1). Figure shows that MRC has the best energy capture, which comes at a cost of higher complexity. On the other hand, EGC has worse energy capture compared with the other two, which is due to the fact that all the samples within the integration window are combined (regardless of whether there is signal or not) after removing their phases. Alternatively, a thresholding technique to discard the branches with low SNR may also have been carried out, which would have considerably improved the performance of EGC [269]. It is worth to mention that all the PDFs will change for a different set of system parameters (i.e., pulse shape, pulse duration, channel model, sampling rate, integration interval, bandwidth etc.). Higher sampling rates will enable better synchronization and energy capture for SR, with only yielding slight improvements for TR and ED.

\(^5\)Note that the captured energy PDFs are obtained for identical received pulse shapes at different multipath components, which is also same with the correlator pulse shape. In the case of pulse shape mismatch or imperfect channel estimates, energy collection capability of SR will further degrade, with the TR and ED schemes being non-affected.
On the other hand, it is observed that the effect of noise is worse for the TR and ED approaches\(^6\). In particular, noise-square terms for the ED, and noise-cross-noise terms for TR degrade the detection performance. Therefore, even though TR and ED outperform SR at high SNR due to better energy capture (with moderate sampling rates), they have poor performance when the noise variance is large. While exact analysis of TR and ED require Chi-square statistics to be used; in this chapter, we consider Gaussian approximation to the Chi-square statistics, which becomes valid under certain cases, and allows a unified analysis of the three transceiver schemes. The critical parameter that determines the performance of both the TR and ED is the degree of freedom \(M \approx 2Bt_s\). Smaller \(M\) values (i.e. smaller bandwidths, or smaller integration intervals) imply less degradation caused by noise. On the other hand, GA becomes valid for large \(M\) values.

### 8.3.2 Channel Parameter Estimation

Accurate channel parameter estimation is a required part of all wireless communication systems for successful demodulation of the symbols. For coherent signal reception, the arrival times, amplitudes, and sometimes the pulse shapes of individual multipath components are critical parameters to be estimated. For differentially-coherent or non-coherent receivers, such channel parameters are available; however, optimal integration start/stop points (or the threshold when OOK is employed) are important parameters that have to be estimated, and can be considered under the scope of channel parameter estimation\(^7\). Since the channel changes with time, the channel parameter estimation needs to be repeated every once in a while.

The fact that UWB receivers are able to observe individual multipath components (due to increasing bandwidths) requires high sampling rates to resolve these components, even though such high sampling rates might not be necessary for symbol demodulation. Typically, symbol-rate sampling is sufficient to demodulate the bits; however, channel parameter estimation for individual multipath components requires much higher sampling rates. Such high sampling rates can be possibly achieved in different ways: 1) Using high speed ADCs, 2) Using multiple low-rate parallel ADCs, 3) Using appropriately designed training symbols to increase the effective sampling rate.

\textit{Lemma 8.3.2.1:} Let \(t_s = \frac{T_s}{\beta}\) be the desired sampling rate, where \(T_s\) is the symbol duration. Then, with symbol-spaced sampling, \(\beta\) training symbols can be used to increase the effective sampling

---

\(^6\)In fact, a parallel problem exists as well for SR at low SNR, since channel estimates will become more noisy.

\(^7\)For weighted TR or ED, further parameters may need to be estimated for enhanced performance.
duration to $t_s$. To decrease the noise variance of the channel estimate, the estimates can be further averaged over $N_t$ training symbols.

**Proof:** See Appendix of [23].

Note that using a channel estimation as discussed above may significantly decrease the ADC requirements (as we can achieve both the channel parameters estimation and symbol demodulation using symbol-rate samples). However, it requires the symbol duration and maximum excess delay of the channel to be sufficiently small, so that the channel is stationary over a large number of symbols.

### 8.3.3 Effect of Imperfect Correlation Template on Performance

The performance analysis for IR-UWB in the literature usually assumes that the correlator template shape perfectly matches to the received pulse shape(s)\(^8\). If only lower sampling rates are possible during channel estimation, it is apparent from (8.5) that SR will not be able to collect sufficient energy from the received multipath arrivals due to the timing and pulse-shape mismatches between the stored template signal and the received waveform. The shape mismatch between the received pulses and the template waveform is quantized using the fidelity metric in the literature before [270]-[272]. In this section, we shortly analyze the effect of imperfect receiver template on the performance for under-sampled SR systems. For the sake of modeling the imperfect template, we add Gaussian noise to the template, and then normalize the energy so that the noisy template has a unit energy. In other words, the imperfect correlator template $\omega_{\text{imp}}(t)$ is given by

$$
\omega_{\text{imp}}(t) = \frac{\omega(t) + n_{\text{imp}}(t)}{\sqrt{\int_{-\infty}^{\infty} \left| \omega(t) + n_{\text{imp}}(t) \right|^2 dt}}, \tag{8.13}
$$

where $n_{\text{imp}}(t) \sim N(0, \sigma_{\text{imp}}^2)$ denotes the template noise, and $\sigma_{\text{imp}}^2$ is the template noise variance (which depends on the template estimation algorithm). An example realization for the imperfect templates, and cross-correlation functions (CCF) between the original pulse-shape and these imperfect templates is given in Fig. 8.7. As the template distortion increases, it is seen that the correlation peak decreases. However, due to low-rate sampling of the signal, the correlation peak may not always be captured using SR. Also at particular delays, it is seen that an imperfect template may capture a larger amount of energy compared to the perfect template (e.g., at sample 6 for $\sigma_{\text{imp}}^2 = -15\text{dB}$),

\(^8\)At Nyquist rate sampling, it may be possible to estimate the received pulse shape(s) and use them as a template for all-digital implementation [208].
8.3.4 Effect of Timing Jitter on the Performance

It is worth to briefly discuss the effects of timing jitter on the low rate SR scheme being considered. For ideal Rake receivers, where the receiver is perfectly synchronized with different multipath components, even very small amount of timing jitter seriously degrades the performance [20]. However, when low-rate samples are considered, the receiver is not synchronized to individual multipath components, and collects only the energy projections at sample-spaced intervals. This implies that the correlator outputs are already jittered. Therefore, it can be said that as long as the timing jitter is less than the sampling time, it will not seriously degrade the system performance.

8.4 Symbol Detection

In this section, first, BER expressions in AWGN channel are presented in terms of the energy per bit, with the assumption of perfect synchronization. Later, extending these results, more realistic multipath channels are considered, and BER performances of BPSK, OOK, and PPM modulations are analyzed.
8.4.1 BER Performance Analysis in AWGN Channel

Consider a multipath-free UWB channel first for the sake of theoretical analysis, where the receiver is perfectly synchronized with the received signal. Then, BERs for different modulation schemes can be evaluated as follows.

8.4.1.1 BPSK

The BER for SR will be given by (using a unit pulse energy template)

\[ P_b^{(sr)} = Q \left( \frac{N_s \sqrt{E_p}}{\sqrt{N_s \sigma^2}} \right) = Q \left( \sqrt{\frac{E_b}{\sigma^2}} \right), \]  

(8.14)

while for TR, we have

\[ P_b^{(tr)} = Q \left( \frac{N_s E_p/2}{\sqrt{N_s (M \sigma^4 + 2 \sigma^2 E_p/2)}} \right) = Q \left( \frac{E_b/2}{\sqrt{MN_s \sigma^4 + \sigma^2 E_b}} \right). \]  

(8.15)

For ED, BPSK modulation is not applicable.

8.4.1.2 OOK

The OOK requires the estimation of a threshold for symbol detection, which is, for all three transceiver architectures, taken to be at the intersection of probability density functions (PDFs) corresponding to either binary hypothesis [42]. The means \( \mu_0, \mu_1 \) and variances \( \sigma_0^2, \sigma_1^2 \) corresponding to symbols 0 and 1 can be estimated via transmitting training symbols. Then, equating the PDF expressions, taking the natural logarithm of both sides and rearranging the terms, one obtains

\[ C_1 \xi^2 + C_2 \xi + C_3 = 0, \]  

(8.16)

where the coefficients are given by [42]

\[ C_1 = \sigma_1^2 - \sigma_0^2, \quad C_2 = -2(\mu_0 \sigma_1^2 - \mu_1 \sigma_0^2), \]  

\[ C_3 = \sigma_1^2 \mu_0^2 - \sigma_0^2 \mu_1^2 - 2\sigma_0^2 \sigma_1^2 \ln(\sigma_1/\sigma_0) , \]  

(8.17)

with the equation being a second order polynomial that can be easily solved for \( \xi \) (only larger of the roots is appropriate). Note that \( \xi \) is the threshold corresponding to the collected energy per symbol.
Table 8.1 Comparison of BERs for different UWB transceiver architectures.

<table>
<thead>
<tr>
<th>Modulation</th>
<th>BPSK</th>
<th>OOK</th>
<th>PPM</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR</td>
<td>$Q \left( \sqrt{\frac{E_b}{\sigma^2}} \right)$</td>
<td>$Q \left( \sqrt{\frac{\xi}{\sigma^2}} \right)$, $\xi = \frac{E_b}{2}$</td>
<td>$Q \left( \sqrt{\frac{E_b}{2\sigma^2}} \right)$</td>
</tr>
<tr>
<td>TR</td>
<td>$Q \left( \frac{E_t}{\sqrt{M\sigma^4+2\sigma^2E_t}} \right)$</td>
<td>$\frac{1}{2} Q \left( \frac{\xi}{\sqrt{M\sigma^4+\sigma^2E_t}} \right) + Q \left( \frac{E_t-\xi}{\sqrt{M\sigma^4+2\sigma^2E_t}} \right)$</td>
<td>$Q \left( \frac{E_t}{\sqrt{2M\sigma^4+3\sigma^2E_t}} \right)$</td>
</tr>
<tr>
<td>ED</td>
<td>N/A</td>
<td>$\frac{1}{2} Q \left( \frac{\xi-M\sigma^4}{\sqrt{2M\sigma^4+\sigma^4E_{ed}}} \right) + Q \left( \frac{M\sigma^4+\xi-E_{ed}}{\sqrt{2M\sigma^4+3\sigma^4E_{ed}}} \right)$</td>
<td>$Q \left( \frac{E_{ed}}{\sqrt{4M\sigma^4+4\sigma^4E_{ed}}} \right)$</td>
</tr>
</tbody>
</table>

By estimating the threshold as discussed above, the BER for SR is given by (using a unit pulse energy template)

$$P_b^{(sr)} = Q \left( \frac{\xi}{\sqrt{N_s\sigma^2}} \right) = Q \left( \frac{N_s\sqrt{E_p}}{2\sqrt{N_s\sigma^2}} \right) = Q \left( \sqrt{\frac{E_b}{2\sigma^2}} \right), \quad (8.18)$$

where $\bar{E}_p = E_b/N_s$ is the pulse energy (when received bit is 1), and the optimal threshold is given by $\sqrt{\frac{E_b}{2}}$ (since the noise variances for bit-0 and bit-1 are identical for SR). Also, since no energy is transmitted for bit-0 (as opposed to PPM and BPSK), we have $\bar{E}_b = 2E_b$ (i.e. $\bar{E}_p = 2E_p$) to equate the average power consumption for all modulation schemes.

On the other hand, for TR and ED, noise statistics corresponding to bits 0 and 1 are different, preventing closed-form expressions that depend on a single Q-function. For TR, BER becomes

$$P_b^{(tr)} = \frac{1}{2} \left[ Q \left( \frac{\xi}{\sqrt{N_s(M\sigma^4 + \sigma^2 \frac{\bar{E}_b}} \right) + Q \left( \frac{\bar{E}_b/2 - \xi}{\sqrt{N_s(M\sigma^4 + 2\sigma^2 \frac{\bar{E}_b}} \right) \right]$$

$$= \frac{1}{2} \left[ Q \left( \frac{\xi}{\sqrt{N_sM\sigma^4}} + \sigma^2 \frac{\bar{E}_b}} \right) + Q \left( \frac{E_b - \xi}{\sqrt{N_sM\sigma^4 + 2\sigma^4 E_b}} \right) \right] \quad (8.19)$$

and for the case of ED, BER is

$$P_b^{(ed)} = \frac{1}{2} \left[ Q \left( \frac{\xi-N_sM\sigma^2}{\sqrt{2N_sM\sigma^4}} \right) + Q \left( \frac{N_sM\sigma^2 + \bar{E}_b - \xi}{\sqrt{N_s(2M\sigma^4 + 4\sigma^2 E_p)}} \right) \right]$$

$$= \frac{1}{2} \left[ Q \left( \frac{\xi-N_sM\sigma^2}{\sqrt{2N_sM\sigma^4}} \right) + Q \left( \frac{N_sM\sigma^2 + 2E_b - \xi}{\sqrt{2N_sM\sigma^4 + 8\sigma^2 E_b}} \right) \right] \quad (8.20)$$
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8.4.1.3 PPM

The BER for SR will be given by (using a unit pulse energy template)

\[ P_b^{(s)} = Q \left( \frac{N_s \sqrt{E_p}}{\sqrt{2N_s \sigma^2}} \right) = Q \left( \sqrt{\frac{E_b}{2\sigma^2}} \right), \quad (8.21) \]

while for TR, we have

\[ P_b^{(tr)} = Q \left( \sqrt{\frac{N_s E_p/2}{N_s(2M \sigma^4 + 3\sigma^2 E_p/2)}} \right) = Q \left( \sqrt{\frac{E_b/2}{2M N_s \sigma^4 + \frac{3}{2} \sigma^2 E_b}} \right), \quad (8.22) \]

and for the case of ED, BER becomes

\[ P_b^{(ed)} = Q \left( \sqrt{\frac{N_s E_p}{N_s(4M \sigma^4 + 4\sigma^2 E_p)}} \right) = Q \left( \sqrt{\frac{E_b}{2M N_s \sigma^4 + \sigma^2 E_b}} \right). \quad (8.23) \]

As the BER expressions imply, using \( N_s > 1 \) for TR and ED degrades the performance as opposed to SR. Processing gain \( N_s \) can be also considered as a coefficient to (and can be folded into) the degree of freedom \( M \), which increases the noise variance. Therefore, using fewer pulses per symbol (keeping the symbol energy same) is more favorable for TR and ED. On the other hand, employing multiple pulses per symbol is useful as it maintains user separation, and smoothes the power spectral density for all schemes. Also, using accurate delay lines (which considerably increases hardware complexity), the performance degradation in TR and ED can be mitigated by coherently summing the energies over multiple frames before delay/correlate device and square-law device, respectively.

8.4.2 BER Performance Analysis in Multipath Channel

When realistic channels are considered, the theoretical analysis depends on the channel model and sampling rate, as well as other assumed system parameters (combining scheme, integration interval etc.). In here, we follow a semi-analytic approach for performance analysis, where we consider the energy capture of the different combining schemes at sub-Nyquist rates, and we characterize the captured energies corresponding to these combining schemes.
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8.4.2.1 Stored Reference

The BERs obtained in the previous section for the three modulation schemes in SR can be given in a more generalized form for multipath channels

\[ P_b^{[mp]} = Q \left( \sqrt{ \frac{K_c E_b}{\sigma^2} K_m } \right), \quad (8.24) \]

where \( K_c \) is due to different combining schemes, and \( K_m \) is due to different modulation options \((K_m = 1 \text{ for BPSK, and } K_m = 0.5 \text{ for PPM or OOK})\). Depending on which combining scheme is used, \( K_c \) takes different values as follows

\[
K_c = \begin{cases} 
\sum_{i=0}^{N_{int} - 1} |\tilde{a}_i|^2, & \text{if MRC}, \\
\left[ \sum_{i=0}^{N_{int} - 1} |\tilde{a}_i|^2 \right]^2 / N_{int}, & \text{if EGC}, \\
|\tilde{a}_{\text{max}}|^2, & \text{if SC}, 
\end{cases} \quad (8.25)
\]

where \( \tilde{a}_{\text{max}} \) is the projected channel coefficient with the maximum absolute value (a 1-Rake receiver is considered for SC).

The energy capture of a particular combining scheme is characterized by the parameter \( K_c \). Depending on the channel model, employed pulse shape (and duration), sampling rate, and the combining scheme, the PDF of this energy capture parameter can be obtained to carry out a semi-analytic analysis. Alternatively, instead of using all the projected paths, a thresholding technique to discard the branches with low SNR may also have been carried out, which would have considerably improved the performance of EGC [269]. Having obtained the PDFs \( p(K_c) \) for different combining schemes as in Fig. 8.6, the average BER for different modulations and combining schemes can be evaluated by averaging over the PDF of \( K_c \) as follows

\[
P_b^{[avg]} = \int_0^\infty P_b(\tilde{K}_c)p(\tilde{K}_c)d\tilde{K}_c, \quad (8.26)
\]

where \( \tilde{K}_c \) is for an instantaneous channel realization.
8.4.2.2 Transmitted Reference

Following an approach similar to discussed for the case of SR, the BER performances that correspond to an instantaneous captured energy for TR can be easily obtained. The average BER can then be evaluated by conditioning the BER on the instantaneous collected energy, and averaging over its PDF as follows

\[ P_b^{(\text{avr})} = \int_0^\infty P_b(E_{tr})p(E_{tr})dE_{tr} . \]  
(8.27)

8.4.2.3 Energy Detection

Similar to TR case, the BER for ED can be obtained by averaging the collected energy over its PDF as

\[ P_b^{(\text{avr})} = \int_0^\infty P_b(E_{ed})p(E_{ed})dE_{ed} . \]  
(8.28)

8.5 Simulation Results

Computer simulations are performed to evaluate and compare the three transceiver architectures in 802.15.4a CM1 channels [3], which has a maximum excess delay on the order of 100ns. The following parameters are employed in all the simulations: \( T_c = 1\text{ns} \), \( B = 4\text{GHz} \), \( D = 60\text{ns} \), \( N_s = 1 \). A raised-cosine pulse with parameter 0.25 is used, and sampled with 0.125ns intervals in the simulations, which is the same rate that the channel is sampled (note that this is different than receiver sampling rate \( r_s \), and is just for simulation purposes).

Before presenting performances under multipath, in order to serve as a benchmark for the latter results, the AWGN performances of BPSK, OOK, and PPM, and the effects of imperfect correlation template and timing jitter on the BER are depicted in Fig. 8.8. The timing jitter is uniformly distributed in \((-0.25ns, 0.25ns)\), and \( \sigma^2_{imp} \) is selected as \(-15\text{db} \) and \(-20\text{dB} \) (with respect to the normalized template energy). The timing jitter effects are seen to be disastrous, and timing mismatches on the order of quarter the pulse duration may seriously hurt the detection performance.

For multipath simulations, the same integration interval and sampling granularity as in energy capture analysis in Section 8.3.1 is used. Simulations are performed to evaluate the BER performances of different transceiver architectures and modulation schemes, and they are compared with
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Figure 8.8 BER of BPSK, PPM, and OOK in AWGN channel, and with different imperfections (timing jitter is uniformly distributed within (−0.25ns,0.25ns)).

semi-analytical results. Threshold $\xi$ for OOK is calculated assuming perfect noise mean and variance estimates, and using the GA outlined before. For PPM, both $\delta = 10$ns and $\delta = 100$ns cases are considered to demonstrate the cross-modulation interference (CMI) effects [273] for different transceivers. Simulations are performed over 1000 different channel realizations, and are further averaged over 200 trials. The theoretical (semi-analytical) curves are obtained by using the analysis in Table 8.1, and averaging over the PDF’s of collected energies in Figs. 8.5,8.6.

The results in Figs. 8.9-8.11 show general agreement between simulations and the semi-analytic analysis. While clean templates employed with SR make them more favorable at low $E_b/N_0$, better energy collection capabilities of TR and ED dominate as $E_b/N_0$ increases. Also, PPM is seen to be applicable to TR and ED only for $\delta$ values on the order of maximum excess delay of the channel, while SR is much less affected from CMI due to clean templates employed. Finally, PPM and OOK modulations have identical performance for the case of SR; however, their performances are no longer the same when they are used with ED and TR, as also implied by Table 8.1.

In Fig. 8.12 simulations and semi-analytical results are used to analyze the performance of SR with BPSK and with different combining algorithms. As expected, MRC is seen to perform the best
Figure 8.9 BER of PPM with with SR, TR, and ED in 802.15.4a CM1 channel model ($T_{\text{m}} = 40\text{ns}, B = 4\text{GHz}, T_c = 1\text{ns}$).

compared to the other algorithms. Also, timing jitter effects (distributed uniformly in $(-1\text{ns},1\text{ns})$), and effects of the imperfect correlation template (with $\sigma^2_{\text{imp}} = -15\text{dB}$) are simulated in Fig. 8.13.

Even for the timing mismatches on the order of pulse duration, the degradation is seen to be insignificant due to the reasons discussed before.

Lastly, effect of integration interval on the performance of TR, ED, and SR with MRC and EGC is investigated in Fig. 8.14. While the performance of SR with MRC always improves with integration interval (with the assumption of perfect channel estimates), it is seen that there exists an optimal integration interval for TR, ED, and SR with EGC. It should be noted that MRC will observe a similar optimum integration interval if the noisy channel estimates are to be used.

8.6 Conclusion

In this chapter, stored reference, transmitted reference, and energy detector transceivers are compared and analyzed semi-analytically and with simulations. Generic and unified performance analysis models that exploit the collected energies under sampling rate constraints are presented for different transceiver types.
Figure 8.10  BER of OOK with SR, TR, and ED in 802.15.4a CM1 channel model ($T_{int} = 40$ns, $B = 4$GHz, $T_c = 1$ns).

The sub-optimal (due to sub-Nyquist sampling) Rake reception technique that collects the energies at regular timing instants is shown to have much less energy capture compared with TR and ED. However, low-rate SR is less affected from system imperfections (which may arise frequently in practice) such as template shape mismatch and timing jitter. Also, it is very suitable for implementing an interference rejection combining receiver (such as using generalized Rake receivers [274, 275]) due to regular placement of the fingers irrespective of signal existence. Lastly, larger $N_s$ values is shown to degrade the performance of TR and ED, while not affecting the performance of SR.
Figure 8.11 BER of BPSK with SR and TR in 802.15.4a CM1 channel model and using MRC ($T_{int} = 40\,\text{ns}, B = 4\,\text{GHz}, T_c = 1\,\text{ns}$).

Figure 8.12 BERs of BPSK with SR and different combining schemes in 802.15.4a CM1 channel model ($T_{int} = 40\,\text{ns}, B = 4\,\text{GHz}, T_c = 1\,\text{ns}$).
Figure 8.13 BER of BPSK with SR and different combining schemes in 802.15.4a CM1 channel model and in the presence of timing jitter of imperfect templates ($T_{int} = 40\text{ns}, B = 4\text{GHz}, T_c = 1\text{ns}$).

Figure 8.14 BER of PPM with respect to integration interval for different transceiver types and combining schemes in 802.15.4a CM1 channel model ($E_b/N_0 = 18\text{dB}, B = 4\text{GHz}, T_c = 1\text{ns}$).
CHAPTER 9
RANGING WITH IR-UWB RADIOS AT LOW-RATE SAMPLING

9.1 Introduction

Time of arrival (TOA) estimation and ranging using impulse radio (IR) ultrawideband (UWB) systems require accurate detection of the leading edge path of a received signal, which may not be the strongest [276]. Since Nyquist rate sampling is practically challenging for IR-UWB systems due to extremely large bandwidths, the leading edge detection may have to be achieved at low-rate samples. This can be realized by using energy blocks and processing the signal with a square-law device before sampling it [27]. Such a method considerably decreases the complexity of the receiver, and relaxes the a priori knowledge requirements such as the optimal template waveform.

Accurate (and unbiased) ranging algorithm design is a very difficult task due to unknown channel parameters that may show great deviations depending on the path that the signal traverses. One of the possible methods for identification of the leading edge is searching it back from the strongest (or an earlier locked [277]) sample position. In [24, 27, 30, 277], two different kinds of searchback schemes are discussed for finding the leading edge. To our best knowledge, an IR-UWB ranging algorithm design that jumps backward to a prior sample, and starts searching for the leading edge in the forward direction (using a threshold comparison) is first mentioned in [277] with samples collected directly from the received signal. A similar algorithm is investigated in [27], where the samples are collected after an energy detector, and a more theoretical treatment of the estimation performance is attempted. On the other hand, in [30], a second type of searchback algorithm searches the samples one by one in the backward direction starting from the strongest sample, and taking into account possible clusterings of the multipath components. The various parameters (such as the searchback window length, threshold etc.) for these different approaches can be adjusted based on the statistics of a particular channel model [3]. Comparison of these two types of algorithms from different aspects is presented in [24].
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In either approaches, determination of an appropriate threshold for leading edge identification carries significant importance for the ranging accuracy. The threshold is set based on the noise floor in [277, 30] due to lack of full knowledge of channel parameters. However, this is a sub-optimal threshold setting, since the threshold decision is made independent of the received signal energy. An alternative normalized-thresholding technique that does not require noise level estimation is discussed in [27], which implicitly exploits both the signal and noise statistics, however in a sub-optimal and heuristic way. It is shown in [29] that the Kurtosis of the received signal samples may be exploited for improving the accuracy using normalized-threshold selection.

In this chapter, our contribution is on the analysis of the optimality of the threshold selection for the first search-back algorithm (using an energy detector). We also formulate a generic error analysis approach which can be considered for different ranging algorithms. First, an additive white Gaussian noise (AWGN) channel is considered, and with the assumption of perfectly known channel parameters, the optimal threshold is investigated so that the probability of detection of the arriving signal is maximized. Later, for multipath channels, it is shown that the optimality metric should be changed so as to minimize the mean absolute error (MAE). Performance differences between the theoretically-optimum threshold setting and the noise-based threshold setting are demonstrated to be insignificant within certain signal to noise ratio (SNR) ranges for appropriate selection of system parameters.

9.2 System Model

9.2.1 Signal Model

Let the received time-hopping IR-UWB multipath signal be represented as

\[
r(t) = \sum_{j=-\infty}^{\infty} d_j \omega_{mp} (t - jT_f - c_j T_c - \tau_{TOA}) + n(t)
\]  

(9.1)

where \( \tau_{TOA} \) is the TOA of the received signal, frame index and frame duration are denoted by \( j \) and \( T_f \), and each pulse is transmitted within a chip of duration \( T_c \). The time-hopping codes and random polarity codes are denoted by \( c_j \in \{0, 1, ..., N_h - 1\} \) and \( d_j \in \{\pm1\} \), respectively, where \( N_h = T_f / T_c \) is the possible number of chip positions within a frame. While time hopping (TH) sequence design with a good zero correlation zone and effects of imperfect autocorrelation characteristics are research areas by themselves [30], we consider no time-hopping in this chapter. Also, no modulation is considered.
for the ranging process, and a single pulse per symbol is used \((T_s = T_f)\). The effective pulse after the multipath channel is given by \(\omega_{\text{mp}}(t) = \sqrt{E} \sum_{i=1}^{L} \alpha_i \omega(t - \tau_i)\), where \(\omega(t)\) is the received UWB pulse with unit energy, \(E\) is the pulse energy (which is equal to bit energy \(E_b\) for single pulse per bit), \(\alpha_i\) and \(\tau_i\) are the fading coefficients and delays of the multipath components, respectively. The AWGN with zero-mean and double-sided power spectral density \(N_0/2\) and variance \(\sigma^2\) is denoted by \(n(t)\). In the sequel, we assume that \(\tau_{\text{toa}} \sim U(0, T_f)\), where \(U(.)\) denotes the uniform distribution.

The signal arriving at the receiver antenna is first passed through a band-pass filter of bandwidth \(B\), processed with a square-law device, and finally fed to an integrate and dump device with a sampling duration of \(t_s\). The samples are further averaged over \(N_t\) symbols to improve the ranging accuracy, thanks to the long preambles dedicated for accurate ranging. The integrator output samples can be expressed as

\[
 z[n] = \frac{1}{N_t} \sum_{j=1}^{N_t} \int_{(j-1)T_f + n t_s}^{(j-1)T_f + (n+1) t_s} |r(t)|^2 dt , \tag{9.2}
\]

where \(n\) denotes the sample index. Note that for a single symbol, \(z[n]\) has a centralized Chi-square distribution for noise-only samples, and a non-centralized Chi-square distribution for signal plus noise samples. However, since we consider a large \(N_t\), from the central limit theorem, distribution of \(z[n]\) can be conveniently approximated as

\[
 z[n] \sim \mathcal{N} \left( M \sigma^2 + E_n, \frac{2M \sigma^4 + 4E_n \sigma^2}{N_t} \right) = \mathcal{N} \left( \mu_n, \sigma_n^2 \right) , \tag{9.3}
\]

where the degree of freedom is given by \(M \approx 2B t_s\), and the (noise-free) waveform energy that falls within the \(n\)th sample is denoted by \(E_n\).

### 9.2.2 TOA Estimation Model

In order to estimate the leading edge sample, we assume that the the receiver is accurately synchronized to the peak sample, which would typically be a valid assumption due to large \(N_t\) (i.e. averaged noise effects). Let \(n_{\text{max}}\) denote the sample index for the peak sample, \(n_{\text{le}}\) the index for the leading edge sample, \(D_{\text{max}}\) the difference between the peak sample and the leading edge sample, and \(W_{\text{sb}}\) the searchback window length (in samples) extending backwards from \(n_{\text{max}}\). The first sample within the window has an index \(n_{\text{sb}}\), and the number of noise-only samples prior to the leading edge
sample is given by \( D_{le} = W_{sb} - D_{max} = n_{le} - n_{sb} \). Note that the statistics of \( D_{le} \) can be obtained from the realizations of different channel models. These notations are depicted in Fig. 9.1.

In order to set a threshold based on the noise level, we assume that the noise variance is already estimated. We define the probability of false alarm to be the probability of detecting a (single) noise-only sample as a signal-plus-noise sample. Then, given a certain \( P_{fa} \), the threshold that is based solely on the noise level can be defined as\(^1\) \( \xi = \bar{\sigma}^2 Q^{-1}(P_{fa}) + \bar{\mu} \), where the mean and the variance of noise-only samples are given by \( \bar{\mu} = M\sigma^2 \), and \( \bar{\sigma} = 2M\sigma^4/N_t \), respectively, as implied by (9.3).

### 9.2.3 Searchback Schemes

For TOA estimation purposes, we assume that the receiver is already locked to the strongest sample, and it identifies the leading edge by searching back the samples prior to this strongest sample. In below, we review two such searchback schemes that were discussed in the literature. An illustration of these algorithms is presented in Fig. 9.1.

#### 9.2.3.1 Searchback Algorithm-1 (SBA1)

In the first searchback scheme, the algorithm jumps backwards from the peak index to the beginning of the searchback window \([27]\). Then, it searches for the leading edge in the forward direction, and picks the first threshold-exceeding sample as the leading edge. More mathematically, the leading edge sample is estimated as \( \hat{n}_{sb1} = \min\{n|z[n] > \xi\} \), where \( n \in \{n_{max} - W_{sb}, n_{max} - W_{sb} + 1, \cdots, n_{max}\} \). In the next sections, sub-optimal selection of the threshold based only on the noise level will be discussed, and will be compared when the threshold is selected in an optimal way.

---

\(^1\)We define \( P_{fa} \) to be the probability of a single noise sample being larger than a certain threshold.
Before this discussion, for completeness, an alternative searchback scheme is explained below, whose performance will be compared with SBA1 via simulations.

9.2.3.2 Searchback Algorithm-2 (SBA2)

In the second searchback scheme, the algorithm searches back the samples backwards one by one starting from the peak sample by comparing each sample with the threshold [30]. A challenge that this algorithm faces is that there may be multiple clusters of multipath components prior to the peak sample in a typical UWB channel realization (see Fig. 9.1). This implies that there may be noise-only samples in between different clusters, and the algorithm should continue searching back the leading edge even if certain samples are below the threshold. It is therefore proposed in [30] to allow a number of consecutive occurrences of noise-only samples while continuing the backward search to handle the clustering problem. The threshold when \( K \) consecutive noise-only samples exist is given as \( \xi = \bar{\sigma} Q^{-1} \left( 1 - (1 - P_{fa})^{\frac{1}{K}} \right) + \bar{\mu} \), where the optimum threshold is now a function of \( K \). Note that \( K \) may be obtained (approximately) from average channel statistics.

9.2.4 A Generic Error Analysis Approach

It is possible to formulate a generic error analysis framework that can be applied to any leading edge estimation algorithm. The key idea is calculating the probability of estimating a particular sample as the leading edge when a certain algorithm is employed. Then, the MAE of the TOA estimate can be calculated by using the detection probability of a particular sample to weight the average timing error corresponding to that sample, i.e.

\[
e^{(\text{MAE})}(E_\lambda, D_i; \epsilon) = \sum_{i \in \{1, 2, \ldots, n_{\text{toa}}\}} P_D(i|\lambda) \times \epsilon_i,
\]

where \( E_\lambda = [E_{1,\lambda}, E_{2,\lambda}, \ldots, E_{n_{\text{toa}},\lambda}] \) is a vector of waveform energies falling within different samples \( (E_{i,\lambda} = 0 \text{ for } i < n_{\text{toa}}) \), \( \lambda \) indicates the channel realization number, \( P_D(i|\lambda) \) is the probability of detecting the \( i \)th sample as the leading edge sample (depends on the TOA estimation algorithm and the channel realization \( \lambda \)), and average timing error for choosing block \( i \) is \textit{approximately} given
by [30]

\[ e_i = \begin{cases} 
|n_{le} - i|t_s & \text{if } i \neq n_{le}, \\
0.25t_s & \text{if } i = n_{le}.
\end{cases} \]  

(9.5)

9.2.4.1 Average MAE Performance With A-priori Knowledge of Channel

In order to assess the average MAE performance of an algorithm for a particular channel model, consider that a total of \( \Lambda \) realizations of the channel model are available. The MAE for each channel realization can be obtained using (9.4) with the knowledge of \( E_\lambda \). Then, the average MAE can be expressed as

\[ e_{\text{avg}}^{(MAE)} = \frac{1}{\Lambda} \sum_{\lambda=1}^{\Lambda} e_{\text{avg}}^{(MAE)} (E_\lambda, D_{i_c, \lambda}) . \]  

(9.6)

9.3 Optimal Threshold Selection for SBA1

Determination of the threshold carries significant importance for accurate estimation of the leading edge path. If the threshold is too small, it results in early false alerts; on the other hand, a too large threshold results in missed detection of the leading edge. Accurate setting of the threshold requires knowledge of the channel parameters, which is usually not available during ranging. In particular, in order to optimally set a threshold, the energy vector \( E_\lambda \) has to be known\(^2\). Since such a-priori knowledge is not available in reality, it is not possible to use the theoretically optimal threshold. However, it is important to know how worse a certain sub-optimal threshold selection technique performs when compared with the optimal threshold selection.

In this section, we analyze and compare the accuracy of SBA1 using optimal and sub-optimal threshold values. First, AWGN channels are considered for simplicity, where the optimal threshold is defined as the one that maximizes the probability of detection of the arriving signal. Then, multipath channel analysis is presented, where the optimality metric is changed to minimizing the MAE in TOA estimation.

\(^2\)In fact, this also implies the knowledge of the TOA, since \( E_i = 0 \) for \( i < n_{le} \).
9.3.1 Optimality of the Leading Edge Detection Threshold for AWGN Channel

Consider an AWGN channel, where all the signal energy is concentrated within the leading edge sample (i.e., \( E_i = E_b \) if \( i = n_{le} \), and \( E_i = 0 \) if otherwise), and the algorithm jumps \( D_{le} \) samples backwards from this sample to initiate a threshold comparison (in forward direction). Then, the three critical parameters that determine the optimal threshold value are: 1) Number of noise-only blocks tested prior to hitting the leading edge sample \( (D_{le}) \), 2) Noise variance \( (\sigma^2) \), and 3) Energy of the leading edge sample, which is equal to energy per bit for AWGN case \( (E_b) \). Given an arbitrary threshold \( \xi \), the probability of detection of the leading edge sample is given by

\[
P_D(n_{le}|\xi, D_{le}, E_b, \sigma^2) = \left[ 1 - Q\left( \frac{\xi - \bar{\mu}}{\sigma} \right) \right]^{D_{le}} Q\left( \frac{\xi - \bar{\mu}}{\sigma_e} \right),
\]

where \( \mu_e = \bar{\mu} + E_b \) and \( \sigma_e = \sqrt{\sigma^2 + 4E_b\sigma^2/N_i} \) are the mean and standard deviation of the leading edge sample. If the \( (D_{le}, E_b, \sigma^2) \) tuple is assumed known, then the optimal detection threshold satisfies

\[
\frac{dP_D(n_{le}|\xi, D_{le}, E_b, \sigma^2)}{d\xi} = 0.
\]

**Lemma 9.3.1.1:** In an AWGN channel, the threshold that maximizes the probability of detection is approximately given by the following

\[
\xi_{opt} = -\frac{B + \sqrt{B^2 - 4AC}}{2A},
\]

where \( A = \sigma_e^2 - \bar{\sigma}^2 \), \( B = 2\mu_e\bar{\sigma}^2 - 2\bar{\mu}\sigma_e^2 \), and \( C = \bar{\mu}^2\sigma_e^2 - \mu_e^2\bar{\sigma}^2 - \bar{\sigma}^2\sigma_e^2\ln\left( \frac{\sigma^4}{\sigma_e^4} \right) \).

**Proof:** See Appendix of [25].

Note that the threshold given in (9.9) is only an approximation, which is not tight as will be demonstrated later. In order to calculate the optimal threshold more accurately, a brute-force threshold search can be performed via simulations so that the theoretical expression in (9.7) is maximized, and the optimal threshold is given by

\[
\xi_{opt} = \arg\max_{\xi} \left\{ P_D(n_{le}|\xi, D_{le}, E_b, \sigma^2) \right\},
\]

where we test the threshold values \( \bar{\mu} \leq \xi \leq \mu_e \).

163
Figure 9.2 Probability of detections of the leading energy sample in AWGN channel using the optimum and noise-based thresholds at $E_b/N_0 \in \{6,8,10\}$dB with respect to $D_{le}$.

As an alternative to the optimal threshold setting, since the $D_{le}$ and $E_b$ values are typically not known, one can set the threshold based solely on the noise variance $\sigma^2$ (which can be estimated a-priori), and using a certain $P_{fa}$.

Computer simulations are done to evaluate the probability of detections of the leading edge using two types of thresholds (optimal vs. sub-optimal) discussed above in AWGN channels, and the results are compared with theory. Noise variance $\sigma^2$ is set to unity, and $E_b$ is scaled to obtain different $E_b/N_0$ values. Also, we set $N_t = 1$, $t_s = 4$ns and $B = 500$MHz, yielding $\bar{\mu} = M\sigma^2 = 4$.

In Fig. 9.2, theoretical and simulated\(^3\) probability of detections for both optimum and $P_{fa}$ based threshold settings are shown. Results show that if $D_{le}$ is large, using smaller $P_{fa}$ values (i.e. larger thresholds) is more beneficial since it increases the $P_d$; this is because larger thresholds decrease the chances of early false-alerts. On the other hand, as $D_{le}$ decreases, it becomes more desirable to use larger values of $P_{fa}$ for setting the threshold. The $P_d$ curves obtained using the

\(^3\)Thresholds are obtained using the brute-force search in (9.10) for both the theoretical and simulated $P_d$.
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threshold values. The corresponding optimal and noise-based threshold values and the approximations to the optimal threshold at different $E_b/N_0$ are presented in Fig. 9.3. The optimal threshold values are seen to increase with $D_{te}$ and $E_b/N_0$, and approximation in (9.9) is not tight (but well models the behavior).

### 9.3.1.1 Variable $D_{te}$ Case

In multipath channels, the $D_{max}$ changes depending on the environment and the dispersiveness of the channel. While $D_{max}$ tends to be small for line-of-sight (LOS) situations, it is typically larger for non-line-of-sight (NLOS) cases. The $D_{te}$ can be easily obtained from $D_{max}$ with the knowledge of $W_{sb}$. Using the available channel models [3], the PDF of the $D_{te}$ can be captured for a particular channel model based on a large number of channel realizations from that model [30].
Figure 9.4 Simulated average probability of detections of the leading energy sample in AWGN channel using the optimum and noise-based thresholds with respect to $E_b/N_0$.

We can incorporate the PDF of $D_{le}$ for AWGN case to show its average effect. The optimal threshold will then be the one that maximizes the average probability of detection, given by

$$P_D^{(\text{avg})}(n_{le}|\xi, E_b, \sigma^2) = \int_{D_{le}} P_D(n_{le}|\xi, D_{le}, E_b, \sigma^2) p(D_{le}) dD_{le} ,$$  \hspace{1cm} (9.11)

and the threshold that maximizes (9.11) can be again found by using a brute-force search.

The probability of detection versus $E_b/N_0$ is plotted in Fig. 9.4 for different threshold settings. The thresholds are obtained using a brute-force search so as to maximize (9.11), and the simulated $P_d$ results are verified via theory (only simulations are shown for brevity). The PDF of $D_{\text{max}}$ given in [30] for CM1 channel model of [3] is used to average the probability of detection using a $W_{db}$ of 15 (corresponding to 60ns for $t_s = 4$ns). The results show that for a fixed $P_{fa}$, noise-based threshold curve is tangential with the optimal threshold curve at a certain $E_b/N_0$ value. At high $E_b/N_0$, the $P_d$ becomes flat at a larger value for smaller $P_{fa}$; this is because the leading edge energy becomes sufficiently large, and it becomes possible to detect it using larger thresholds (avoiding false-alerts in
the searchback). However, higher $P_{fa}$ values may become more desirable if $E_b/N_0$ is not sufficiently large.

### 9.3.2 Optimality of the Leading Edge Detection Threshold for Multipath Channel

Now consider the more realistic multipath channels as presented in the system model in Section 9.2.1. The leading edge sample energy in multipath channels may be very weak depending on the LOS/NLOS characteristics of the channel, and where the arriving path may fall only partially within the leading energy sample. Therefore, maximization of the probability of detection of the leading edge does not necessarily yield the best ranging accuracy (since detecting a latter sample may be much easier for certain channel realizations). Hence, for multipath channels, we choose the optimal threshold so as to minimize the MAE of the TOA estimate\(^4\).

In order to find the optimal threshold, we assume that the $(D_{le}, E_\lambda, \sigma^2)$ tuple is known. Then, the MAE of the TOA estimate can be calculated after weighting the average timing error corresponding to each block with the probability of detecting that block

$$e^{(MAE)}(n_{le}|\xi, D_{le}, E_\lambda, \sigma^2) = \sum_{i=n_{ab}}^{n_{le}+n_{med}-1} P_D(i|\xi, D_{le}, E_\lambda, \sigma^2)e_i,$$

(9.12)

where we consider that the set of samples between $n_{ab}$ and $n_{le}+n_{med}-1$ may all be estimated using the searchback algorithm, and average timing error for choosing block $i$ is given by (9.5). The energy vector $E_\lambda$ captures the instantaneous signal energies at different sample indices. The probability of detection of the $i$th sample is given by

$$P_D(i|\xi, D_{le}, E_\lambda, \sigma^2) = \prod_{j=1}^{i-1} \left( 1 - Q \left( \frac{\xi - \mu_j}{\sigma_j} \right) \right) Q \left( \frac{\xi - \mu_i}{\sigma_i} \right),$$

(9.13)

where $\mu_j$ and $\sigma_j$ are as in (9.3), and the optimal threshold satisfies

$$\frac{de^{(MAE)}(n_{le}|\xi, D_{le}, E_\lambda, \sigma^2)}{d\xi} = 0.$$

(9.14)

Again, the evaluation of (9.14) is analytically intractable, and it is possible to find the threshold that minimizes (9.12) using a brute-force search $\xi_{opt} = \arg\min_{\xi} \left\{ e^{(MAE)}(n_{le}|\xi, D_{le}, E_\lambda, \sigma^2) \right\}$.

\(^4\)Note that this is not the only performance metric, and other performance metrics, such as the confidence level of a certain timing accuracy, may also be defined [30].
It is important to note that there may be certain channel realizations where it becomes preferable to detect a latter sample rather than the leading edge sample, since the leading edge path(s) may be very weak. In such cases, the optimal threshold that minimizes the MAE may be larger than the leading edge energy value(s). In other words, since setting the threshold to a very small value may yield early false value, the MAE may be minimized by the detection of a latter stronger sample (using a larger threshold).

### 9.3.2.1 Simulation Results

The CM1 channel model of 802.15.4a in [3] is used to simulate the MAE performance of the optimal and noise-based thresholds (1000 different realizations), and compare them with theory. Again, noise variance $\sigma^2$ is set to unity, $E_b$ is scaled to obtain different $E_b/N_0$, $t_s = 4\text{ns}$, $W_{sb} = 15$ (corresponding to $60\text{ns}$), and $B = 500\text{MHz}$, yielding $\tilde{\mu} = M\sigma^2 = 4$. The number of averaging symbols is set to $N_t = 10^3$ in order to decrease the noise floor.
Figure 9.6 Theoretical MAE performances for SBA1 at different threshold settings, and when using the optimal threshold that minimizes the MAE.

In Fig. 9.5, the simulated MAEs of SBA1 when using noise-based thresholds are shown for $P_{fa} \in \{0.001, 0.005, 0.01\}$, along with optimal threshold result (thresholds calculated using brute-force search). For comparison purposes, simulation results for SBA2 are also presented for two different values of $K$, and for $P_{fa} = 0.001$. It is seen that when the noise-only based threshold is used with $P_{fa} = 0.001$, the MAE is on the order of fraction of a nano-second close to the optimal MAE for sufficiently high $E_b/N_0$ (for the given $N_t$ value). On the other hand, as $E_b/N_0$ (or $N_t$) decreases, choosing a larger $P_{fa}$ becomes more desirable. The performance of SBA2 is seen to improve considerably as $E_b/N_0$ increases.

The MAEs obtained using the expression (9.12) for SBA1 are plotted in Fig. 9.6 for different threshold settings (again averaged over 1000 channel realizations). The results are slightly worse compared to simulated performances, which is due to the approximation in (9.5) [30]. They are seen to be closer to the simulations for larger $P_{fa}$ values.
9.4 Conclusion

In this chapter, a theoretical error analysis is carried out for a particular searchback algorithm (SBA1) to be used in UWB ranging. Optimality of the threshold for AWGN and multipath channels have been investigated. It is shown that in multipath channels, it is more desirable to choose the threshold so as to minimize the MAE of the TOA estimate, rather than maximizing the probability of detection of the leading edge. Theoretical and simulation results show that the practical approach of setting the threshold based only on the noise-level may give very close results when compared with the optimal threshold setting. This requires appropriate selection of the parameters such as $P_{fa}$ and $N_t$ based on the typical operating $E_b/N_0$ range.
CHAPTER 10
CONCLUSION AND FUTURE WORK

In this dissertation, we have addressed a number of transceiver design issues in impulse radio UWB systems. Practical implementation aspects such as sampling rate limitations (which are commonly neglected in the literature), timing jitter, and MAI are considered in different chapters. Some of the more significant issues that were reported (to our best knowledge) the first time in the literature are as follows:

- Adaptation of two different types of processing gains in UWB systems and its analysis,
- Unified theoretical performance evaluation of UWB transceiver types (SR, TR, ED) at low-rate samples using the energy capture statistics of different transceivers,
- Development of a generic framework for theoretical performance evaluation (using the mean absolute errors) of different TOA estimation algorithms using non-coherent receivers,
- Characterization of the effects of timing jitter on the BER of IR-UWB for different scenarios.

Different parts of the work in this dissertation have been recognized by the wireless research community and cited by various journal papers (e.g. [278]-[285]), conference papers (e.g. [154, 273, 286]-[302]), and books/thesis/dissertations (e.g. [303]-[309]).

Below, we first present a list of specific contributions in different chapters of the dissertation. Then, possible extensions of the work done are discussed.

10.1 List of Specific Contributions

- UWB modulation options
  - This chapter is a unified and stand-alone reference for different UWB modulation options. We compared the trade-offs between these modulation types, such as the spectral
characteristics, power efficiencies, implementation complexities, multipath, multiuser interference, and timing jitter.

- Multiple accessing and time hopping sequence design
  
  – Presented a unified description of possible multiple access options for UWB systems. Namely, CDMA, FDMA, TDMA, time-hopping and frequency-hopping are discussed from UWB perspective.

  – Presented an adaptive code construction for centralized UWB systems (synchronous communications); the codewords of different users are adapted based on the number of users in the system and the maximum excess delay of the channel, and aims to minimize interference due to multipath.

  – For asynchronous communications, reviewed the correlation characteristics of code constructions based on congruence equations and finite field theory. Between other options, quadratic congruence codes have best combination of autocorrelation and cross-correlation characteristics.

  – Presented a BER performance analysis technique by capturing the statistics of the MAI using hit histograms.

- Adaptation of multiple access parameters for IR-UWB
  
  – Proposed a novel adaptive downlink signaling scheme (e.g. in cluster-based wireless sensor networks) that adapts the number of pulses per symbol based on the QoS requirements, and at the same time provides orthogonal signals for all the users.

  – For asynchronous communications, adaptation of two kinds of multiple access parameters are considered: number of pulses per symbol and number of pulse positions per frame. Based on the interference level in the system, appropriate set of parameters are selected for each user so that the desired QoS levels are achieved.

  – Two different cases are considered. For fixed frame duration case, the goal is to increase the average throughput depending on the interference level. For fixed symbol duration, the goal is to minimize battery consumption and maximize the network lifetime, again based on the interference level.
- Validity of Gaussian approximation used in the above analysis is investigated using the KL distance; it is shown to be more valid for larger number of pulses per symbol, and smaller frame durations.

- Channel estimation at different sampling rates and under MAI
  - Investigated the UWB channel estimation performance with symbol-spaced, frame-spaced, and chip-spaced sampling scenarios and under multiple access interference.
  - For symbol-spaced sampling, proposed to use an absolute value based channel estimator, which is a semi-blind approach. It considerably decreases the number of training bits required to estimate the channel with slight performance loss at high SNR.
  - For frame-spaced sampling, proposed a simple pulse-discarding receiver to mitigate multi-user interference effects in strong near/far scenarios. The proposed estimator is different than previously proposed pulse discarding receivers, since no channel estimate knowledge is assumed.
  - A chip-spaced LS channel estimation model is introduced, which estimates a projection of the actual channel impulse response on the chip-spaced samples.

- Review of multiple access interference cancellation algorithms for UWB systems
  - Presented a unified and comprehensive review of multiple access interference mitigation and cancellation algorithms for UWB systems.
  - Emphasized the unique aspects of IR-UWB multi-user interference cancellation different than that of techniques used for CDMA systems.
  - Classified various algorithms under the following groups: 1) Transmitter-side interference avoidance techniques, 2) ML algorithms, 3) Linear receivers, 4) Subtractive/iterative interference cancellation, 5) Blind/adaptive techniques, 6) Other approaches.

- Effects of timing jitter on the performance of IR-UWB
  - Derived the BERs of various modulation options under timing jitter in AWGN, 1-tap Rayleigh fading, and multipath fading channels. Verified theoretical BER results with simulations.
- Treated finger estimation error as timing jitter, and obtained its PDF using simulations. The PDF is shown to depend on pulse shape and SNR, and converge to a unit impulse function as SNR increases.
- Investigated the effect of the jitter distribution on the BER performance. A worst case jitter distribution that gives an upper bound on the system performance is presented and compared with other distributions.
- Timing jitter effects on the performance of different pulse shapes, and on multiband UWB is investigated. It is shown that timing jitter effects are much harsher for higher-order bands in a multiband scheme, since the main lobe of the pulse autocorrelation functions start decaying faster.

* BER performances of IR-UWB transceiver types under sub-Nyquist sampling rates

- Provided a generic and unified model for performance evaluation of three different UWB transceiver types: Stored-reference receivers, transmitted-reference receivers, and energy detectors.
- Considered PPM, OOK, and BPSK modulations with each transceiver and derived the BERs in AWGN and multipath channels.
- For multipath channels, considered the effects of sub-Nyquist sampling rates, and provided a framework for energy capture analysis at low-rate sampling for all the three transceiver types. This is then used for semi-analytic BER evaluations.
- For Rake receivers, MRC, EGC, and SC types of combining algorithms are compared at low-rate samples.
- Effects of timing jitter, template pulse shape mismatch, and integration interval on the BER performance are analyzed under low-rate sampling assumption.

* Threshold selection for two different types of searchback schemes for ranging using IR-UWB

- Two types of threshold-based ranging algorithms are compared for UWB systems which use a searchback from the strongest sample to identify the leading edge path.
- Optimal threshold selection that maximizes the probability of detection of the leading edge sample is derived for AWGN channels.
- For multipath channels, the optimality metric is changed to be the minimization of the mean absolute error of the TOA estimate, since maximization of the probability of detection of the leading edge does not necessarily maximize ranging accuracy.

- The ranging accuracy with optimal threshold is compared with noise-only based threshold. It is shown that the performance loss is insignificant as long as appropriate number of averaging symbols is used based on the operating SNR range.

### 10.2 Possible Future Work

Following extensions of the work presented in this dissertation might be possible:

- Performance comparison of UWB and multicarrier modulations

  - Individual multipath components in UWB systems have low fading margins due to short-duration pulses, which is a distinct advantage when compared with narrowband systems. However, due to same reason, Rake receivers with large number of fingers might be required to capture the energy, which may considerably increase the complexity.

  In multicarrier systems (such as OFDM), on the other hand, the receiver observes only a single (or very few) multipath component(s) for each carrier, which has a large fading margin. Therefore, the channel at each carrier has to be estimated occasionally, and the complexity increases with the number of carriers.

  To our best knowledge, there is not a unified study that investigates the trade-offs between UWB and multicarrier modulations; such a study can be particularly interesting when considering the time varying channel characteristics (fading levels vs. dispersiveness of the channels) and their impacts on the system-level design (optimal bandwidth selection, optimal transmission rate of training symbols, complexity trade-offs etc.).

- Channel estimation at different sampling rates and under MAI

  - Subspace [146] and power of R [310] based UWB channel estimation techniques have been proposed in the literature. However, they either require matrix inversion, or eigendecomposition, both of which are computationally costly. A blind channel estimation technique that does not require either of the costly operations was proposed for CDMA systems
in [311], and similar lower-complexity techniques can be considered for UWB channel estimation and at the same time exploit its unique signaling scheme.

– We have proposed a pulse-discarding receiver (prior to channel estimation) in Chapter 5 using a heuristic threshold selection. A more theoretical framework can be developed for optimal threshold selection based on the \textit{a-priori} information assumptions.

\begin{itemize}
  \item Multiple access interference cancellation algorithms for IR-UWB
    \begin{itemize}
      \item In Chapter 6, various techniques for MAI cancellation were discussed. Neural networks, per survivor processing, Kalman filters, and genetic algorithms are some of the techniques that were applied to CDMA systems, and can as well be considered for UWB.
      \item Blind subspace techniques might be particularly appropriate for UWB systems where the number of pulses per symbol is much larger than the number of users in the system (e.g. in low-rate wireless sensor networks). By projecting the signal subspace onto a lower-dimensional subspace, considerable complexity reductions can be obtained.
      \item UWB interference cancellation techniques are commonly discussed for coherent receivers in the literature. However, interference cancellation techniques for more practical receiver types (such as TR receivers) have not been investigated in detail (other than [173]), and would be an interesting topic to dig into.
    \end{itemize}

  \item BER performances of IR-UWB transceiver types under sub-Nyquist sampling rates
    \begin{itemize}
      \item Even though we have shown the effect of chip-spaced sampling on the detection performance of different transceiver types in Chapter 8, we have not investigated the effects of various different sampling rates on the performance. It might be interesting to see how SR will start out-performing the TR and ED as the sampling rate increases (with the assumption of perfect channel estimates).
    \end{itemize}

  \item TOA Estimation and Ranging using IR-UWB
    \begin{itemize}
      \item The two searchback schemes introduced in Chapter 9 can be further improved using an iterative optimization technique. Upon estimating an initial value for the TOA, this may be used as an \textit{a-priori} knowledge, and the estimate can be enhanced in an iterative manner.
    \end{itemize}
\end{itemize}
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- In practical systems that use time-hopping, multipath interference from the autocorrelation sidelobes ruins the performance of the searchback scheme. Time hopping codes with zero correlation zones alleviate the problem to some extent as long as maximum excess delay is kept smaller than the zero correlation zone [30]. However, such a design may not be always possible. Ternary codes with optimal autocorrelation characteristics do not have such a problem; however, due to the correlator template used in such systems, the resulting noise variance after pulse combining is twice that of noise variance in time-hopping systems. Therefore, techniques that handle the sidelobe interference in time-hopping based searchback schemes will be useful, such as using the CLEAN algorithm [312], or using an adaptive threshold selection.

- Investigation of how increasing sampling rates will improve the ranging accuracy is an interesting issue that should be further analyzed.

- Effects of timing jitter on the MAE performance and the real-time implementation complexities of different ranging algorithms are other practical issues that can be looked into.
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