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Abstract

This dissertation explores the stability challenges posed by integrating Inverter-Based Re-

sources (IBR) into power grids, particularly focusing on two major scenarios: IBRs connected

to weak grid interconnections and their performance in series compensated networks. With the in-

creasing dependency on renewable energy sources, ensuring the stability of these grids is crucial.

A multilayered investigative approach is employed, utilizing Electromagnetic Transient Simula-

tions that model grid systems interfaced with IBRs. These simulations are pivotal as they emulate

real-world stability issues and provide a foundational understanding of grid interactions. In this

dissertation two major types of IBR control are modeled and analyzed: Grid Following Control

and the Grid Forming Controls.

To delve deeper into these challenges, a non-linear analytical model is developed, pinpointing

the underlying causes of the identified stability issues. This phase involves conducting various

stability studies, including eigenvalue analysis and Bode diagrams, significantly enhancing the

understanding of system dynamics and their implications for grid stability. Hardware simulations

also play a crucial role, bridging the gap between theoretical models and real-world applications,

thus confirming the viability of the proposed solutions.

Additionally, this dissertation introduces a novel coordination and control scheme for multiple

IBRs operating in weak grids. This scheme enhances stability margins by modulating reactive

current among the IBRs, as demonstrated through rigorous EMT simulations and validated in

hardware testbeds. The results show that strategic coordination significantly improves both small-

signal and large-signal stability.

Furthermore, a state-of-the-art digital twin framework using a re configurable System-on-Chip

dynamically models and analyzes the IBR-grid interface. Implemented on a National Instruments

viii



real-time controller, this digital twin effectively simulates and adjusts to real-time grid distur-

bances, offering a sophisticated tool for proactive grid management.

This dissertation has led to one published transaction paper, six conference publications, and 2

working papers.
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Chapter 1: Introduction

1.1 State of the Modern Power Grid

The renewable energy landscape in North America, particularly in the United States, is rapidly

evolving, with renewable sources becoming increasingly integral to the power grid. As of 2023,

renewable energy sources contribute approximately 23% of all electricity in the U.S., position-

ing them as the second-most prevalent source after natural gas. Meanwhile, in India and China,

renewable accounts for 20% and 31% of electricity generation, respectively [1].

DC/AC 

Converter

DC/AC 

Converter

Transmission Grid

Solar Energy

Wind Energy

AC Power

AC Power

Figure 1.1 Power electronics interfaced modern power grid.

This new energy paradigm involves significant utilization of renewable sources like wind, solar,

and hydroelectric power, which are essential within the broader electricity market. These resources

primarily depend on power electronics for energy conversion [2]. Power electronics are crucial in

managing the variable output from wind turbines and solar panels. For instance, in wind energy
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systems, power electronics convert the alternating current (AC) produced by the turbines into direct

current (DC), and then back to AC to meet grid standards. Similarly, in solar energy systems,

converts DC from solar panels into grid-compatible AC. These systems ensure that the electricity

fed into the grid is stable and efficient, aiding in the seamless integration of renewable sources

into the energy infrastructure. Typically, these power electronics-based systems in wind and solar

energy setups are referred to as Inverter Based Resources (IBRs). Figure 1.1, presents a pictorial

representation of a modern renewable energy network.

The integration of IBRs into power grids introduces several challenges. The task force pa-

per by the IEEE Power & Energy Society IBR Subsynchronous Oscillation (SSO) task force [3]

surveys 19 real-world SSO events linked to IBRs. These events often arise from weak grid inter-

connections or radial interconnections with series capacitors. Beyond oscillations, IBR operation

faces numerous other challenges, such as large phase-locked-loop (PLL) angle deviations, subcy-

cle overvoltage, and AC overcurrent, as documented in various reports [4–7]. Additionally, relay

protection becomes more complex with IBRs, since traditional protection schemes may not ade-

quately respond to the fault currents characterized by lower magnitudes and different waveforms

produced by inverters [8].

1.2 Problem Statement Overview

Driven by the aforementioned operational challenges and issues in IBR-interfaced power grids,

this dissertation aims to study the following challenges.

1.2.1 IBRs in Weak Grids

Traditionally, these IBR power plants are installed in remote areas far away from local load

centers. These power plants are usually installed with extra-long transmission power lines and

have very few synchronous generators. This configuration leads to a significant reduction in system

strength. According to North American Electric Reliability Corporation [9], the system strength,

or the Short Circuit Ratio (SCR), is defined as the ratio between short circuit apparent power (Sc)
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from a short circuit fault at a given location in the power system to the rating of the inverter-based

resource connected at the point of common coupling (PCC) (SN) [10]:

SCR =
Sc

SN
≈ 1

Xgpu
(1.1)

Here, Xgpu is the grid impedance in per unit. As per the IEEE Standard 1204-1997 [11], the SCR

can be classified as:

1. SCR > 3 is classified as a strong grid.

2. 2 < SCR ≤ 3 is classified as a weak grid.

3. SCR ≤ 2 is classified as a very weak grid.

DC/AC 

Converter

Transmission

Line Grid

Solar Energy
PCC SCR < 2 at this point

Figure 1.2 Representation of IBR connected to a weak grid.

For this dissertation, the system is assumed to be operating in a very weak grid scenario. Some of

the real-world stability issues related to the operation of IBRs in weak grids are [3]:

1. 30 Hz oscillation event in West China, which occurred in 2015. The power plant consisted

of Type-4 wind power plants connected via a very long transmission line, making it a weak

grid interconnection.

2. 9 Hz oscillation event in 2019 in an offshore wind power plant in Great Britain. The critical

reason was poor control system parameters.
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3. The Australian Energy Market Operator observed 7 Hz oscillations in 2019. The IBR pene-

tration was high, and the system strength was too low.

4. 2011 4 Hz oscillations occurred when the 138 kV transmission line was out for maintenance,

the SCR reduced below 2, and the system experienced undamped oscillations.

Generally, these oscillations are called Subsynchronous Oscillations (SSOs). Over the years,

weak grid SSOs have been extensively investigated [12–17]. To summarize the findings from the

existing literature, the main reasons are poor control parameters and control system interactions,

etc.

Furthermore, weak grid issues also have been defined as steady-state voltage stability issues

due to the sensitivity of change in voltage due to power injection [9]. Figure 1.2, presents a system

connected to weak grid.

1.2.2 IBRs in Series Compensated Networks

DC/AC 

Converter

Transmission

Line Grid

Solar Energy

FC

Figure 1.3 Representation of IBR connected to series compensated network.

Another stability issue arises when the IBR power plants are connected to series compensated

networks (Figure 1.3). Fixed Series Compensated (FC) networks are pivotal in enhancing the

efficiency and stability of long-distance electrical power transmission. These networks involve in-

tegrating capacitors in series with power lines, effectively reducing the overall line impedance. The

primary objective is to augment transmission capacity and ensure voltage stability across extensive
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networks, thus enabling increased power flow through the existing infrastructure without necessi-

tating new line constructions. Historically, this method has introduced several stability issues [3]:

1. 9.44 Hz SSO in Minnesota (2007): An overcurrent event occurred where the current magni-

tude escalated from 100 A to 1000 A within a 0.3-second interval. This was attributed to the

installation of 60% series compensation in the network.

2. 20-30 Hz SSO occurrences in Texas during 2009 and 2017: The primary cause was identified

as the total installation of 50% series compensation, implemented in two stages.

These types of SSOs are also referred to as Subsynchronous Resonance (SSR). The critical

reason behind the SSR instability is mainly due to the introduction of LC resonance. Over time,

extensive research has delved into the primary causes of SSRs in Type-3 wind turbines linked to

series compensated networks, as evidenced by numerous studies. Studies such as [18, 19] have

identified Induction Generator Effect (IGE) as the principal factor driving SSO, rather than tor-

sional interactions.

1.3 Research Approach

The stability issues highlighted earlier pose significant challenges to power grids interfaced

with Inverter-Based Resources (IBRs). This dissertation adopts a multilayered approach to inves-

tigate these challenges:

1. Initially, the grid systems interfaced with IBRs are modeled using Electromagnetic Transient

Simulations (EMT). These simulations emulate real-world stability issues by incorporating

certain assumptions to focus on critical dynamics.

2. Secondly, a non-linear analytical model is developed to pinpoint the underlying causes of sta-

bility issues identified in the EMT simulations. This step facilitates various stability studies,

including eigenvalue analysis and Bode diagrams, enhancing the understanding of system

dynamics.
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3. Third, hardware simulations are conducted to bridge the gap between software simulations

and real-world applications, ensuring that findings are practically viable.

4. Lastly, the research proposes mitigation strategies for addressing SSOs, thereby enhancing

grid stability.
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Figure 1.4 Visual summary of the research strategy utilized in this dissertation.

A pictorial representation of the research approach adopted is presented in Figure 1.4.

1.4 List of Publications

1. R. Mittal, Z. Miao, and L. Fan, Stability Enhancement for IBRs Operating in Weak Grids

Through Proper Coordination and Control, accepted, to appear in IEEE Transactions on

Energy Conversion.

2. R. Mittal and Z. Miao, Analytical Model of A Grid-Forming Inverter, 2022 IEEE Power and

Energy Society General Meeting (PESGM)
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3. R. Mittal, Z. Miao, and L. Fan, Grid Forming Inverter: Laboratory-Scale Hardware Test Bed

Setup and Weak Grid Operation, 2021 North American Power Symposium (NAPS), 2021.

4. R. Mittal and V. K. Jain, Harmonic state-space model of second-order generalized integrator

phase-locked loop, 2021 IEEE Power & Energy Society General Meeting (PESGM), 2021

5. R. Mittal, L. Fan, and Z. Miao, Fault Detection in Three Phase Power Transmission Lines, a

TI Microcontroller Implementation, and a VLSI Architecture, 2021 North American Power

Symposium (NAPS), 2021.

6. R. Mittal and Z. Miao, Linear Time-Periodic Modeling of Single-Phase Elementary Phase-

Locked-Loop, 2020 52nd North American Power Symposium (NAPS), 2021.

7. R. Mittal and V. K. Jain, Implementing Digital Filters and DSP Micro-Controller for Esti-

mating the Frequency of a Time-Domain Signal, SoutheastCon 2021.

8. R. Mittal, Z. Miao, and L. Fan, Potential Stability Risks of Inverter-Based Resources in Series

Compensated Networks, working paper

9. R. Mittal, Z. Miao, and L. Fan, A Digital Twin for IBR Interfaced Power System, working

paper

1.5 Outline of the Dissertation

The structure of the dissertation is organized as follows:

Chapter 2 presents the modeling approaches adopted in the dissertation, including Electromag-

netic Transient (EMT) simulation modeling, non-linear modeling, and hardware testbeds. It also

details the fundamentals and types of IBR control systems extensively.

Chapter 3 discusses the performance of IBRs under weak grid conditions. Using a dual IBR-

connected grid model, this chapter explores the phenomenon of weak grids and identifies critical

factors influencing stability. Additionally, it introduces stability enhancement techniques aimed at

mitigating undesired oscillations in weak grid scenarios.
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Chapter 4 examines the performance of IBRs when connected to a series compensated net-

works. Various IBR controls are modeled and analyzed using both EMT simulations and non-linear

models. This chapter also includes stability analyses utilizing eigenvalues and Bode diagrams to

evaluate the efficacy of these controls.

Chapter 5 explores the development of a digital twin for the IBR power system network. A

modified IEEE-9 bus system serves as the basis for this digital twin, which estimates critical power

grid parameters and simulates the IBR power plant in real-time, adapting to changes in actual grid

conditions.

Chapter 6 presents the conclusions and outlines future research directions.

8



Chapter 2: Strategies for Modeling and Analysis

This chapter1 concentrates on the IBR controls, modeling, and tools utilized to analyze the

dynamic behavior of IBRs when integrated with the power grid.

2.1 Understanding IBR Control

The general system topology adopted in this dissertation in presented in Figure 2.1.

ic

vPCC vgDC

AC
VDC

LfRf

Cf

LgRgig

mabc

vt

Figure 2.1 System topology used in the dissertation.

The system consists of a three-phase DC-AC inverter (IBR) connected to the power grid via a

transmission lines represented by Rg and Lg. A choke filter is connected between the terminals of

the inverter and the point of common coupling (PCC) bus. The choke filter is represented by R f ,

L f and C f . A constant DC voltage source supplies the inverters, and the AC grid is modeled as a

constant voltage source (infinite bus). Furthermore, ic is the converter current, vPCC is the PCC bus

voltage, and ig is the grid current.

This inverter or IBR, can assume two types of control. The first type is the grid following type

(GFL) and the second is the grid forming type (GFM). In this dissertation both types of controls are

modeled and analyzed. Fundamentally, GFL control makes the IBR act like a controllable current
1Much of the content in this chapter has been previously published in IEEE Transactions on Energy Conversion

[20], North American Power Symposium, and PESGM [21], [22]. Permissions for reuse are provided in Appendix A.
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source, while GFM forces the IBR to dance like a controllable voltage source. Figure 2.2, presents

the basic circuit representation of GFL and GFM type of IBRs.

2.1.1 Synchronization Unit

When integrated with the power grid, a synchronization unit is essential. This unit delivers

crucial information on the phase angle and frequency of the incoming AC signal. It enables IBR

to function in synchronism with the grid by supplying the necessary angle and frequency details

of the three-phase input. In a GFL type of IBR, this synchronization task is managed by a PLL,

whereas in a GFM type, droop control serves as the synchronizing mechanism.

GFL Grid

Control

Rg Xgic

(a)

GFM Grid

Control

Rg Xg

+
-
+
-

(b)

Figure 2.2 Types of IBR control. (a) GFL. (b) GFM

Additionally, the synchronization unit provides the phase angle crucial for other control aspects.

This phase angle output facilitates the conversion of the sinusoidal voltage and current signals into

a synchronous reference frame or dq frame, according to Park’s transformation.
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2.1.1.1 Park’s Transformation

To understand Park’s transformation [2, 23], let’s assume the three-phase PCC bus voltage is:

vPCC,a(t) =V cos(ωt +θ0)

vPCC,b(t) =V cos(ωt −120◦+θ0)

vPCC,c(t) =V cos(ωt +120◦+θ0)

(2.1)

Here, V is the magnitude, ω is the frequency in rad/s, and θ0 is the initial phase angle. For this

balanced three-phase PCC voltage, the space vector can be described as:

v⃗PCC =
2
3

(
vPCC,a + vPCC,be j120◦ + vPCC,ce− j120◦

)
=Ve jθ0e jωt (2.2)

The space vector in (2.2) rotates at a constant angular velocity of ω . To view the space vector in

the dq frame (Figure 2.3), we can subtract the angle ωt, thus obtaining the following (assuming

d + jq frame):

2
3

(
vPCC,a + vPCC,be j120◦ + vPCC,ce− j120◦

)
e− jωt = vPCCd + jvPCCq (2.3)

Separating the real and imaginary parts:

vPCCd

vPCCq

=
2
3

 cos(ωt) cos(ωt −120◦) cos(ωt +120◦)

−sin(ωt) −sin(ωt −120◦) −sin(ωt +120◦)




vPCC,a

vPCC,b

vPCC,c

 (2.4)

For θ0 = 0 and V as 1, we get vPCCd as 1, and vPCCq as 0.

This transformation changes sinusoidal and time-varying variables into simpler, DC-like quan-

tities, making it easier to handle and control. This simplification is particularly useful in designing

control systems and algorithms for electrical machines, allowing for more straightforward and ef-
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ficient implementations. The function of the synchronization unit is to provide the angle “ωt” for

the transformations.

2.1.1.2 Phase-Locked-Loop

In this dissertation, the synchronous reference frame (SRF)-PLL, which is widely used, is

adopted. The SRF-PLL includes an abc to dq conversion block (Park’s transformation) and a PI

controller. The input is three-phase PCC bus voltage vPCCabc. The purpose of the PI controller is

to regulate the vPCCq signal to zero in steady state. The control block diagram is shown in Figure

2.4.

Figure 2.3 Space vector representation of abc to dq frame transformation.

θ 

vPCC,a 

dq

abc

∫ 

ω0

SRF-PLL

+
vPCCq   

vPCCd   

ωPLL
PI

vPCC,b 

vPCC,c 

Figure 2.4 SRF-PLL used in GFL control.

For a GFL type of IBR control, which requires grid angle and frequency information for grid

connection, the PLL is a critical component of the control structure. Other types of PLLs used in

IBR control systems include the Decoupled Double Synchronous Reference Frame PLL and the

Double Second-Order Generalized Integrator FLL [24].
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2.1.1.3 Power Synchronization

θ -Pref   
P  
+ 1/R ω0 +

ω0

∫ ∫ 

Figure 2.5 Power synchronization used in GFM control.

On the other hand, for GFM technology, the synchronization unit commonly used is frequency

active power droop control. Here, the real power deviation generates the frequency deviation. The

relationship is linear and is governed by the droop coefficient. Figure 2.5 presents a conventional

droop control. Here, Pref is the real power reference, R is the droop coefficient. Other types of

strategies include Virtual Synchronous Machines (VSM) and Virtual Oscillator Control (VOC)

[25].

2.1.2 Cascaded dq Frame Control

Establishing the role of the synchronization unit, this section details the multilayered control

used to in IBRs. The second aspect of the IBR control is the main controller. This control may

or may not be multi-layered. The majority of the time the fast inner loop is the current controller

(tightly regulating the IBR’s current), and the outer loop is a slow real power (P) and voltage control

or reactive power control. The controllers can be implemented using PI controllers (tracking a

DC signal), or PR controllers (proportional resonant controller) tracking an AC signal. In this

dissertation, PI controllers are used. With the help of a synchronization unit, the AC signals are

converted to constant dq frame variables.

For GFM control, the inner loop is similar to the GFL type, but the outer loop is different,

where the outer loop controls the voltage magnitude [26]. The output of the control algorithm

is the reference signals (mabc) for the converters. Furthermore, the real power P and the reactive
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power Q are given by:

P = vPCCd icd + vPCCq icq

Q = vPCCq icd − vPCCd icq

(2.5)

Here, vPCCd and vPCCq are the dq components of vPCC. The magnitude of the PCC bus voltage is

obtained as:

|VPCC|=
√

v2
PCCd + v2

PCCq (2.6)
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Figure 2.6 Control structure for GFl IBR.

Figure 2.6 and Figure 2.7 presents a block diagram of GFL an GFM control.

2.2 Tools

Three tools are utilized for modeling and studying the dynamics of grid-connected Inverter-

Based Resources (IBRs): (a) Electromagnetic transient simulations, (b) Non-linear Analytical

Models, and (c) Hardware-in-loop simulations.
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2.2.1 Electromagnetic Transient (EMT) Simulations

EMT simulations are computational methods used to analyze the behavior of power systems

during transient events like sudden load changes and fault conditions. These simulations offer

a precise dynamic model of a power system network, encompassing components such as power

electronic devices, transmission lines, transformers, and generators. Key EMT simulation software

includes PSCAD/EMTDC, MATLAB/Simscape Electrical, and EMTP-RV, among others. For this

dissertation research MATLAB/Simscape Electrical package has been adopted. MATLAB/Sim-

scape Electrical is a specialized toolbox for modeling and simulating electrical systems. The GUI

consists of power electronic devices, machines, sensors, and other passive components. The exten-

sive library of components helps the user to model a physical system in a graphical environment.

-

-

vtd   idref   

icd   

icq   

iqref   vtq   

vPCCd   

abc

dq

θ 

-
Vref   

-

Xf

+

+ +

PIPI

Xf

++
-

++

-Pref   
P  
+ 1/R ω0 +

ω0

∫ ∫ 

vPCCd   

vPCCq   

0

mabc   

PIPI

PIPI

PI

Outer Loop
Inner Loop

Synchronization Unit 

Figure 2.7 Control structure for GFM IBR.

The backbone of an IBR is power electronics-based converters. These converters can either

be modeled using a detail switch model or an average model. Each approach has its own set

of advantages, and the choice between them often depends on the specific requirements of the

simulation, such as the level of detail needed, computational resources available, and the frequency
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dynamics of interest. For this dissertation work average modeling techniques have been adopted.

The reasons are listed below:

1. The average model reduces the computational burden and improves the simulation speed.

2. For this dissertation the main objective is to study IBR control dynamics, fundamental sys-

tem behavior, and low-frequency oscillations. The average modeling technique is excellent

for these applications.

Figure 2.8 presents the MATLAB/Simscape Electrical environment, showcasing an average

model of IBR connected to a grid.

2.2.2 Non-Linear Analytical Model

Figure 2.8 Average model of IBR connected to the power grid.

Although EMT models offer precise time-domain insights into IBR networks, they often don’t

provide clear explanations for the observed dynamic behaviors. To bridge this gap, nonlinear

analytical models are developed. These models account for the nonlinear relationships between

system variables using mathematical representations and simulations. The modeling involves first-
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order differential equations that establish state-space equations as follows:

dx
dt

= Ax+Bu

y =Cx+Du
(2.7)

Here, x is a matrix that includes the state variables, and u is the input. A, B, C, and D are the

matrices, defining relationships between the system’s inputs, outputs, and internal state.

State-space modeling not only provides results in the time domain but also serves as a pow-

erful tool for conducting modal analysis [27], including eigenvalue analysis, mode shapes, and

participation factors. Additionally, nonlinear models facilitate frequency domain analysis using

techniques such as Bode diagrams or root locus methods.

As an example, the analytical model building for the GFL type of IBR is presented below. For

building the analytical model Figure 2.1, and Figure 2.6 are used.

2.2.3 Analytical Model for GFL

The system presented in Figure 2.1 is modeled with four main blocks: a synchronization unit

(PLL), inner and outer control, circuit dynamics, and frame conversion, as shown in Figure 2.9.

It is noted that, while the signals at the circuit level are based on the grid frame (superscript g,

rotating at the nominal frequency of ω0), the signals associated with the control structure are based

on the frame or angle provided by the synchronization unit.

The state variables are described as follows: the grid-frame variables associated with circuit

dynamics, including the converter current igcdq, the PCC bus voltage vg
PCCdq, the grid current iggdq,

and the series capacitor voltage vg
dq (circuit dynamics), synchronizing-frame states representing

the outer loop PI controllers x1 (d-axis) and x2 (q-axis) and inner current controls x3 and x4. In

the GFL-IBR, the PLL incorporates two state variables: ∆ω (associated with the PI controller) and

∆θ . Consequently, the GFL-IBR testbed comprises 12 state variables.
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2.2.3.1 Circuit Dynamics

The analytical model of the circuit dynamics is developed in the grid dq frame that rotates at a

speed of ω0. The differential equations for the RLC circuit dynamics are presented as follows:

diggd

dt
=−

Rg

Lg
iggd +

1
Lg

vg
d −

1
Lg1

vg
gd +ω0iggq

diggq

dt
=−

Rg

Lg
iggq +

1
Lg1

vg
q −

1
Lg

vg
gq −ω0iggd

digcd
dt

=−
R f

L f
igcd +

1
L f

vg
td −

1
L f

vg
d +ω0igcq

digcq

dt
=−

R f

L f
igcq +

1
L f

vg
tq −

1
L f

vg
q −ω0igcd

dvg
PCCd
dt

=
1

C f
(igcd − iggd)+ω0vg

PCCq

dvg
PCCq

dt
=

1
C f

(igcq − iggq)−ω0vg
PCCd

(2.8)

Here R f , X f , and B f are the per-unit values of the RLC components of the choke filter and L f =

X f /ω0, C f = B f /ω0. Similarly, Rg, Xg , and Bg are the per-unit values of the transmission line

parameters and Lg = Xg/ω0, Cg = Bg/ω0. This block has vg
td and vg

tq (the dq components of the

converter terminal voltage vt) and the grid voltage vg
gd , vg

gq as input and outputs the converter

current, PCC bus voltage, real and reactive power. .

2.2.3.2 SRF-PLL

The synchronization unit in testbed-1’s GFL-IBR is PLL. For this paper, we have adopted a

second-order PLL. The dq frame analytical model of the PLL is adapted from the work presented

in [14].

2.2.3.3 Frame Conversion

As previously mentioned, the control system operates in a distinct reference frame (angle θ )

provided by the synchronization unit, which is a PLL for GFL IBR. The converter control regulates
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the dq components of converter current ic and the voltage at the PCC bus vPCC in the control frame.

Due to the different reference frames adopted for the circuit model and the control, appropriate

frame conversion is essential for accurate modeling.

The relationship between the grid frame and the control frame can be found by relating the

space vector of current or voltage with its grid frame-based and control frame-based vectors. For

example, the PCC bus voltage’s space vector v⃗PCC can be related to the grid-frame variables and

the control-frame variables as follows:

v⃗PCC = (vPCCd + j vPCCq)e jθ = (vg
PCCd + j vg

PCCq) e jω0t

=⇒(vPCCd + j vPCCq)e∆θ = vg
PCCd + j vg

PCCq,

(2.9)

where ∆θ = θ −ω0t. From (2.9), it can be seen that signals in the grid frame can be transformed

to the synchronization frame and vice-versa. The complete analytical model is presented in Figure

2.9.

2.2.3.4 Model Initialization

A proper initialization procedure is needed to develop the analytical model accurately. The

initialization is done using power flow in the phasor domain. The complex power at the PCC bus

is given: S =VPCCIc
∗, where VPCC is the PCC bus voltage and Ic is the current through the filter

inductor in phasors. The real power is: P = real(S), and the reactive power is: Q = imag(Q). The

PCC bus voltage phasor is defined as VPCC = |VPCC| θ and the current Ic is obtained as:

Ig =
VPCC −Vg

Rgpu + i Xgpu
, IC f =

VPCC

−i XCpu
, Ic = Ig + IC f (2.10)

Here, Ig is the current in the transmission line, IC f is the current through the filter capacitor C f ,

and Vg = 1. If implemented in PVPCC control, the constraints are P == Pref and |VPCC|==VPCC,ref.

Here, Pref and VPCC,ref are the desired operating conditions at the PCC bus. This problem is solved
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using YALMIP [28]. The optimization problem solves for the value of Q and θ . Given P, Q ,

|VPCC|, and θ , the state variables are calculated for initialization.

2.2.3.5 Linear Model
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Figure 2.9 Analytical model of GFL IBR.

After initialization, we linearize the analytical model to obtain the Linear Time-Invariant (LTI)

model using Jacobian linearization. We will construct the nonlinear analytical model representing

the IBR. The model maintains all its state variables (12 in total) constant at steady state to enable

Jacobian linearization. The LTI model is derived numerically using MATLAB’s linmod func-

tion, extracting a continuous-time LTI model around the operating point using a block-by-block

linearization algorithm [29]. This provides the state-space model as presented in (2.7).

2.2.3.6 Stability Analysis

The stability analysis of an IBR system is conducted using the state space model. This anal-

ysis is accomplished through two methods. The first method involves evaluating “Eigenvalues”.
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Eigenvalue analysis in the state-space model is a critical aspect of understanding the dynamics and

stability of a system. For a state-space system, the eigenvalues of the matrix A (the state matrix)

are calculated by:

det(A−λ I) = 0 (2.11)

where I is the identity matrix and λ represents the eigenvalues. In MATLAB, this is achieved by

invoking the eig(A) function. Eigenvalues are crucial for assessing the stability and dynamics

of the system. The eigenvalues are complex numbers where the real part indicates the rate of

exponential decay or growth, and the imaginary part (if present) indicates oscillatory behavior

with a frequency proportional to the magnitude of the imaginary part. From a stability perspective,

if all eigenvalues are in the left half of the complex plane, the system is considered stable. If any

eigenvalues lie in the right half of the plane, the system is unstable. Eigenvalues on the imaginary

axis indicate marginal stability. Another tool used to analyze the stability of the system is the Bode

Initialization 

+

Linearization

Eigenvalues

eig(A)Stability

Analysis

Bode 

Diagrams

Non-linear 

Model 

Linear Model

(“linmod”)

Figure 2.10 Summary of non-linear analytical model building and stability analysis using
MATLAB.

diagram. A Bode diagram, or Bode plot, is a graphical representation of a linear, time-invariant

system’s frequency response. It consists of two plots: the magnitude plot (in dB scale) and the

phase plot. Stability can be analyzed by evaluating the gain margins and phase margins. Figure

2.10 provides the summary of the non-linear analytical model building.
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2.2.4 Hardware-in-Loop Simulations

Hardware-in-loop (HIL) simulations are powerful power system technique that combines real

hardware components into a simulation loop to simulate real-time interactions between the hard-

ware and a virtual model. Some common types of HIL simulations are Power HIL (P-HIL),

component-HIL (C-HIL), etc. In this dissertation, P-HIL simulations are adopted to study the

real-time behavior of power electronics converters integrated into power grids.

A laboratory-scale P-HIL is established. It comprises of a real-time simulator (OP5607), power

converters (Imperix Modules), a grid emulator (Chroma 61845), sensors and other passive el-

ements. A sample example of an established P-HIL testbed is presented in Figure 2.11. The

hardware components are explained as follows.

1. DC Power Supply: The DC voltage is provided to the VSC system with the help of BK

Precision DC regulated power supply, model 1666. The maximum allowable voltage from

the device is 40 V, and the current is 5 A.

2. Power Grid: The power grid source is emulated by Chroma Regenerative Grid Simulator

61845. The rated 3-phase power of the simulator is 45kVA, with a rated output voltage

as 300 V( L-N). The Chroma simulator is controlled remotely with the help of LabVIEW

installed on a host computer. The host computer and the simulator communicate with each

other with the help of a GPIB (General Purpose Interface Bus) cable.

3. VSC system: To arrange a three-phase VSC system, Imperix’s power module PEB 8024 is

used. PEB 8024 is a half-bridge power module featuring two Silicon Carbide (SiC) MOS-

FETs switches. Three individual PEB 8024 modules are connected to make one three-phase

VSC. The power module consists of onboard with DC voltage sensor and current sensors and

necessary over-voltage and current protections. The MOSFETs receive the gating pulses via

an optic fiber connection.
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4. Analog Sensor Units: The onboard current sensors embedded on the imperix power modules

measure the three-phase current flowing in the filter inductors. The voltage at the PCC bus

and the current flowing in the load are measured by Opal RT’s OP8662, a high voltage and

current measurement unit.

5. Real-Time Controller: Opal RT’s OP5607 acts as a real-time controller. The OP5607 ac-

quires all the measured analog signals from different sensor units. The control algorithm is

implemented and executed in OP5607 with the help of RT-Lab. The controller outputs the

required PWM signals using digital out channels.

6. Power Interface: Opal RT’s power interface allows to control of the imperix power modules

with OP5607. The PWM signals generated by OP5607 are fed to the power interface and

are relayed to the imperix’s power modules with the help of optic fiber cables.

Figure 2.11 Laboratory scale P-HIL testbed to study IBR connected to grid.
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Chapter 3: Performance of IBRs in Weak Grid Connection and Stability Enhancement

In this chapter2, the analysis focuses on multiple Inverter-Based Resources (IBRs) connected to

a weak grid interconnection. The discussion encompasses the dynamic performance of IBRs within

this weak grid context, explores the critical factors influencing their performance, and proposes

a stability enhancement technique designed to mitigate oscillations and enhance overall system

performance.

3.1 Introduction

High penetrations of IBRs have been reported in South Australia, Hawaii, Texas, Colorado,

Denmark, etc. [30] As a consequence, weak grid oscillation events appeared in real-world opera-

tion [31]. In Texas, an ERCOT wind power plant experienced 4-Hz oscillations due to weak grid

conditions after a line tripping event [32]. Solar photovoltaic (PV) plants in Hydro One experi-

enced undamped 20 Hz oscillations [33]. Australian Energy Market Operator (AEMO) witnessed

7-Hz oscillations due to a lack of system strength in the west Murray region [34]. These oscillations

were identified to be associated with multiple solar farms. More examples of real-world weak grid

oscillation events are well documented in the recently published IEEE PES IBR subsynchronous

oscillations task force papers [35, 36].

3.1.1 Literature Review

Over the years, weak grid stability enhancement methods for grid-following voltage-sourced

converter (VSC)-based IBRs have been discussed and reported. These methods can be classified

2The majority of this chapter has been published in IEEE Transactions on Energy Conversion [20]. Permissions
are included in Appendix A.
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into three categories: those dealing with phase-locked loops (PLLs), those dealing with inner

current controls, and those dealing with outer controls.

It has been known that PLL introduces negative resistance in the low-frequency region in the dq

frame [37]. Thus, redesign PLL or tuning PLL parameters have been an active research. In [37], the

authors suggest reducing the bandwidth of the PLL to reduce the effect of the negative resistance.

Most recently, in [38], the authors propose a double-PLL-based scheme to extend the stability

region of the VSC system while operating in very weak grid conditions with the short circuit ratio

(SCR) at 1. The new design leads to the VSC exporting 0.9 p.u. real power when the point of

common coupling (PCC) voltage is kept at 1 p.u. A very different synchronization approach with

the d-axis current as the input to generate angle has been proposed in [39] and shown to boost the

stability margin close to the steady-state limit. While operating at SCR of 1 with the proposed

control, the VSC-HVDC is able to transfer maximum power of 1.0 p.u. with the terminal voltage

at 1.0 p.u.

Recent research indicates that the proportional gain of the inner current control influences weak

grid stability [40, 41]. [40] shows that the gain has difficulty to balance the PCC voltage response

and the damping capability during weak grid conditions. Thus, the authors resolved with the

restructuring of the proportional integral (PI) controller as an integral proportional (IP) controller.

The redesigned current control leads to a higher stability margin for the VSC. When operating at

SCR of 1, it can inject up to 1 p.u. power with the PCC voltage at 1 p.u. With the effect of the

voltage feedforward unit’s low-pass filter considered, the proportional gain is shown to aggravate

the instability impact of PLL and make weak grid stability worse [41]. The authors indicate that

co-design of the current controller and the voltage feedforward controller is necessary.

Research in the third category usually treats the inverter with PLL and current control as an

ideal current source, while the main weak grid stability issue is caused by the outer control. For

example, in [42], the authors show that a VSC without outer control can operate up to the theoretic

limit, while stability issue appears if the outer control is enabled. An advanced vector control is

then proposed by adding four decoupling gains between the power and the voltage control loops.
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While operating at SCR = 1, the proposed control can deliver a maximum of 0.89 p.u. real power.

In [43], the authors propose to modify the power PI controller to compensate the phase lag in-

troduced by the PLL and provide damping to low-frequency oscillations at weak grid conditions.

With the suggested modification, the single grid-connected VSC was able to inject 1.0 p.u. real

power when SCR is 1.1. In [44], strong coupling between real power and voltage is identified as

the main cause of instability. Hence, a power-voltage decoupling scheme is designed and imple-

mented to modulate the real power order by use of voltage deviation feedback. The single IBR can

deliver 0.91 p.u. when Xg = 1.1 or SCR is 0.91.

3.1.2 Goals and Contributions

It can be seen that several designs, e.g., [39,44], can enhance individual IBR’s stability margin

close to the steady-state limit. Alternatively, parameter tuning for fixed control structures can be

another option for stability enhancement. However, in some scenarios, this option may not be

feasible. Take the example of the Texas 4-Hz oscillations [45], oscillations appeared upon tripping

of a transmission line which led to the grid strength dropped to short circuit ratio of 2. Reducing the

gain in plant-level voltage control can resolve the issue of oscillation, but this tuning slows down

voltage recovery. When the grid strength is high, this set of parameters is not desired. Hence,

parameter tuning has to be within the design consideration. In some cases, parameter tuning is not

enough for stability enhancement.

The objective of this work is to enhance stability further. The following investigation was

conducted: With every IBR well-designed and tuned, is there additional room for stability im-

provement in a multi-IBR system through IBR coordination?

Preliminary research was carried out to determine whether IBRs operating identically in power

and voltage control modes offer the best stability in a two-IBR system. The findings indicate that

this is not necessarily the case. In fact, with one IBR in voltage control mode and another in

reactive power control mode, the entire system can achieve better stability.
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Thus, there is room for additional improvement through coordination. In this research, an

effective coordination scheme will be designed, implemented, and tested. With the coordination

scheme, our tests show that the total power from the two IBRs can achieve 1.06 p.u. for a very

weak grid interconnection when the SCR is 1 p.u. Since there is 0.1 p.u. resistance in the grid

impedance, the steady-state limit of operation (with voltage kept at 1 p.u.) is about 1.1 p.u. It is

found that the coordination scheme can effectively push IBRs to operate close to the steady-state

limit.

3.2 Testbeds

The schematics of the system under study are presented in Figure 3.1. The system consists

of two three-phase DC-AC inverters connected in parallel at the PCC bus, which is further is

connected to the power grid via a transmission line represented by Rg and Xg. A choke filter is

connected between the terminals of the inverter. The choke filter is represented by R f , X f and C f .

A constant DC voltage source supplies each inverter. The AC grid is modeled as a constant voltage

source (“infinite bus”).

IBR-1

v1t

vg

vPCC

Bc

IBR-2

i2

i1

v2t

mabc1 Control
i1
vPCC

mabc2 Control
i2
vPCC

VDC

VDC

Rf   Xf

Bc

Rf   Xf

Rg   Xg

Figure 3.1 Circuit topology of the two-IBR test bed.
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Furthermore, i1, and i2 are the converters current for IBR-1 and IBR-2 respectively and vPCC

is the PCC bus voltage. Both the IBRs are grid-following inverters. In this work, three different

testbeds are considered for the study. The main difference between the two systems is the control

structure. The subscripts “1” and “2” represent IBR-1 and IBR-2 respectively.

1. Testbed-1 : In the first testbed (referred to as Testbed 1), the two IBRs have identical controls.

The inner current control is implemented in the PLL-based dq frame, and the outer control

regulates real power P and the PCC bus voltage VPCC. The real power control generates idref

for the d-axis current control and the voltage control generates iqref for the q-axis current

control. A synchronous reference frame-PLL is used to synchronize the PCC voltage to the

grid. The output angle (θ ) from the PLL is used for frame conversion. The real power P1

and the reactive power Q1 are given by:

P1 = vd i1d + vq i1q

Q1 = vq i1d − vd i1q

(3.1)

Here, vd and vq are the dq components of vPCC. Similarly, P2 and Q2 are defined. The

magnitude of the PCC bus voltage is obtained as:

VPCC =
√

v2
d + v2

q (3.2)

Additionally, a feed-forward filter (VFF) has been added to the feed-forward signal vq in the

inner current control to enhance the system stability. The feed-forward filter is a low pass

filter and the transfer function is 1
Tv f s+1 , where Tv f is the cutoff frequency.

2. Testbed 2: For Testbed 2, IBR-1 and IBR-2 have different control structures for the outer

control. The inner current controls are the same. For IBR-1, the d-axis outer control is

the real power control, whereas in the q-axis control, the outer control is reactive power

control. The reactive power order is generated from the plant-level voltage controller. For the
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Figure 3.2 Control block diagram for testbed 0, testbed 1, and testbed 2.
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plant-level control, the voltage reference order (VPCC,ref) is compared with the measurement

VPCC and passed through an integral controller ( kiPlant
s ) to generate the reactive power order

(Q1,ref). Additionally, a delay (e−Td s) is considered for the plant-level control and inverter-

level control communication. IBR-2 shares the same d-axis outer loop control structure as

IBR-1 but does not have q-axis outer loop control and i2,qref∗ = 0.

3. Testbed 0: In Testbed-0, IBR-1 and IBR-2 have different outer loop controls, but the inner

current control is the same. For IBR-1, the outer loop is real power P and PCC bus voltage

VPCC control, whereas IBR-2 has an outer loop in real power P and reactive power Q control.

An SRF-PLL is implemented that synchronizes the converters to the grid. The rest of the

control structure is similar to Testbed 1. The detailed controller structures of Testbed 0,

Testbed 1, and Testbed 2 are presented in Figure 3.2. The parameters for Testbed 0, Testbed

1, and Testbed 2 are presented in Table. 3.1 and 3.2 . The controller gains are based on the

per-unit system.

Table 3.1 Parameters of IBR power plant and control parameters for testbed 1.

Description Parameter Value
Power Base Sb 100 MVA
Voltage Base Vb 575 V
Nominal Frequency f0 60 Hz
Grid Voltage Vg 575 V
DC Voltage VDC 1100 V

X f 0.15 pu
Choke Filter R f 0.003 pu

Bc 0.1 pu
Transmission Line Inductance Xg 1 pu
Transmission Line Resistor Rg 0.1Xg pu

Control Parameters for Testbed 1 and Testbed 0
Inner Loop Control kip, kii 0.3, 5
Outer Loop Control, P control kPp, kPi 0.4, 40
Outer Loop Control, VPCC or Q kV p, kVi 0.4, 40
Feed-forward filter Tv f 0.002

30



Table 3.2 Control parameters for testbed 2 and GFM IBR.

Description Parameter Value
Control Parameters for Testbed 2

Inner Loop Control kip, kii 0.3, 5
Outer Loop Control, P control kPp, kPi 0.4, 40
Outer Loop Control, VPCC control kV p, kVi 0.4, 40
Feed-forward filter Tv f 0.001
Plant Level Control kiPlant 10
Plant Level delay Td 5 ms
PLL kPLLp, kPLLi 60, 1400

Control Parameters Grid Forming IBR
Inner Loop Control kip, kii 0.3, 5
Outer Loop Control, kV p, kVi 2, 10
P f droop np 0.2

3.3 Performance of IBRs in Weak Grid

The three testbeds discussed in Section II are modeled and simulated using MATLAB/Sim-

scape Electrical. Electromagnetic Transient (EMT) simulations are conducted with the Short Cir-

cuit Ratio (SCR) set at 1.0 p.u., and the system is subjected to changes in real power orders. The

results of these simulations are illustrated in Figure 3.3.

Upon exposure to changes in real power orders, the system experiences weak grid oscillations.

Testbed 0 exhibits marginal stability at a real power order of 0.94 pu, with an oscillation frequency

of 6 Hz. Testbed 1 demonstrates an oscillation frequency of 6.5 Hz at a power order of 0.974 pu,

while Testbed 2 shows oscillations at 3.2 Hz when the power order is adjusted to 0.85 pu. These

findings suggest that the stability of IBRs can significantly decline under certain operational condi-

tions. The varied oscillation frequencies across the testbeds highlight the sensitivity of IBR systems

to changes in power order within weak grid environments. Importantly, these results underscore

the necessity for robust control strategies that can effectively manage and mitigate these oscilla-

tions, ensuring system stability and reliability. This simulation study clearly demonstrates that an

IBR, regardless of its control structure, will experience weak grid oscillations when connected to

a weak grid.
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Figure 3.3 Time domain response of P, Q, VPCC, fPLL and ∆θ . The figure presents the system’s
response under weak grid conditions, when subject to real power order increase. (a) Testbed 0:
6.0 Hz weak grid oscillations. (b) Testbed 1: 6.5 Hz weak grid oscillations. (c) Testbed 2: 3.2 Hz
oscillations.
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3.4 Weak Grid Instability: The Critical Reason

In this section, the critical reason for weak grid oscillations is explained using a two-IBR

system presented in Figure 3.4, with each IBR represented as a controllable current source.

Vg 

jXg

VPCC  

(i1d + ji1q)e jδ 

P1, Q1

P2, Q2

(i2d + ji2q)e jδ 

Figure 3.4 Simple representation of a two-IBR system.

The transmission line’s resistance and electromagnetic dynamics are neglected. Hence, jXg

is used to represent the transmission line. The two IBRs adopt vector control [2], [46] in the dq

frame, where the d axis of the frame is aligned with PCC bus voltage’s space vector. This simplified

model is adapted from the senior authors’ prior work [14]. In [14], the author has developed three

linearized models of grid-connected IBR. The conclusion is that the PCC bus voltage phasor is

related not only to the dq axis currents but also to the PLL angle (δ ). Hence, for a two-IBR

system, from the circuit analysis, the following relationship is obtained:

VPCCe jδPCC = jXg(i1d + ji1q + i2d + ji2q)e jδ +Vg (3.3)
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Here, δPCC is the PCC bus angle, δ is the angle from the PLL. Linearizing RHS and LHS (5.6) we

get:

LHS = e jδPCC∆VPCC + jVPCCe jδPCC∆δPCC

RHS = Xge jδ [ j(∆i1d +∆i2d)−∆i1q −∆i2q −∆δ (i1d + i2d + ji1q + ji2q)]

(3.4)

Assuming δPCC ≈ δ , and comparing real and imaginary parts of RHS and LHS, we get:

∆VPCC =−Xg(i1d + i2d)∆δ −Xg(∆i1q +∆i2q)

∆δPCC =
Xg

VPCC
(∆i1d +∆i2d)−Xg(i1q + i2q)∆δ

(3.5)

In (3.5), assuming i1q = i2q = 0, and GPLL(s) is the transfer function from ∆δPCC to ∆δ , and re-

arranging (3.5) we arrive at:

∆VPCC =−Xg(i1d + i2d)
Xg

VPCC︸ ︷︷ ︸
c

GPLL(s)(∆i1d +∆i2d)−Xg(∆i1q +∆i2q) (3.6)

From equation (3.6), we can conclude that for a two IBR system, ∆VPCC has contributions from

∆i1d , ∆i2d , ∆i1q, and ∆i2q, including the PLL dynamics. In this work, PLL is designed to have a

bandwidth of 13 Hz, as per the parameters of the PI gains as 60 and 1400. The bode diagram is

presented in Figure 3.5.
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Figure 3.5 Bode diagram of 13 Hz PLL.
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For our study, the concerned frequency range is from 0 ≈ 10 Hz. Hence, we can safely assume

in this frequency range, PLL does not interfere with the dynamics of the system, i.e., GPLL(s)

=1. A linear relationship is also found for the real power and the reactive power for both IBRs.

Similarly, expressions for ∆P2 and ∆Q2 are obtained. With the help of (3.6) and (3.7), a linear

block system of the two-IBR system is constructed as shown in Figure 3.6.

∆P1 = i1d0∆VPCC +VPCC∆i1d

∆Q1 =−i1q0∆VPCC −VPCC∆i1q

(3.7)

-
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Figure 3.6 Block diagram with the stability enhancement strategy for a two-IBR system.

The block diagram clearly shows the coupling between the real power control and the PCC

voltage. At weak grid conditions, Xg is large. For high power transfer, δ is also large. Thus, a

weak grid and high power transfer may lead to a large value of c. According to (3.6) and the block

diagram, an increase in the power order will result in the increase in ∆id and in turn the reduction

of ∆VPCC.
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This may cause ∆P to reduce. Hence, if the effect of ∆id is overwhelming, ∆P may not follow

the power order, introducing an instability mechanism. More details on the instability mechanism

can be found in [47] and [48]. Furthermore, this analysis is in coherence with the NERC reliability

guidelines regarding the classical small signal voltage instability of an IBR system operating under

weak grid conditions [49].

3.5 Importance of Coordinated Control

As mentioned earlier, from the preliminary research, we found that with one IBR in voltage

control mode and another in reactive power control mode, the entire system can achieve better

stability. To back up the claim, we performed EMT simulations. Testbed 0 has one IBR in PVPCC

control mode and IBR 2 in PQ control mode, while Testbed 1 has both IBR working under PVPCC

control mode. The control structure is presented in Figure 3.2. The results are presented in Figure

3.7. Under similar weak grid conditions (SCR ≈ =1), Testbed 0 shows better stability, while

Testbed 1 goes to an unstable condition. Hence, with reactive power support, the system in the

multi-IBR network performs better. The concept involves modulating one or more IBRs to inject

reactive power, thereby boosting system performance and optimally pushing IBRs toward steady-

state limits. The underlying principle of coordination draws inspiration from practical insights, as

elaborated below.

3.5.1 Philosophy of Coordination

The key philosophy of coordination of IBR is developed after examining AEMO’s success

in identifying the source of 7-Hz oscillations in West Murray [50, 51]. Five solar farms were

pinpointed as the negative influencers. The critical technology in identifying the five troublemakers

is essentially observing the phase shift between voltage (V ) and reactive power (Q) output from

each IBR under 7-Hz perturbation. If V and Q are in phase, this IBR contributes to the oscillation

mode. On the other hand, if V and Q are out of phase, this IBR is mitigating the oscillation (other

IBRs cause the oscillation).
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From the physics point of view, in the low-frequency range (ignoring very fast transmission

line electromagnetic dynamics), it is well known that injecting reactive power into a grid can cause

an increase in voltage. The mathematical relationship is as follows.

∆V ≈ Xg∆Q (3.8)

where Xg is the grid reactance. Note that the above simplified relationship has ignored the effect

of real power and/or real current id’s effect on voltage. A relationship between ∆V and dq current

has been presented in (7).

This relationship is based on the well-known relationship between the reactive power injection

and voltage. Reference [52] has used the same insight to explaining the wind turbine var oscilla-

tions. Also in [53], a similar expression has been used to explain oscillations in parallel a solar PV

and a battery energy storage system.
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Figure 3.7 Time domain results for total real power Ptotal at the PCC bus from IBR 1 and IBR 2
and the PCC bus voltage. Testbed 0 and testbed 1 are under very weak grid conditions (Xg =1 pu).
The Q controller PI gains for IBR-2 in Testbed 0 are (2,25), whereas, in Testbed 1, VPCC
controller PI gains for IBR-2 is (0.2,25).
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If there are two IBRs connected to the point of interconnection, the voltage will have contribu-

tions from the reactive power injection from both IBRs. The equation can be modified as:

∆V ≈ Xg∆Q1︸ ︷︷ ︸
∆V1

+Xg∆Q2︸ ︷︷ ︸
∆V2

(3.9)

It is possible that ∆V1 and ∆V are in phase while ∆V2 and ∆V are out of phase, which implies

that IBR1 contributes to oscillations and is the negative influencer while IBR 2 mitigates oscilla-

tions and is the positive influencer. Therefore, we have one more means to push the limit besides

carefully designing/improving individual IBR controls. We can coordinate IBR controls to make

further improvements.

Our philosophy is to have one or more IBRs provide damping through counter reactive power.

To achieve this goal, an IBR has to be designed to have its q-axis current order modulated by the

positive feedback of voltage deviation. For the two-IBR system, IBR2’s q-axis current order will

be modulated.

∆iq2 ≈ ∆i∗q2 = k∆V,=⇒ ∆Q2 ≈−V ∆iq2 ∝ −∆V (3.10)

Based on (3.10), ∆Q2 =−V ∆iq2− i2q0∆V . Assuming that the initial q-axis current is 0 or IBR2

is not providing nor absorbing significant reactive power, ∆Q2 ≈−V ∆iq2. Hence, when the q-axis

current order is modulated to be proportional to ∆V , the resulting reactive power modulation ∆Q2

counters ∆V and can mitigate voltage oscillations.

3.5.2 Control Implementation

The control strategy includes modulating one group of IBR’s q-axis current order according to

the voltage deviation. This is achieved by the feedback of PCC voltage signal VPCC after passing

through a high-pass filter (HPF) with a transfer function τs
τs+1 . Here, 1/τ is the cutoff frequency of
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the HPF filter. An additional gain K is added to provide flexibility. The control is implemented in

the multi-IBR system linear block diagram as shown in Figure 3.6.

The transfer function from u to ∆VPCC is given by:

G(s) =
1

1+XgHPF
=

1
1+Xg K τs

1+τs
=

1+ τs
1+ sτ(XgK +1) (3.11)

From (3.11), we can conclude the transfer function imitates a low-pass filter (LPF). The Bode

diagrams of the transfer function for Xg = 1.0, τ = 0.1 s and for different parameters of K are

presented in Figure 3.8. From Figure 3.8, it is observed that the cutoff frequency for K = 1, is

around 1.1 Hz.

Figure 3.8 Bode diagram of the transfer function G(s) which imitates the behavior of a LPF.

Conclision is that the gain of the transfer function G(s) is unity without the HPF controller.

With the feedback controller, the gain of the transfer function is reduced in the region of several
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Hz. Hence, the coupling between the dq-axis current and the ∆VPCC is also decreased. Thus, the

HPF controller is beneficial for weak grid voltage stability.

3.5.3 Linear Model-Based Analysis

The block diagram presented in Figure 3.6 is built in MATLAB/Simulink. The following oper-

ating condition is assumed: P1,ref = P2,ref = 0.5 p.u. , and VPCC is maintained at 1 p.u. A small step

change of 1% is applied in ∆P1,ref. The simulation results in Figure 3.9 show that the system under-

goes poorly damped oscillations of about 7 Hz. When the HPF control is enabled, the oscillations

are damped out. The selected parameters for the stability controller are τ = 0.1 s and K = 5.
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Figure 3.9 Time domain results to demonstrate the effects of stability controller in mitigation of
weak grid oscillations. When the controller is disabled 7 Hz oscillations are observed when a step
change is introduced ∆P1,ref of 0.01 pu at t = 1 s. The HPF controller is enabled at t = 2.1 s and
the oscillations are mitigated.

Further investigation is conducted in the frequency domain by analyzing the open-loop transfer

function. The open-loop system is obtained by breaking at the point marked a red cross in Figure

3.6. The transfer function obtained is from u to u. The Bode diagram is presented in Figure 3.10. It

is observed that without the HPF controller, the phase shifting occurs at 7 Hz and the gain margin
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at this point is 0 dB, which implies a marginally stable system. After the addition of the HPF

controller (red curve), the system is stable at the 7 Hz frequency point with a positive gain margin.

This observation is in coherence with the time-domain results presented in Figure 3.9. It can be

seen that the HPF controller makes G(s) (from u to ∆VPCC) act as a LPF and effectively reduce the

open-loop gain in the several Hz region. In turn, it enhances stability.

3.6 EMT Simulations with HPF Controller

The HPF-based voltage feedback is introduced in IBR2 for both testbeds to modulate its q-axis

current order, as shown in Figure 3.11. Two tests are conducted for each testbed.
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Hz.
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Figure 3.11 IBR-2 with the voltage feedback control. (a) Testbed 0 (b) Testbed 1 (c) Testbed 2.
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3.6.1 Small Disturbance Test: Power Order Increase

For the first test, the power order of the two IBRs is increased in steps. For Testbed 1, when the

power orders of IBR-1 and IBR-2 are 0.474 p.u. and 0.5 p.u. (i.e., total power output is 0.974 p.u.)

respectively, the system experiences low-frequency oscillations. The frequency of the oscillations

is 6.5 Hz. A similar power order increase is implemented in Testbed 2. When P1,ref = 0.55 p.u.

and P2,ref = 0.3 p.u., the system undergoes 3.2-Hz oscillations.

3.6.1.1 Selection of HPF Parameters

The HPF feedback control is implemented in IBR-2. The parameters for the feedback control

are the HPF’s time constant τ and the gain K. The selected values for Testbed 0, Testbed 1, and

Testbed 2 are listed in Table. 5.1. For Testbed 1, the oscillation frequency is 6.5 Hz, hence the time

constant at 0.1 s and the gain at 5 can provide a sufficient gain reduction in the frequency region.

On the other hand, Testbed 2 has an oscillation frequency of 3.2 Hz. Though the same control can

provide gain reduction at 3.2 Hz, it also introduces a phase lag of more than 20◦. To have a smaller

phase lag, the time constant 0.2 s and the gain 1 are used for Testbed 2.

Table 3.3 Feedback control parameters selected for testbed 1 and testbed 2.

τ K power transfer increase
Testbed 1 0.1 5 9%
Testbed 2 0.2 1 14%

Enabling the feedback control in IBR-2 mitigates the 6.5-Hz oscillations in Testbed 1, and

3.2-Hz oscillations in Testbed 2. The dynamic responses of the real power P, reactive power Q,

PCC bus voltage VPCC, and the output from the PLL (frequency, and the angle ∆θ ) for IBRs are

presented in Figure 3.12. It can be clearly seen that the HPF control mitigates the weak grid

oscillations in all the cases.
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Figure 3.12 Time domain response of P, Q, VPCC, fPLL and ∆θ . The figure presents the system’s
response with and without the introduction of HPF stability controller when subject to real power
order increase. (a) Testbed 0: The HPF voltage control is enabled at t = 12 s. The controller
mitigates the 6.0 Hz weak grid oscillations. (b) Testbed 1: The HPF voltage control is enabled at
t = 9.5 s. The controller mitigates the 6.5 Hz weak grid oscillations. (c) Testbed 2: The HPF
voltage control is enabled at t = 75 s. The controller mitigates 3.2 Hz oscillations.
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For Testbed 1, with the added controller, the power exporting capability of the two IBRs in-

creases from 0.974 p.u. to 1.064 pu, a 9% increase. While for Testbed 2, the power transfer

capability increases from 0.85 p.u. to 0.97 p.u. i.e., 14% increase. For Testbed 1, the power trans-

fer is close to the steady-state limit (1.1 p.u.) associated with Xg = 1 p.u. The simulation results for

the three testbeds working at the marginal stable conditions are presented in Figure 3.13.

The remarks that can be made include:

1. The HPF controller is able to mitigate weak grid oscillations (6.5 Hz and 3.2 Hz) for different

scenarios. This capability shows the robustness of the control.

2. The HPF control helps increase the stability margin of multi-IBR systems.

3. The HPF control does not change steady-state operating conditions.

3.6.2 Large Disturbance Test: Line Tripping

Furthermore, large disturbance tests are conducted to emulate a transmission line tripping

event. For both testbeds, Xg changes from 0.5 (SCR ≈ 2) to Xg = 1.0 (SCR ≈ 1). Without the

feedback control strategy, the system loses its synchronism and becomes unstable. With feedback

control, the system remains stable and sustains the large disturbance. The results for the line trip-

ping event are presented in Figure 3.14. For Testbed 1, at t = 2s, Xg changes from 0.5 p.u. to 1.0

p.u. The total power output from both IBRs is 0.95 pu (P1 = 0.45 pu, and P2 = 0.5 pu). While for

Testbed 2, the line trip event happens at t = 5 s, and the total power output is 0.77 pu (P1 = 0.45

p.u., and P2 = 0.32 p.u.).

3.6.3 Grid Forming Converter

Further investigation is done on the effectiveness of a stability enhancement strategy for a

single grid-forming inverter operating under weak grid conditions [21, 22]. The system topology

and control structure used in the study is depicted in Figure 3.15, with the control structure being
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Figure 3.13 Time-domain responses of real power P, reactive power Q, VPCC, frequency and PLL
angle ∆θ . The results indicate that the power transfer capability increased after the stability
controller’s introduction. (a) Testbed 1 is able to push 1.06 p.u. power where, as (b) Testbed 2 can
push around 0.97 p.u. power.
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Figure 3.14 Line tripping event. P, Q, VPCC, fPLL and ∆θ when Xg changes from 0.5 p.u. to 1 p.u.
(a) Testbed0 (b) Testbed 1 (c) Testbed 2.
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Figure 3.16 Time-domain responses of real power P, reactive power Q, VPCC, frequency and PLL
angle ∆θ . The results indicate that the power transfer capability increased after the stability
controller’s introduction.
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adapted from the works of [23, 54]. Detailed parameters are provided in Table. 3.2. Under weak

grid conditions, when the reference power output, Pref, was set to 0.92, the system exhibited poorly

damped oscillations with a frequency of approximately 4 Hz. We enabled the HPF controller,

which effectively mitigated the oscillations. Consequently, the system could now sustain a power

output of around 1.04 per unit (pu) before encountering instability. The results are presented in

Figure 3.16.

3.7 Hardware Validation

Figure 3.17 Laboratory scale hardware testbed for experimental validation.

To further substantiate the proposed stability feedback control scheme, a laboratory-scale hard-

ware testbed is established. The hardware testbed includes two three-phase converters consisting

of 6 Imperix PEB8024 half-bridge power modules, Chroma Regenerative Grid Simulator 61845

acting as power grid source, Opal RT’s OP5607 real-time simulator for control algorithm imple-

mentation, analog voltage and current sensors, DC power supply and other passive elements. The

detailed structure of the hardware testbed is presented in Figure 3.17. The control algorithm is

implemented using MATLAB-based RT-Lab on the host PC. Similarly, the Chroma Grid emulator

is also controlled remotely using LabVIEW. Both the inverters are in real power and PCC voltage
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Table 3.4 Parameters used for experimental validation.

Description Parameter Value
Power Base Sb 50 VA
Voltage Base Vb 20 V
Nominal Frequency f0 60 Hz
Grid Voltage Vg 20 V
DC Voltage VDC 40 V

X f 0.0707 pu
Choke Filter R f 0.0034 pu

Bc 0.1417 pu
Transmission Line Inductance Xg 0.457 pu
Transmission Line Resistor Rg 0.0950 pu
Inner Loop Control kip, kii 1, 10
Outer Loop Control,P control kPp, kPi 0.25, 25
Outer Loop Control,VPCC kV p, kVi 0.25, 25
Feed-forward filter Tv f 0.002
PLL kPLLp, kPLLi 60, 1400
Switching Frequency fSW 5 kHz

regulation mode. The system strength as observed by the two IBRs at the PCC bus is 2.18 (Xg =

0.457 p.u.). The steady-state power limit corresponding to Xg = 0.457 p.u. and Rg = 0.0950 p.u. is

2.578 p.u. The testbed parameters are tabulated in Table 3.4.

The power order is increased in small steps for IBR-1, while the power order for IBR-2 is kept

at P2,ref = 0.5 p.u. Initially, the stability control is disabled. When the power output from IBR-1

is 1.62 p.u the system undergoes poorly damped 4-Hz oscillations. After the occurrence of the

oscillations, the HPF stability control is enabled at t = 141.5 s, which mitigates the oscillations.

The results are shown in Figure 3.18(a). The parameters selected for the HPF stability control are

K = 2, and τ = 0.1 s.

Furthermore, with the stability control enabled, the system is marginally stable when IBR-1

power output level is 1.83 p.u. while the IBR-2 is still exporting 0.5 p.u., as shown in Figure

3.18(b). The experimental validation demonstrates the efficacy of the proposed stability controller.

With the stability control, the total power output increased from 2.05 p.u. to 2.3 p.u., ≈ a 12%

increase. The steady-state limit is 2.578 p.u.
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Figure 3.18 Hardware experiment results. (a) Time domain responses when the power order is
increased. The results show the performance of the stability controller in mitigating the 4 Hz
oscillations. (b) The results show the stability controller’s performance in terms of increased
power transfer capability of the system. The steady-state power transfer limit for the hardware
testbed is 2.58 p.u.

By employing a suitable coordination scheme, a multi-IBR system has increased stability mar-

gin while operating in very weak grid conditions. With one group of IBR’s q-axis current orders

modulated by a voltage feedback, the effect is similar as reducing the coupling between the VSC’s

real power control and the PCC voltage. This effect helps enhance weak grid voltage stability. The

coordination can be implemented by feedbacking of the PCC bus voltage after passing it through

a high-pass filter. Linear analysis, EMT-based computer simulation, and hardware experiments all

confirm the efficacy of the stability enhancement strategy. In addition, the strategy is simple and

straightforward for implementation and is robust against the host system. Therefore, it leads to

high practical values.
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This research focuses on grid-following (GFL)-based IBRs. While grid-forming (GFM) tech-

nology is promising, GFL converters will continue to have a large market share in the future grid.

In essence, GFM aims for better voltage and frequency support. Given that GFL technology is ma-

ture and has been deployed in power grids for many years, active research has also been carried out

to improve GFL’s performance and achieve GFM type performance, e.g., [55, 56]. In addition, the

proposed coordination strategy is based on a physical law of grid characteristics, regardless GFL

or GFM. Therefore, this strategy is generic and can be certainly applied for GFM-based IBRs.
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Chapter 4: Performance of IBRs in Series Compensated Networks

In this chapter IBRs modeling is done when the system is connected to a series compensated

network. Stability analysis is done for both GFL and GFM IBR technologies.

4.1 Introduction

Series compensation in power grids expands the system’s power flow limit and transient stabil-

ity. While this approach proves economically beneficial, introducing series capacitors brings forth

challenges, notably subsynchronous resonances (SSR). A pivotal case study in 1973 at the Mohave

Generating stations highlighted the connection between the LC resonance mode of transmission

lines, the induction generator effect (IGE) of synchronous generators, and rotor shaft oscillation

modes, resulting in sustained oscillations and shaft failures [57].

There has been a paradigm shift in the evolving landscape of power grids, integrating IBRs

such as type-3 wind turbines, type-4 wind turbines, and solar photovoltaic (PV) systems. How-

ever, the increased penetration of IBR sources has introduced unwanted dynamics, including weak

grid oscillations and series capacitor related oscillations. The task force paper by the IEEE Power

& Energy Society IBR subsynchronous oscillation (SSO) task force [58] provides a survey of

19 real-world SSO events associated with IBRs due to either weak grid interconnection or radial

interconnection with series capacitors. A recently published article [59] reviews operational chal-

lenges in the IBR interfaced grid and also recommends the examination of series compensation

conditions.

Over the years, the root cause of SSO in type-3 wind farms radially connected to series compen-

sated networks has been extensively investigated in literature [18,19,60–63]. For instance, [18,19]

have shown that IGE, instead of torsional interactions is the main contributor to SSO due to the
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negative equivalent rotor resistance of the doubly-fed induction generator in the subsynchronous

frequency region, and converter current control exacerbates the effect. More recently, [63] shows

that phase-locked-loop (PLL) dynamics can worsen SSO stability.

While the interactions of series capacitor and a type-3 wind farm have been thoroughly inves-

tigated in the literature, there exists a few literature investigating potential interactions of series

capacitor with grid-connected converters popularly adopted in type-4 wind farms, solar PV farms,

and battery energy storage systems.

4.1.1 Related Literature

Back in 2012, with type-3 wind farms being vulnerable to interactions with series capacitors,

a paper from Siemens [64] suggests that type-4 wind farms are immune to series capacitor SSOs

based on electromagnetic transient (EMT) simulation results. In the testbed presented in [64], the

interconnected grid is assumed to be very strong. In 2019, potential risks of series capacitor to

type-4 wind farm were reported in [65]. Authors of [65] adopted frequency-domain admittance-

based approach to investigate stability issues in a type-4 wind farm radially connected to a series

compensated network. Non-passivity of the type-4 wind farm’s admittance in the subsynchronous

frequency range is found to contribute to oscillatory instability.

Reference [65] has pointed out instability and attributed instability to inverter admittance being

non-passive. On the other hand, non-passivity alone cannot be used to explain why a series com-

pensated network introduces instability, while a non-compensated network does not. Additionally,

characteristics of such oscillations have not been analyzed. For example, in type-3 wind farms, an

increased compensation level leads to higher oscillation frequency in the phase current and voltage.

How does compensation level influence oscillations in type-4 wind farms?

This question has been answered in [66], which provides more granular-level analysis results.

The authors particularly pointed out that PLLs may interact with series compensation and cause

oscillations. Additionally, the oscillation frequency is associated with the PLL bandwidth, instead

of series compensation level. In another word, the series compensation related LC mode can push
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the PLL mode to instability. In short, [66] has clearly pointed out the potential interactions of

series compensation with the synchronizing unit in a GFL-IBR.

With a paradigm shift in the current power grid, more and more grid-forming IBRs are being

integrated. Grid-forming controls (GFM) are recommended by grid reliability authority to provide

frequency and voltage support [67]. This control is very different from the conventional grid-

following control (GFL). While the GFL control has a PLL acting as the synchronizing unit, the

GFM control has a power-based synchronization scheme. Will series compensation interacts with

GFM-IBRs?

4.1.2 Goals and Contributions

This work aims to fill the gaps and address how series compensation may interact with IBRs

by providing thorough analysis and validations. In the work, the behavior of GFL-IBRs and GFM-

IBRs when they are radially connected to a series compensated network is analyzed. The analysis is

done in two steps. First, the stability issue with the help of EMT simulations is identified. Second,

nonlinear state-space models are developed to perform in-depth analysis. Tools like eigenvalues

and participation factors are used to understand the root cause of the stability issues. Although the

primary focus is identifying stability issues in GFM-based IBRs, we also revisit GFL-IBRs and

provide more detailed explanations. The analysis shows that similar to GFL-IBRs, GFM-IBRs are

also prone to oscillatory behavior due to series compensation.

4.2 System Topology

The topology is presented in Figure 4.1. The system consists of a three-phase DC-AC inverter

connected to the power grid via a parallel combination of transmission lines represented by Rg, Lg,

and Cg, where Cg is the series compensation. A choke filter is connected between the terminals

of the inverter. The choke filter is represented by R f , L f and C f . A constant DC voltage source

supplies the inverters, and the AC grid is modeled as a constant voltage source (infinite bus).

Furthermore, ic is the converter current, vPCC is the PCC bus voltage, and ig is the grid current. In
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this work, two testbeds are considered. Testbed-1 has an IBR system operating in the GFL mode

with a PLL as the synchronizing unit, and testbed-2 has an IBR operating in the GFM mode with

a power-based synchronization unit.

4.2.1 Control Structure

4.2.1.1 GFL

Testbed-1 has the IBR operating in GFL mode. The inner loop is the current control loop in dq

frame, and the outer loop is real power P and PCC bus voltage magnitude |VPCC| control. The real

power control generates idref for the d-axis current control loop and |VPCC| generates iqref for the

q-axis current control loop. A PLL is used to measure the PCC bus angle θPCC and PLL’s output

IBR

ic

vPCC
vgRf     Lf

Cf

Cg

ig

v
mabc

Rg2   Lg2

Rg1   Lg1

vt
B2

B1

Figure 4.1 System topology for a grid-connected IBR power plant.

angle θ is used for synchronization. The dq converter voltage references generated by the inner

control is converted to the abc reference using the PLL’s angle θ . Furthermore, the real power P

and the reactive power Q are given by:

P = vPCCd icd + vPCCq icq

Q = vPCCq icd − vPCCd icq

(4.1)
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Here, vPCCd and vPCCq are the dq components of vPCC. The magnitude of the PCC bus voltage is

obtained as:

|VPCC|=
√

v2
PCCd + v2

PCCq (4.2)
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Figure 4.2 Control structure for GFL IBR.

The control structure for the GFL IBRs is presented in Figure 4.2.

4.2.1.2 GFM

In Testbed-2, the IBR is operating in GFM mode. The control structure is adapted from the

works of [23,26]. The inner loop and the q-axis outer control are similar as those in testbed-1. The

synchronizing angle is generated by the P− f droop and the objective of the d-axis outer control

is to have the PCC bus voltage space vector aligned with and the synchronizing frame. The control

enforces the PCC voltage’s q-axis projection on the synchronizing frame vq to be 0. This vq control

generates idref for the d-axis inner current control. The P− f droop regulates the PCC bus’s real

power and provides the synchronizing angle θ . Here, R is the droop gain defining the per unit
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Table 4.1 Circuit parameters used for testbed-1 and testbed-2.

Description Parameter Value Bandwidth
Power Base Sb 100 MVA
Voltage Base Vb 575 V
Nominal Frequency ω0 2π60 rad/s
Grid Voltage Vg 1 pu

X f 0.15 pu
Choke Filter R f 0.003 pu

Bc 0.25 pu
Line Inductance Xg1,Xg2 vary
Line Resistor Rg1,Rg2 0.1Xg1, 0.1Xg2

Control Parameters for GFL IBR
Inner current kip, kii 0.3, 5 114 Hz
P control kPp, kPi 0.4, 40 5 Hz
VPCC kV p, kVi 0.4, 40 SCR dependent
PLL kpPLL, kiPLL 150, 10000 33 Hz

Resonance point 15 Hz
Control Parameters for GFM IBR

Inner current kip, kii 0.3, 5 114 Hz
vd control kPp, kPi 0.5, 20 SCR dependent
vq control kV p, kVi 0.5, 20 SCR dependent
P- f droop R 0.05

change in frequency for one per unit change in power. The control structure for the GFM IBRs is

presented in Figure 4.3.

Table 4.1 presents the parameters used for testbed-1 and testbed-2. Note that for testbed-1, the

GFL has a PLL with a relatively large integral gain. This leads to a bandwidth of 33 Hz for the

PLL”s angle-tracking closed-loop system. The resonance frequency of this closed-loop system is

15 Hz. The particular set of parameters is chosen to create oscillations at 15 Hz when the GFL-IBR

is radially connected to an RLC circuit, as shown in Figure 4.4.

4.2.2 EMT Simulation Results

EMT simulations are conducted using MATLAB/Simscape Electrical Specialized Power Sys-

tems. The two testbeds are subjected to a line-tripping event at t = 30 s. Two types of line-tripping

events are examined. In case 1 (breaker B2 opens), the RL circuit is tripped leaving the IBR radi-
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ally connected to the RLC circuit. In case 2 (breaker B1 open1), the RLC circuit is tripped leaving

the IBR radially connected to the RL circuit. Furthermore, the RL circuit and the RLC circuit

have the same effective grid reactance. The operating conditions are as follows: Pref = 0.5 pu, and

VPCC,ref = 1 pu. The line parameters for the testbeds are shown in Table 4.2.

Table 4.2 Line parameters for the testbeds in two cases.

RLC circuit RL circuit
testbed-1 Xg1 = 1 pu, XCg = 0.62 pu Xg2 = 0.38 pu
testbed-2 Xg1 = 1 pu, XCg = 0.365 pu Xg2 = 0.635 pu
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Figure 4.3 Control structure for GFM IBR.

The time-domain simulation results are shown in Figure 4.4 for the two specified cases. For

testbed-1 with a GFL-IBR, the initial grid reactance is 0.19 pu. When the line is tripped at t = 30 s,

for case 1 (RLC), the system is connected to a series compensated network (K = 62%) and the total

grid reactance of 0.38 pu. Similarly, for case 2, the grid reactance changes from 0.19 pu to 0.38

pu. On observing results presented in Figure 4.4a, we can see that for similar operating conditions,
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when the GFL-IBR is connected to the RLC network, undamped 15 Hz oscillations appear. When

the GFL-IBR is connected to RL network, the system is stable. Hence, it can be said that the series

compensation introduces unwanted stability issues.

Similarly, the same can be said on observing results presented in Figure 4.4b for testbed-2 of

the GFM-IBR. For case 1, when the system is connected to the series compensated network (RLC,

K = 36.5%), the system undergoes an undamped oscillation of around 6 Hz. However, when

connected to the RL network, a line tripping event (total grid impedance changes from 0.317 pu

to 0.635 pu), the system is stable and the 6-Hz oscillations can be quickly damped out. Hence, the

EMT simulation results demonstrate the interactions of a series compensated line with an IBR in

either GFL or GFM modes.

4.3 Analytical Modeling and Analysis Results

In this section, we examine the influencing factors of the observed 15-Hz and 6-Hz oscillations

in the two testbeds. While EMT simulation results show that series capacitor is the main influencer,

we are not able to obtain further insights regarding how inverter control blocks contribute to the

oscillations. The EMT simulation results of testbed-1 show that reactive power measurements have

more obvious oscillations compared to the real power measurements, implicating q-axis control

and PLL may play a role. On the other hand, to have a clear view of the influencing factors,

eigenvalue-based analysis is necessary. To have linear time invariant (LTI) model through Jacobian

linearization, we will build a nonlinear analytical model representing the IBR radially connected

to an RLC circuit. The model has all its state variables constant at steady state to ensure Jacobian

linearization.

4.3.1 Analytical Model

The analytical model is developed in the dq domain. The system presented in Figure 4.1

is modeled with four main blocks: a synchronization unit (PLL or P- f droop), inner and outer

control, circuit dynamics, and frame conversion, as shown in Figure 4.5. It is noted that, while
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the signals at the circuit level are based on the grid frame (superscript g, rotating at the nominal

frequency of ω0), the signals associated with the control structure are based on the frame or angle

provided by the synchronization unit.

The state variables for both testbeds are described as follows: the grid-frame variables asso-

ciated with circuit dynamics, including the converter current igcdq, the PCC bus voltage vg
PCCdq,

the grid current iggdq, and the series capacitor voltage vg
dq (circuit dynamics), synchronizing-frame

states representing the outer loop PI controllers x1 (d-axis) and x2 (q-axis) and inner current con-

trols x3 and x4. In the GFL-IBR, the PLL incorporates two state variables: ∆ω (associated with PI

controller) and ∆θ . Conversely, in the GFM-IBR, the synchronization unit has one state variable

∆θ . Consequently, the GFL-IBR testbed comprises 14 state variables, while the GFM IBR system

consists of 13 state variables.
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Figure 4.4 Time-domain responses for the real power P, Q, |VPCC|, ∆θ ,and frequency (Hz). Solid
lines: with series compensation. Dashed lines: without series compensation. The line tripping
occurs at t = 30 s. (a) GFL (b) GFM.
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4.3.1.1 Circuit Dynamics

The analytical model of the circuit dynamics is developed in the grid dq frame that rotates at a

speed of ω0. The differential equations for the RLC circuit dynamics are presented as follows:

Here R f , X f , and B f are the per unit values of the RLC components of the choke filter and

L f = X f /ω0, C f = B f /ω0. Similarly Rg1, Xg1 , and Bg are the per-unit values of the transmission

line parameters and Lg1 = Xg1/ω0, Cg = Bg/ω0. This block has vg
td and vg

tq (the dq components of

the converter terminal voltage vt) and the grid voltage vg
gd , vg

gq as input and outputs the converter

current, PCC bus voltage, real and reactive power.



diggd
dt =−Rg1

Lg1
iggd +

1
Lg1

vg
d −

1
Lg1

vg
gd +ω0iggq

diggq
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q
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q

dt = 1
Cg
(iggq)−ω0vg

d

(4.3)

Similarly, the modeling block for the RL circuit is also developed.

4.3.1.2 SRF-PLL

The synchronization unit in testbed-1’s GFL-IBR is PLL. For this work, a second-order PLL is

adopted. The dq frame analytical model of the PLL is adapted from the work presented in [14].

4.3.1.3 Frame Conversion

As previously mentioned, the control system operates in a distinct reference frame (angle θ )

provided by the synchronization unit, which is a PLL for testbed-1 and a P– f droop for testbed-2.

The converter control regulates the dq components of converter current ic and the voltage at the
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PCC bus vPCC in the control frame. Due to the different reference frames adopted for the circuit

model and the control, appropriate frame conversion is essential for accurate modeling.

The relationship between the grid frame and the control frame can be found by relating the

space vector of current or voltage with its grid frame-based and control frame-based vectors. For

example, the PCC bus voltage’s space vector v⃗PCC can be related to the grid-frame variables and

the control-frame variables as follows:

v⃗PCC = (vPCCd + j vPCCq)e jθ = (vg
PCCd + j vg

PCCq) e jω0t

=⇒(vPCCd + j vPCCq)e∆θ = vg
PCCd + j vg

PCCq,

(4.4)

where ∆θ = θ −ω0t. From (4.4), it can be seen that signals in the grid frame can be transformed

to the synchronization frame and vice-versa. The complete analytical model is presented in Figure

4.5.

4.3.2 Eigenvalue and Participation Factor Analysis

This subsection presents linear system analysis results based on the developed analytical mod-

els. We examine the impact of compensation levels (case study 1) and the effects of grid impedance

under non-compensated condition (case study 2) for both testbeds. Table 4.3 documents the four

types of scenarios.

Table 4.3 Case studies examined for eigenvalue analysis.

case study 1 case study 2
GFL with the RLC circuit only with the RL circuit only
GFM with the RLC circuit only with the RL circuit only
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4.3.2.1 Case Study 1: Effect of Series Compensation Level

The eigenvalue loci with varying levels of series compensation (K) are presented in Figure 4.6.

Here, the compensation level varies with a step size of 1%. The eigenvalue loci analysis reveals

two modes affected by changes in the compensation level. Mode 1 is situated around the 60 Hz

frequency, while Mode 2 is found at 15 Hz for the GFL-IBR and 6 Hz for the GFM-IBR. Mode 1

consistently remains in the Left-Hand Plane (LHP), indicating stability. In contrast, Mode 2 shifts

to the Right-Hand Plane (RHP) as the compensation level increases, signifying instability. For

the GFL-IBR, the system loses stability when the level of series compensation is more than 66%,

whereas in the case of GFM-IBR, the limit is 40%.
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Figure 4.5 The dq frame analytical model for GFL and GFM IBR.

These findings are consistent with the EMT simulation results. When an IBR is directly con-

nected to a series-compensated line, it exhibits undamped oscillations. Specifically, the GFL-IBR

oscillates at 15 Hz, while the GFM-IBR oscillates at 6 Hz.

Participation factors (PFs) are numerical measures that indicate the degree to which individual

state variables contribute to a specific mode of the system. For Case Study 1, PFs are computed for
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two modes, Mode 1 and Mode 2, at K = 66% for the GFL-IBR and K = 40% for the GFM-IBR.

The PFs are listed in Table 4.4, and Table 4.5.

Table 4.4 Participation factors of testbed-1 (GFL-IBR) at K = 66%.

State Variables
Mode 1
60 Hz

Mode 2
15 Hz

Circuit Dynamics

igcd 0.0837 0.0049
igcq 0.0102 0.0488
iggd 0.04 0.0018
iggq 0.1979 0.2676

PCC volt vg
PCCd f0.2438 0.0062

PCC volt vg
PCCq 0.0199 0.0128

series cap vg
d 0.2082 0.1967

series cap vg
q 0.4634 0.0133

PLL
∆θ 0.0191 0.5512
∆ω 0.003 0.3217

Outer Loop
x1 0.0131 0.0072
x2 0.018 0.028

Inner Loop
x3 0.0041 0.0148
x4 0.0007 0.0597

Table 4.5 Participation factors of testbed-2 (GFM-IBR) at K = 40%.

State Variables
Mode 1
60 Hz

Mode 2
6 Hz

Circuit Dynamics

igcd 0.0257 0.025
igcq 0.0023 0.006
iggd 0.0526 0.0117
iggq 0.0443 0.1056

PCC volt vg
PCCd 0.1338 0.0101

PCC volt vg
PCCq 0.0033 0.0012

Series cap vg
d 0.3002 0.044

Series cap vg
q 0.4465 0.0026

Droop ∆θ 0.0037 0.4466

Outer Loop
x1 0.008 0.405
x2 0.008 0.171

Inner Loop
x3 0.0021 0.0109
x4 0.0017 0.1378
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The computed PFs reveal that Mode 1 is closely associated with the series capacitor. Con-

versely, for Mode 2, the primary contribution stems from state variables linked to the synchroniza-

tion unit. Specifically, in the GFL-IBR, the PLL plays a significant role, while in the GFM-IBR, the

synchronizing units including the P− f droop-based angle generation and the d-axis outer control

to align the PCC bus voltage to the synchronizing frame, influences Mode 2 dynamics.

4.3.2.2 Case Study 2: Grid Reactance Change

60 Hz Mode

15 Hz Mode

With 

Compensation

GFL

(a)

60 Hz Mode

6 Hz Mode

With 

Compensation

GFM

60 Hz Mode

6 Hz Mode

With 

Compensation

GFM

(b)

Figure 4.6 The eigenvalue loci with increasing series compensation levels with a step size of 1%.
(a) GFL (b) GFM.

In Case Study 2, we analyze an IBR power plant connected to the grid through the RL circuit.

The eigenvalue loci, which vary with grid reactance Xg2, are illustrated in Figure 4.7. One notable

distinction in our findings is the absence of Mode 1, previously identified in an RLC circuit, in

both testbed-1 and testbed-2 configurations. In testbed-1, the mode at 20 Hz shifts towards right,

when the grid strength reduces. The system is stable even for a grid reactance of 1. In testbed 2,

the 6-Hz mode resides in the LHP, suggesting a stable system. The eigenvalue loci plots show that

without series compensation, the systems are stable.
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Additionally, PFs are computed for Mode 2 at Xg2 = 1 pu for the GFL-IBR and GFM-IBR.

The PFs are listed in Table 4.6. In the case of GFL-IBR, Mode 2 is associated with the PLL state

variable and the q-axis grid current. On the other hand, for GFM-IBR, Mode 2 is associated with

the droop control and outer loop vq control.
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Figure 4.7 The eigenvalue loci with increasing grid reactance (uncompensated network) with a
step size of 5%. (a) GFL. (b) GFM.

Essentially, Mode 2 is associated with the synchronization unit in an IBR. Remarks: Compari-

son of the eigenvalue loci for the testbeds with and without series compensation shows that the LC

mode at 60 Hz introduced by the series capacitor pushes the mode in the lower frequency region

associated with the synchronization unit to the RHP, causing instability issues.

The remarks that can be made include:

1. This section’s analytical results show that for an IBR (GFL or GFM) grid-integrated system,

a radial connection with a series capacitor introduces a 60-Hz mode in the dq-frame. This

mode does not exist if the IBR is radially connected to an RL circuit. Eigenvalue loci show

that when the series compensation level increases, the 60-Hz mode is pushed to the LHP

while the mode associated with synchronization is pushed to the RHP.
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Table 4.6 Participation factors of mode 2 in GFM and GFL IBRs at Xg2 = 1 pu in case study 2.

State Variables
GFL

20 Hz
GFM
6 Hz

Circuit Dynamics

igcd 0.0386 0.0259
igcq 0.0659 0.0037
iggd 0.039 0.0079
iggq 0.3462 0.0699

vg
PCCd 0.0897 0.009

vg
PCCq 0.0192 0.0011

PLL/ Droop
∆θ 0.5083 0.5133
∆ω 0.2694 N/A

Outer Loop
x1 0.0819 0.4245
x2 0.1072 0.1259

Inner Loop
x3 0.0029 0.0118
x4 0.0636 0.1123

2. It can be seen that compared to a type-3 wind farm system, where series compensation

introduces super- and a sub-synchronous modes (both associated with the LC resonance)

[18, 68], IBR systems such as solar PVs, type-4 wind farms, and battery energy storage

systems do not have those kinds of modes introduced by series compensation. The reason

speculated is that a type-3 wind farm may be viewed as a voltage source for the RLC circuit

while the rest IBRs are more suitable to be viewed as current sources. The former then

introduces super- and sub-synchronous modes in the current when viewed in the dq frame,

while the latter introduces a 60-Hz mode in the voltage viewed in the dq frame.

4.4 Block Diagrams and Frequency-Domain Analysis

The developed analytical model can provide further insights into the system by analyzing the

frequency domain’s open-loop transfer functions (gains). Open-loop gain can provide us with a

substantial understanding of the system stability. From the previous results presented in the form

of eigenvalues and participation factors, we found that when the system is radially connected to

a series compensation network (RLC circuit), the system may lead to instability when the syn-

chronization unit interacts with the RLC circuit. Hence, a feedback system with two blocks will be
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constructed with the synchronization unit (PLL in testbed-1 and P– f droop in testbed-2) connected

to the rest of the system.

Figure 4.8 presents the block diagram representation of the decoupled open-loop system, which

enables us to study the interaction of the synchronization unit with the rest of the system. The

stability assessment is done by evaluating the gain margin from the magnitude plot of the frequency

response at the frequency when phase shift happens from -180◦ to 180◦.

GPLL(s)GBlock-1(s)
ΔθPCC Δθ Δθ 

(a)

Gdroop(s)GBlock-1(s)
P Δθ Δθ 

(b)

Figure 4.8 Block diagram representation for frequency-domain analysis. (a) GFL. (b) GFM.

Here, “Block-1” represents the transfer function from the synchronizing angle ∆θ to the PCC

bus voltage angle ∆θPCC or the real power measurement P. This block can be found in the analyti-

cal model by treating the synchronizing angle as a constant and conducting linearization. The total

open-loop transfer functions GOL(s) for testbed-1 and testbed-2 are given by:

GOL(s) =−GBlock-1(s)×GPLL(s),

GOL(s) =−GBlock-1(s)×Gdroop(s).
(4.5)
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The transfer function of the PLL and droop control is given by:

GPLL(s) =
kpPLLs+ kiPLL

s2 + kpPLLs+ kiPLL

Gdroop(s) =−R
s
×ω0

(4.6)

For GFL-IBR, on observing just the Bode diagram of block-1 in Figure 4.9(a), we can see

that for an RLC network, the gain in the range of 1 Hz to 50 Hz is greater than that of the RL

network. For the total open-loop gain, including the PLL, the system is marginally unstable for

RLC interconnection and stable for RL interconnection, as shown in Figure 4.9(b). Since the phase

shifting happens at 15 Hz, it is expected to have 15-Hz oscillation mode. This observation aligns

with the eigenvalue analysis results in Figure 4.6a, showing a 15-Hz mode in the RHP when the

compensation level increases. When the GFL is radially connected to the RL circuit, the phase
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Figure 4.9 Frequency-domain responses. (a) GFL Block-1. (b) GOL. The red curve is the
response with the RL network, and the blue curve is with the RLC network. The effective grid
reactance is 0.34 pu for both the RLC and RC circuits.

shifting happens at 20 Hz, implicating a 20-Hz oscillation mode. This again corroborates the

eigenvalue loci shown in Figure 4.7a, where a 20-Hz oscillation mode moving towards right when

the grid strength reduces, without losing stability for 50% of power exporting level.
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For the GFM-IBR testbed, the Bode diagram of block-1 (shown in Figure 4.10a) indicates a

more significant gain and phase lag for an RLC network compared to an RL network in the range

of 1-10 Hz for the same effective grid reactance of 0.6 pu (corresponds to a compensation level of

40%). For the total loop gain, including the droop control, the phase shift occurs at around 6 Hz. At

this frequency, GFM with an RLC network is unstable since the gain is more than 0 dB, while for

the RL network, the system exhibits stability, as shown in Figure 4.10b. Observations made using

the frequency-domain analysis align with the EMT results shown in Figure 4.4b and the eigenvalue

analysis results in Figs 4.6b and 4.7b. Based on the frequency responses of the subsystem relating

the PCC bus voltage angle or real power to the synchronizing angle, the following remarks are

made.

1. Series compensation increases the sensitivity of the PCC bus voltage angle towards the syn-

chronizing angle, thereby making the GFL-IBR system more prone to instability.
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Figure 4.10 Frequency-domain responses. (a) GFM Block-1. (b) GOL. The red curve is the
response with the RL network, and the blue curve is with the RLC network. The effective grid
reactance is 0.6 pu.
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2. Series compensation introduces more phase lag from the synchronizing angle to the real

power measurement, thereby making the GFM-IBR system more prone to instability.

4.5 Discussion

4.5.1 GFL with f -P Droop

The effect of frequency support control is examined for the GFL-IBR when it radially connects

to an RLC circuit. Here, additional droop control is added to generate the Pref for the outer loop,

shown in Figure 4.11. The frequency measurement from the PLL is compared with the nominal

frequency. Their error is amplified by 1/R times to produce the reference power.

1/R
ωPLL

1

-
+

+

P*

Pref
1/ω0

Figure 4.11 Control block diagram of f −P droop adopted for GFL IBR.

The time-domain simulation results showing the comparison of GFL-IBR with and without

droop control are shown in Figure 4.14. The RLC circuit has a compensation level of 62%. Ob-

servation from the time-domain plots shows that with the introduction of f –P droop, the system

is more stable compared to a GFL-IBR without the droop control. The frequency-domain analysis

can further explain the effect of droop control. The block diagram for GFL-IBR with f −P droop

is illustrated in Figure 4.13. In this diagram, “Block-1” is defined using three transfer functions:

G1(s), G2(s), and G3(s), where G3(s) represents the droop transfer function −s/(ω0 ×R), and

G2(s) is the transfer function from Pref to ∆θPCC.

Without the frequency droop control, the net transfer function for “Block-1” is G1(s). With

droop, the transfer function becomes G1(s) + G2(s)× G3(s). This additional path results in a
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reduction of the gain of “Block-1” in the frequency range of 1-30 Hz. This reduction is evident

from the Bode diagram depicted in Figure 4.12a.

This addition provides additional stability. The Bode diagram of the total loop gain for a

compensation level of 63% is presented in Figure 4.12b, where the phase shift occurs at around

15 Hz. At this frequency, GFL without droop control is marginally stable, whereas, with droop

control, it indicates stability. This observation coincides with the EMT simulation results in Figure

4.14. The addition of f − P droop in a GFL-IBR can help reduce the sensitivity of the PCC

bus voltage angle towards the synchronization angle, thereby mitigating the interaction of series

compensation and PLL and enhancing stability.

4.5.2 GFM with VSG Control

An alternative control method to synchronize the GFM to the grid is explored: the Virtual

Synchronous Generator (VSG) control. VSG control is a widely adopted control mechanism for

the synchronization of GFM-based IBR to the grid.
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Figure 4.12 Frequency domain responses. (a) GFL Block-1. (b) GOL. The red curve represents
the response of the system with additional droop control, whereas the blue curve is without droop
control. The series compensation level is 63%.
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The synchronizing mechanism is similar to that of a synchronous generator and it power-angle

relationship is determined by the second-order swing equation [69, 70].

GPLL(s)

G1(s)

ΔθPCC Δθ 

Δθ 

G2(s)

Σ 

G3(s)
Pref

Block -1

Figure 4.13 Block diagram for frequency-domain analysis of GFL-IBR with additional droop
control.
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Figure 4.14 Comparison of GFL with and without droop control during the series compensated
network. Time-domain responses for the real power P, Q, |VPCC|, ∆θ , and frequency(Hz). Solid
lines: no droop. Dashed line: with droop. At t = 30 s, a line tripping event occurs leaving the IBR
radially connected to the RLC network. The effective grid reactance goes from 0.19 pu to 0.38 pu.

The control implementation block diagram is provided in Figure 4.15. Here, Dp is the damping

coefficient of the active power loop, and J is virtual inertia. The transfer function of the VSG
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controller from the net power Pref −P to the synchronizing angle ∆θ is given by:

GVSG(s) =
1

Js+Dp
× ω0

s
(4.7)

+

P

Pref ω01/Js ∫ 

Dp

-

+
-

θ 

1
-

Figure 4.15 Control block diagram of VSG controller adopted for GFM IBR.
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Figure 4.16 Comparison of GFM with different synchronization units when system is connected
to series compensated network. Time domain responses for the real power P, Q, |VPCC|, ∆θ , and
frequency (Hz). Solid lines: P− f droop control; Dashed line: VSG. The system is radially
connected to the RLC network at t = 30 s, where grid reactance goes from 0.317 pu to 0.635 pu.
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For the VSG controller, J is considered as 0.02 pu, and the damping coefficient Dp value is

20. The time domain results comparing the performance of droop-based GFM-IBR and the VSG-

based GFM are presented in Figure 4.16. The results indicate that VSG and P− f exhibit slightly

worse performance when radially connected to the series compensated network (K = 36.5%). Fur-

thermore, the frequency-domain response of the loop gain (shown in Figure 4.17) indicates that the

VSG controller does not help stability since VSG adds additional phase lag. The VSG increases

phase lag and and worsens stability.
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Figure 4.17 Frequency-domain response of the open-loop gain GOL. Red curve: VSG; blue
dashed curve: droop control. The series compensation level is 40%.

4.6 Conclusion

This work investigates the interactions of series compensation with grid-connected IBRs, specif-

ically GFL and GFM types. The study conducts EMT simulations, analytical model building,

eigenvalue analysis, and open-loop frequency-domain analysis to reveal that series compensation

may interact with synchronizing units in IBRs and create oscillations. Series compensation can

increase the sensitivity of the PCC bus voltage angle towards the synchronizing angle, and intro-

duce phase lag in the real power response towards the synchronizing angle. These factors may lead
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to interactions with PLL in the GFL-IBR systems and interactions with the power-based synchro-

nization in the GFM-IBR systems, thereby leading to instability.
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Chapter 5: Digital Twin for IBR Power Plant

In this chapter, a digital twin for a IEEE 9 bus is proposed. IEEE-9 bus system consists

of an IBR. The digital-twin performs two tasks, estimation of key grid parameters such as grid

impedance, and grid voltage magnitude as seen from the IBR view-point. The second task is to

run the reduced order model in real-time with the estimated parameters.

5.1 Introduction

Inverter-based resources (IBRs), including photovoltaic (PV) systems and wind turbines, are

vital in transitioning toward a cleaner and more sustainable energy landscape. Their penetrations

in power grids keep increasing. This brings new challenges to the stability and reliability of power

systems.

Over the years IBR weak grid instability incidences have been reported in Hydro One, Texas,

and Australia [33,34,71]. The task force paper by the IEEE Power & Energy Society IBR subsyn-

chronous oscillation (SSO) task force [3] provides a survey of 19 real-world SSO events associated

with IBRs due to either weak grid interconnection or radial interconnection with series capacitors.

In addition to oscillations, many other challenges, e.g., large phase-locked-loop (PLL) angle devi-

ation, subcycle overvoltage, AC overcurrent, have also been reported in real-world IBR operation.

See e.g. [4–7]. Large PLL angle deviation in the 2021 Texas Odessa disturbances [7] have been

demonstrated in computer simulation testbeds in [59], while the mechanism has been provided by

the senior authors in [26] by use of a single inverter connected to an infinity bus through a grid

impedance.

Consequently, there is a pressing requirement to devise methodologies that can assist system

operators in modeling and analyzing intricate stability issues associated to IBRs. Ultimately, these
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methods should enable the prediction of stability issues and facilitate swift mitigation actions. This

proactive approach can certainly enhance the resiliency and reliability of the power grid.

Digital twin technologies utilize advanced modeling, real-time simulation, real-time data stream-

ing, and data analytics techniques to replicate an actual power under varying operating condi-

tions [72]. Currently majority of the applications of digital twins are limited to small-scale indi-

vidual systems, e.g., DC-DC power electronic converters’ conditioning monitoring for MOSFET

and capacitor degradation [73], a single-phase DC-AC converter’s parameter identification [74],

power electronics converter online diagnostic analysis [75], offshore wind turbine converters re-

maining useful life prediction [76], and a solar PV energy conversion unit fault diagnosis [77].

Very few applications are associated with a system with multiple units and they are designed for

particular applications, e.g., unit commitment of networked microgrids [78], where virtual models

are for steady-state analysis or power flow type of analysis based on energy management system

(EMS) data [79].

To develop a digital twin as a virtual replica or real-time dynamic simulation of a real-world

power system encompassing its many physical components, operational characteristics, and dy-

namic behaviors, is a challenging task. In [80], the authors from Australia Electric Market Opera-

tor (AEMO) introduce the concept of a power system digital twin to represent the Australian bulk

power grid consisting of 55 GW generation and 40,000 km transmission line network. The authors

have successfully implemented a synthetic model (S-NEM2300 [81]) in the real-time simulator.

However, the full-fledged model of the power system requires a substantial number of processors/-

cores to facilitate real-time simulations, raising concerns about the practical implementation of

their digital twin.

In this work, the aim is to develop a digital twin for a grid interfaced with IBR. This digital

twin must accurately capture the critical dynamics of IBR grid operations. Given the complexity

of modeling every inverter within an IBR power plant, which typically comprises numerous solar

PVs or wind turbines, and the impracticality of modeling an entire power grid as highlighted by

the experiences of the Australian Energy Market Operator (AEMO) [80], we propose a simplified
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yet effective approach. We model a single IBR connected to an infinite bus, representing a realistic

IBR power plant grid interconnection. Our extensive experience in IBR modeling confirms that

this single-IBR infinite bus configuration effectively captures several real-world phenomena, in-

cluding subcycle overvoltage upon inverter momentary cessation [82], AC overcurrent during grid

faults [83], significant PLL angle deviation following grid voltage dips [26], and various types of

oscillations [84–86].

In this approach, the grid is modeled as a Thévenin equivalent, defined by a stable voltage

source situated behind an impedance. When the grid encounters contingencies, both the impedance

and voltage of this model are subject to change. Consequently, it is essential for the digital twin

of the IBR power plant to dynamically update these parameters using data measured in real-time.

To enable the digital twin to perform real-time simulations effectively while conserving computa-

tional resources, we have developed a reduced-order model. This model represents the IBR power

plant as a controllable current source, synchronized through a Phase-Locked Loop (PLL), ensuring

accurate and efficient simulation capabilities [87].

The culmination of this research is a reconfigurable system-on-chip (SoC)-based digital twin

for the IBR power plant. This system is capable of estimating critical grid parameters from

measured data and performing real-time simulations to evaluate grid performance. SoC technol-

ogy, which is increasingly recognized in the power systems domain, facilitates the integration

of various functionalities—such as power system monitoring, fault detection, and control algo-

rithms—into a single platform. This integration not only reduces hardware complexity but also

lowers costs [88, 89].

In summary, our proposed digital twin framework leverages the reconfigurability of SoCs to

provide a flexible and adaptable tool that can estimate vital grid parameters and offer real-time

simulation capabilities to assess the performance of grids interfaced with IBRs. By incorporating

data from a variety of grid sensors and external sources, the digital twin dynamically updates its

model based on the estimated grid impedance to accurately reflect current grid conditions. This

enables the preemptive identification of potential stability issues and the evaluation of mitigation
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strategies before their manifestation in the physical grid. For demonstration purposes, we utilize

a modified IEEE 9-bus system with an IBR in the physical setup, while implementing the digital

twin on a National Instruments cRIO-9063 platform. A visual depiction of this paper’s scope is

presented in Figure 5.1.

5.2 The Test Bed

PMU/Sensor 

Data

Grid Parameter 

Estimation

Communication

Monitoring

Reduced order 

Modeling
Real-time 

Simulations

Power Grid

Digital Twin 

Figure 5.1 Pictorial representation showcasing the comprehensive scope and functionality of the
implemented digital twin.

The testbed is illustrated in Figure 5.2, showcasing a system configured as a modified IEEE-

9 bus system. This system operates at a transmission network voltage of 230 kV. Synchronous

generators, modeled as constant voltage sources, are connected at Buses B1 and B2. The various

line impedances and system parameters are tabulated in Table 5.1. An IBR, following the grid,

81



is connected at Bus B3, which serves as the Point of Common Coupling (PCC) bus. An IBR,

following the grid, is connected at Bus B3, which serves as the Point of Common Coupling (PCC)

bus.

B4 B2

B3

Fault

V1 V2

PCC

IBR

B1

Z1

Z14 Z42

Z13
Z32

Z2

Zline

CB

18/230 

(kV) 
13.8/230 

(kV) 

230/0.575 

(kV) 

Figure 5.2 Modified IEEE-9 bus system. IBR is connected to bus B3.

Table 5.1 Parameters for modified IEEE-9 bus system.

Description Value (SI, pu)
Power Base 100 MVA
V1 18 ̸ (10◦) kV
V2 13.8 ̸ (0◦) kV

Transmission Line Impedance
Z1, Z2, Zline, Z32 0.201 ̸ (84.28◦)
Z14, Z42 0.1005̸ (84.28◦)
Z13 1.005̸ (84.28◦)

The inverter control consisting of fast inner current tracking and slower outer power or voltage

regulation is implemented in the dq reference frame based on the PLL. The PLL frame’s d axis

is aligned with the point of common coupling (PCC) bus voltage space vector at steady state. A

synchronous reference frame PLL (SRF-PLL) is used as the synchronizing unit. This SRF-PLL has

the PCC bus three-phase voltage as the input and outputs an angle tracking the PCC bus voltage’s
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angle (θPLL). This angle is further used in dq/abc and abc/dq frame conversion in the inverter

control. The control topology of the IBR is presented in Figure 5.3. Besides the PLL, the inverter

control consists of fast inner current control and outer control for real power and reactive power (or

voltage) regulation. Proportional integral (PI) controllers are used for signal tracking in both inner

and outer control. The outer control generates reference currents for the inner current control. The

parameters are listed in Table 5.2.

Table 5.2 Circuit and control parameters.

Description Parameter Value (SI, pu)
Power Base Sb 100 MVA
Inverter Voltage Vb 575 V
Nominal Frequency f0 60 Hz
DC Voltage VDC 1100 V
Choke Filter X f R f 0.15, 0.15/50
Inner Loop kip, kii 0.3, 5
Outer Loop d, P control kPp, kPi 0.1, 30
Outer Loop q, Q control kV p, kVi 0.2, 20
PLL kPLLp, kPLLi 60, 1400
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Figure 5.3 Control structure of the GFL IBR.
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5.3 Thévénin Equivalent Representation

IBR

Zth

VthVPCC 

I
B3

Figure 5.4 The simplified representation of grid-connected IBR.

From the perspective of the IBR, the grid connection at Bus B3 is modeled as a Thévenin

equivalent circuit. This includes a Thévenin equivalent impedance, denoted as Zth, and a Thévenin

equivalent voltage, represented by V th. The parameters of the Thévenin circuit are derived using

the Least Square Estimation (LSE) method.

For the LSE algorithm, the measurements include the real power P and the reactive power

Q. The known variables in this estimation are the voltage magnitude VPCC and the phase angle

δPCC. As illustrated in Figure 5.4, which depicts the system as a two-bus model, the following

relationships are established, assuming that the Thévenin resistance Rth is approximately zero:

z1 = P =
VPCCVth sinδPCC

Xth

z2 = Q =
V 2

PCC −VPCCVth cosδPCC

Xth

(5.1)

5.3.1 LSE Algorithm

The aim of the algorithm is to estimate the Thévenin grid reactance (Xth) and the Thévenin grid

voltage magnitude (Vth). These are treated as two state variables, denoted as x1 and x2 respectively.
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With this assumption in place, (5.1) can be reformulated as follows:

h1(x) =
VPCCx2 sinδPCC

x1

h2(x) =
V 2

PCC −VPCCx2 cosδPCC

x1

(5.2)

The objective of the optimization problem in state estimation is to minimize the error between

the measured values and the values estimated by the system model. The problem is formulated as

follows:

5.3.2 Objective Function

The goal is to find the state vector x = [x1,x2] that minimizes the sum of the squared differences

between the observed measurements z= [z1,z2] and the measurements predicted by the state model.

The measurements are z1 = P and z2 = Q. Mathematically, the problem is formulated as:

min
x

J(x) = ||z−h(x)||2 (5.3)

where h(x) = [h1(x);h2(x)] represents the nonlinear measurement function, which maps the state

vector x to the predicted measurements.

5.3.3 Jacobian Matrix

The Jacobian matrix J(x) of partial derivatives, with respective to state variables x1 and x2 is:

H(x) =

∂h1
∂x1

∂h1
∂x2

∂h2
∂x1

∂h2
∂x2

 (5.4)

where each partial derivative is computed based on (5.2).
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5.3.4 Update Rule

The update to the state vector is performed using the Newton-Raphson method:

xk+1 = xk +(H(x(k))T H(x(k)))−1H(x(k))T e(k) (5.5)

where e(k) = z− h(x(k)) represents the error vector at iteration k. The LSE algorithm is favored

because of its computational speed and ease of implementation, both essential for rapid decision-

making.

5.4 Reduced-Order dq-Frame Model in Per Unit

For power grid dynamic studies, a grid-following IBR is often modeled as a controllable current

source [17, 87]. It is a common practice in system-level dynamic studies to ignore the fast inner

control loop, PLL, and line electromagnetic transient (EMT) dynamics, as shown in the WECC

IBR generic model set REGC A [90]. As indicated by [90], this simplification is not suitable

for weak grid conditions. One of the senior authors showed that inclusion of the PLL dynamics

in the current source representation can significantly increase the accuracy of stability analysis,

especially for weak grid scenarios [87]. In this work, this type of reduced-order model is adopted

to implement the digital twin. Figure 5.4 shows the circuit topology in per unit and the IBR

represented as a current source, synchronized to the grid through a PLL.

For the reduced-order model, the inner current control loop and the line EMT dynamics are

ignored. The justification is as follows. The inner loop typically operates at a much faster time

scale compared to the outer control. This time-scale separation allows us to approximate the inner

loop dynamics as a fast, quasi-steady-state process. A distinct advantage of model reduction is

the reduced computation burden. This advantage has also been reported in [91] where a three-

phase current source representation is adopted for a grid-following inverter. Compared to [91], the

modeling framework of the digital twin is based on dq-frames, which further saves computing. A

key technology of dq-frame representation is that instead of treating θPLL (the angle of the PLL
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viewed from the static frame) as a state variable, we use δPLL (the angle of PLL viewed from the

grid dq frame) as a state variable. The grid dq frame aligns with the constant grid voltage’s space

vector and its position against the static frame is ω0t, where ω0 is the nominal angular frequency

377 rad/s. Therefore, δPLL = θPLL −ω0t. The model can be divided into four sections: (a) outer

loop, (b) PLL, (c) grid effect, and (d) frame conversion, as shown in Figure 5.5.

5.4.1 Outer Loop and PLL
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g
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|VPCC|/Q
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|VPCC|

PI
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dq
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dq

dqg

GridGrid

∫ 

Xth

Vth

Figure 5.5 Reduced-order dq-frame model of the grid-connected IBR.

As mentioned earlier, the outer loop is in real power (P) and voltage control (|VPCC|). The two

controls help track the power reference and voltage reference and generate the converter currents

id and iq order in the PLL frame. The PLL takes the PCC bus voltage’s angle δPCC as the input

and outputs its own angle δPLL. At steady state, these two angles align with each other. During

transients, they are different. The model of the PLL in the dq frame is adopted from [87].
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5.4.2 Grid Effect

From Figure 5.4, the algebraic relationship between the PCC bus voltage, current, and grid

voltage (in grid frame of reference) can be set up as follows.

V PCC = (Rth + jXth)I +V th (5.6)

where V PCC = vg
d + jvg

q, I = igd + jigq, and V th = |Vth|. The superscript g notates the grid dq frame.

From (5.6), the components vg
d and vg

q are:

vg
d = Rthigd −Xthigq + |Vth|, vg

q = Rthigq +Xthigd (5.7)

In addition, the PCC bus voltage magnitude and angle can be calculated as |VPCC|=
√
(vg

d)
2 +(vg

q)2

and δPCC = tan−1(
vg

q

vg
d
).

The real and reactive power exported by the IBR is calculated as:

P = vg
digd + vg

qigq, Q =−vg
digq + vg

qigd (5.8)

This completes the grid block. Here, Xth and Vth are the Thévénin Equivalent impedance and

voltage estimated by LSE.

5.4.3 Frame Conversion

As discussed earlier, the IBR is synchronized with the power grid using a PLL. The PLL

provided us with the necessary synchronization angle δPLL. Since the converter control is working

in the PLL frame, we need to convert the currents from the PLL frame to the grid reference frame

[87]:

(id + jiq)e jδPLL = igd + jigq. (5.9)
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The blocks shown in Figure 5.5 are implemented in an SoC chip to represent the grid-connected

IBR power plant.

5.5 Hardware-in-Loop Setup

cRIO-9063

HOST PC

AIO

IEEE-9 Bus

Digital Twin

Estimation

OP5600

Data Exchange

Figure 5.6 Hardware testbed including NI cRIO-9063 (digital-twin) and OP5600 real-time
simulator for the system under test.

The digital twin setup includes two primary components:

1. Digital Simulator: This segment employs the OPAL-RT OP5600 platform to execute a real-

time simulation of a modified IEEE-9 bus power grid. Analog signals, encompassing three-

phase voltage and current waveform, are generated and outputted through dedicated analog

output modules.

2. NI cRIO-9063: This element serves as the digital twin’s core. It is a robust, compact recon-

figurable input/output (cRIO) controller that integrates a reconfigurable Xilinx Zynq-7000

System on Chip (SoC). The programming of this controller is facilitated using NI LabVIEW

FPGA, and it interfaces with external systems through four 16-bit c-Series modules. For data

acquisition, the NI-9215 module is employed as a four-channel analog input module, while

the NI-9264 module handles analog outputs.
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Furthermore, the host computer runs the LSE algorithm in real-time for estimating impedance

and voltage magnitude Communication between the host and the cRIO is managed via an Ethernet

link. The cRIO acquires and transmits signal data to the host, where the LSE algorithm processes

this data to estimate the required state variables. These variables are subsequently relayed back to

the cRIO, enabling the digital twin to accurately emulate the simplified model of the power grid.

Figure 5.6 presents the hardware setup.
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Figure 5.7 Time-domain responses of real power P, reactive power Q, VPCC, δPCC and the
estimated Xth and Vth from the digital twin. The results showcase the performance of LSE
algorithm, when Pref and Qref are varied.
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5.6 Results

5.6.1 Thévénin Grid Reactance and Voltage Estimation

The LSE algorithm is implemented in real-time using LabVIEW software. In the test sys-

tem, which utilizes the modified IEEE-9 bus configuration, the IBR operates in P/Q control mode.

Figure 5.7 displays the results from the digital twin, highlighting the estimated Thévénin grid reac-

tance and voltage as determined by the LSE algorithm. To evaluate the algorithm’s performance,

the reference values for real power (Pref) and reactive power (Qref) controlled by the IBR are varied

systematically. The estimated Thévénin reactance is j0.26pu, and voltage is ≈ 1.024 pu. It has

been observed that despite changes in the power settings of the IBR, the estimated grid impedance

and the voltage of the Thévenin equivalent circuit remain constant. This consistency suggests a

robust performance of the LSE algorithm in maintaining accurate estimations regardless of vari-

ations in the IBR’s power output. The results presented are specifically from measurements and

calculations at Bus B3 (PCC bus).

The results were confirmed through theoretical calculations using the conventional Y -bus ma-

trix approach. For the system analyzed (see Figure 5.2), the Y -bus matrix is presented in (5.10):



1̸ 10◦
Z1

1̸ 0◦
Z2

I3

0


=



1
Z1
+ 1

Z13
+ 1

Z14
0 − 1

Z13
− 1

Z14

0 1
Z2
+ 1

Z42
+ 1

Z32
− 1

Z32
− 1

Z42

− 1
Z13

− 1
Z32

1
Z13

+ 1
Z32

0

− 1
Z14

− 1
Z42

0 1
Z14

+ 1
Z42


︸ ︷︷ ︸

YBus



V1

V2

V3

V4

 (5.10)



V1

V2

V3

V4


=



0.1251 0.0759 0.1027 0.1005

0.0759 0.1251 0.0983 0.1005

0.1027 0.0983 0.2 0.1005

0.1005 0.1005 0.1005 0.1507


̸ 84.3◦

︸ ︷︷ ︸
ZBus



1̸ 10◦
Z1

1̸ 0◦
Z2

I3

0

 (5.11)
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To evaluate the Thévenin equivalent impedance, the impedance matrix ZBus = Y−1
Bus is evaluated.

The results are presented in (5.11). The Thévenin equivalent circuit, as seen from Bus B3, is

derived by expanding the third row of (5.11):

V3 = Z13
1̸ 10◦

Z1
+Z23

1 ̸ 0◦

Z2︸ ︷︷ ︸
Vth

+Z33I3 (5.12)

In this expression, Z33 represents the Thévenin equivalent impedance. The calculated values

are Zth = Z33 = 0.2 ̸ 84.2894◦, and Vth = 0.9962 ̸ 5.1◦. These theoretical values closely match the

real-time estimated results, validating the accuracy of the algorithm. Due to the omission of grid

impedance’s resistive part and with the assumption that the grid voltage as seen from bus B3 as zero

in the estimation algorithm, the estimated Xth and Vth are slightly larger compared to the true value.

The estimated values are now utilized within the digital twin to accurately replicate the modified

IEEE-9 bus system.

5.6.2 Case Study 1: Three-phase Fault

The first test scenario involves the application of a three-phase fault at Bus 4, which persists for

six cycles (starting at t = 2s) and the fault impedance is assumed to be j0.1 pu. The LSE algorithm

operates in real-time to estimate changes in the Thévénin grid impedance and voltage, leading to

immediate updates in the digital twin model. The estimated values during fault, for Xth and Vth

are 0.19 j pu and 0.6 j pu respectively. The theoretically calculated (based on (5.11)) values are

Xth = 0.1512 j, and Vth = 0.5970̸ 6.7◦.

The side-by-side comparison between the actual system and the developed digital twin for this

scenario are detailed in Figure 5.8. The results presented demonstrates that the algorithm and the

developed digital twin provide an accurate reflection of the modified IEEE-9 bus system’s response

to a three phase fault. These scenarios highlight the robustness and reliability of the LSE algorithm

in adapting to dynamic changes and ensuring the digital twin remains an accurate representation

of the actual system.
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5.6.3 Case Study 2: Line Tripping Event
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Figure 5.8 Time-domain responses of real power P, reactive power Q, VPCC, θPCC, Frequency (Hz)
for a three-phase fault at Bus B4 for 6 cycles. (a) Modified IEEE 9 bus system. (b) Digital Twin.

For the second case study, a line tripping event is caused by the opening of breaker “CB” (at t

= 1s), which results in the disconnection of the transmission line with impedance Zline. Theoretical

calculation results in the Thévénin grid reactance and voltage as Xth = 0.28 j, and Vth = 0.9963̸ 4◦,

while the estimates from the LSE algorithm are Xth = 0.34 j, and Vth = 1.026 pu.

The real-time application of the LSE algorithm allows for the continuous adjustment of the

Thévénin grid impedance and voltage in the digital twin model, as illustrated in Figure 5.5. The

results of this adaptation are showcased in Figure 5.9, confirming that the algorithm effectively

replicates the actual dynamics of the IEEE-9 bus system under such disturbances. This demon-

strates that the developed digital twin reflects the behavior of the actual system. The successful

implementation of this model showcases its practicality and effectiveness.
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5.7 Conclusion

In summary, this study introduces a digital twin specifically designed for a grid-connected IBR

power plant, which has been effectively implemented. By integrating a reduced-order model of

the IBR system and updating the grid impedance with real-time data, the digital twin accurately

reflects and replicates the behavior of the physical system, while ensuring computational efficiency

for the SoC. The effectiveness of the digital twin is validated by introducing a three-phase fault

and line-tripping scenario. The performance of the implemented developed digital twin confirms

its capability to closely emulate its physical counterpart, demonstrating its significant potential.
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Figure 5.9 Time-domain responses of real power PB1, reactive power QB1, VPCC, θPCC, frequency
(Hz) for a line tripping event between bus B1 and B3. (a) Modified IEEE 9 bus system (b) Digital
Twin.
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Chapter 6: Conclusions and Future Works

6.1 Conclusions

This dissertation thoroughly investigates the stability challenges associated with integrating

IBRs into power grids using a multilayered approach that combines time-domain simulations, an-

alytical modeling, and hardware validations.

The first area of focus was on the performance of IBRs in weak grids. The primary cause of

instability here is identified as the high sensitivity of voltage to current injections in weak grids, a

phenomenon typically associated with voltage stability issues. Various control structures, includ-

ing GFM IBRs, were modeled and analyzed. By implementing a coordination scheme that utilizes

feedback from the PCC bus voltage after passing it through a high-pass filter, the system’s stability

margin significantly improved.

The study also examined the interactions between series compensation and grid-connected

IBRs. EMT simulations, analytical model building, eigenvalue analysis, and open-loop frequency-

domain analysis were conducted to demonstrate that series compensation may interact with syn-

chronizing units in IBRs, potentially causing oscillations. Series compensation was found to in-

crease the sensitivity of the PCC bus voltage angle towards the synchronizing angle and introduce

a phase lag in the real power response towards the synchronizing angle. These factors may lead to

interactions with PLL in GFL-IBR systems and with power-based synchronization in GFM-IBR

systems, resulting in instability.

Finally, the dissertation implemented and tested a digital twin specifically designed for a grid-

connected IBR power plant. By integrating a reduced-order model of the IBR system and updating

the grid impedance with real-time data, the digital twin accurately reflects and replicates the behav-

ior of the physical system while ensuring computational efficiency for the SoC. The effectiveness
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of the digital twin was validated through scenarios involving a three-phase fault and line tripping.

The performance of the developed digital twin confirms its capability to closely emulate its physi-

cal counterpart, demonstrating significant potential.

6.2 Future Work

Previously, in Chapters 3 and 4, the focus was primarily on modeling and analyzing single

IBRs individually. Moving forward, the aim is to simulate more complex networks involving

multiple IBRs, such as GFL and GFM systems. A key area of investigation will be how various

IBR control systems interact under conditions of weak grid interconnections or when integrated

with series-compensated lines. Additionally, the modeling of other types of controllers, such as

proportional resonant controllers and controller saturation, will also be considered. The focus will

also expand to include large-scale power system modeling. Currently, the grid is modeled as an

infinite bus, ignoring the complexities of the grid. To produce more accurate analysis, the grid

should be modeled using a large-scale power system.

Past studies were limited to analyzing only the fundamental component of the power system,

neglecting the effects of higher harmonics. Future work will explore the impact of multiple har-

monics, such as the second and third, requiring the development of a more complex nonlinear

model. This model will facilitate stability studies under unbalanced grid conditions, providing

deeper insights into harmonic influences on system behavior.

Another objective is to enhance the functionality of the digital twin system. Currently, the digi-

tal twin only estimates the grid impedance and the grid voltage magnitude, assuming the equivalent

grid resistance and the grid voltage angle are zero. The state estimation algorithm will be improved

to estimate more parameters. Furthermore, plans include incorporating more sophisticated real-

world communication protocols, such as IEEE C37.118-2011, and integrating real-world phasor

measurement units. These enhancements will enable the digital twin to more accurately emulate

complex power grid scenarios, improving its utility and relevance in real-world applications.
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