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Abstract

Adversarial audio attacks pose significant security challenges to real-world audio ap-

plications. Attackers may manipulate speech to impersonate a speaker, gaining access to

smart devices like Amazon Echo. In audio applications, there are two key areas: music and

speech. In music, most attackers create a small noise-like perturbation on the original signal

to evade copyright detection. However, this method degrades music’s perceived quality for

human listeners. In the speech, creating an adversarial example often requires many queries

to the target model, a process too cumbersome for practical use in real-world scenarios, like

interacting with smart devices numerous times.

In this dissertation, we first explore the integration of human factors into adversarial

attack loops. Specifically, we conduct a human study to understand how participants perceive

perturbations in music signals. Using regression analysis, we model the relationship between

audio feature deviations and human-perceived deviations. Based on this human perception

model, we propose, formulate, and evaluate a perception-aware attack framework for creating

adversarial music.

Considering the black-box audio attack, we investigate adversarial attacks on real-world

speaker recognition models using limited practical knowledge. We introduce the concept of

the Parrot training model and utilize state-of-the-art voice conversion methods to generate

parrot speech samples, enabling the construction of a surrogate model with knowledge of

only a single sentence from the target speaker. We propose a two-stage PT-AE attack

strategy that demonstrates greater effectiveness than existing strategies while minimizing

the required attack knowledge.
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Chapter 1: Introduction

Recently, adversarial machine learning attacks have posed serious security threats against

practical audio signal classification systems, including speech recognition, speaker recogni-

tion, and music copyright detection. Previous studies have mainly focused on ensuring the

effectiveness of attacking an audio signal classifier via creating a small noise-like perturba-

tion on the original signal. It is still unclear if an attacker is able to create audio signal

perturbations that can be well perceived by human beings in addition to its attack effec-

tiveness. This is particularly important for music signals as they are carefully crafted with

human-enjoyable audio characteristics.

The adversarial attack wants to find a small perturbation that can be injected into the

original input, causing the AI system to predict an incorrect label. However, most adver-

sarial audio attacks have primarily concentrated on improving the effectiveness of attacking

an audio signal classifier by introducing small, noise-like perturbations to the original audio

signal. Our motivation is that can an attacker create an adversarial audio that is not only

effective in spoofing the classification system but is also perceptible to human beings. This

question becomes particularly significant in the context of music signals as they are care-

fully crafted with human-enjoyable audio characteristics. Meanwhile, it is interesting to see

whether a piece of adversarial music with good quality can still bypass copyright detection

systems (e.g., on YouTube).
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1.1 Human-in-the-loop Adversarial Attack

1.1.1 Perception-aware Attack on Music Copyright Systems

Adversarial machine learning attacks, originated from the image domain [70, 94, 35,

148], have recently become a serious security issue in audio signal processing system designs

leveraging machine learning, including speech recognition [34, 172, 41, 132, 140], speaker

identification [38, 18], and music copyright detection [137].

Adversarial machine learning attacks attempt to create a small perturbation on the orig-

inal audio signal such that a machine learning classifier can yield an incorrect output. For

example, a small change in a speech command could make Amazon Echo [8] and Google

assistant [9] recognize a different, yet malicious command [41, 176]. And manipulating copy-

righted music might bypass the copyright detection in YouTube [137]. One key component

in adversarial audio signals is the perturbation, which is designed to cause misclassification

and at the same time be small enough to be hardly noticed. To quantify the perturbation,

existing studies [38, 102] usually use a mathematical distance (e.g., the Euclidean distance

[137], or more generally, the Lp norm [35]) between the original and perturbed audio sig-

nals. As a result, the perturbed signal with the minimized distance to the original one could

be considered as a good candidate under the constraint that it can successfully spoof the

classifier.

However, the Lp norm based methods only measure the magnitude distance between two

signals; but the human perception is much more complex than computing the magnitude

distance. There exists a gap between the mathematical distance and the eventual human

perception. Although the two may be related in some way (e.g., zero distance meaning no

signal perturbation), there is still no direct relation to indicate an increase or decrease of

the distance in mathematics would be human-perceived as the same. For example, adding

a perturbation that is the same as the original music signal is equivalent to increasing the

volume of the music, which does not quite change the human perception of music quality.
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Indeed, a few studies [35, 132] have pointed out similar issues and indicated that new methods

are needed to measure the perceptual similarity between the original and perturbed signals;

but there is limited work on systematically designing adversarial machine learning from the

human perception perspective.

In this work, we create a new mechanism to craft adversarial audio signals. We focus on

generating adversarial music signals to bypass a music copyright detector and hardly raise

human attention. To this end, we formulate the relationship between signal perturbation and

human perception with two key steps: 1) quantifying the change of human perception with

respect to the change of a music signal; and 2) finding a new way to generate perturbations

to minimize the change in human perception and fool a classifier.

To study how a change of a music signal affects human perception, we first conduct a

human study where volunteers quantify their perceived deviations between the original and

perturbed signals as ratings on a Likert scale [150]. We use regression analysis to build an

approximate mathematical relation between the change of music and the human-perceived

deviation rating obtained from the human study. Given a perturbed signal, we use the

regressed model to predict the human rating on the perceived deviation. We call this output

quantified deviation (qDev).

We then reformulate adversarial machine learning for music signals as a perception-aware

attack problem of finding a perturbation that minimizes its qDev while misleading a target

classifier. The reformulation, however, leads to a computationally intractable optimization

with a non-convex and non-differentiable objective function. To solve this problem, we

propose a method by reducing the search space for finding a feasible solution. We observe

that a common process in music classification is to identify and extract audio fingerprints

(e.g., high energy values on certain frequencies) from a signal’s spectrogram [158, 33, 126].

Creating a perturbation may introduce additional frequencies and energy values, which will

generate new fingerprints different from the original signal. Such difference can be used to

fool the target classifier. Meanwhile, to make the perturbation less noticeable to humans, our

3



proposed perception-aware attack is designed to create new frequencies and energy values

as a perturbation to minimize the qDev metric. We show that the perception-aware attack

can produce adversarial music more effectively in terms of attack success rate and human-

perceived quality. We test our perception-aware attack on different genres of music against

YouTube’s copyright detection. Experimental results show that the perception-aware attack

can produce effective adversarial music to bypass YouTube’s detection while achieving a

significantly higher perceptual quality compared to a recent Lp norm based attack [137].

1.2 Practical Limited-Knowledge Adversarial Attack

1.2.1 Black-box Attacks on Speaker Recognition Models

Adversarial speech attacks against speech recognition [36, 172, 102, 149, 160, 41, 57, 176]

and speaker recognition [57, 38, 176] have become one of the most active research areas of

machine learning in computer audio security. These attacks craft audio adversarial examples

(AEs) that can spoof the speech classifier in either white-box [36, 172, 102, 71] or black-box

settings [160, 41, 57, 176, 38, 104, 18]. Compared with white-box attacks that require the

full knowledge of a target audio classification model, black-box attacks do not assume the

full knowledge and have been investigated in the literature under different attack scenarios

[38, 176]. Despite the substantial progress in designing black-box attacks, they can still be

challenging to launch in real-world scenarios in that the attacker is still required to gain

information from the target model.

Generally, the attacker can use a query (or probing) process to gradually know the

target model: repeatedly sending a speech signal to the target model, then measuring either

the confidence level/prediction score [41, 57, 38] or the final output results [176, 171] of a

classifier. The probing process usually requires a large number of interactions (e.g., over

1000 queries [171]), which can cost substantial labor and time. This may work in the digital

line, such as interacting with local machine learning models (e.g., Kaldi toolkit) or online

commercial platforms (e.g., Microsoft Azure [6]). However, it can be even more cumbersome,

4



if not possible, to probe physical devices because today’s smart devices (e.g., Amazon Echo

[8]) accept human speech over the air. Moreover, some internal knowledge of the target

model still has to be assumed known to the attacker (e.g., the access to the similarity scores

of the target model [38, 171]). Two recent studies further limited the attacker’s knowledge

[176] to be only knowing the target speaker’s one-sentence speech [176] and requiring probing

to get the target model’s hard-label (accept or reject) results (e.g., over 10,000 times) and

recent work [39] only knowing one-sentence speech for each speaker enrolled in the target

model.

In this work, we present a new, even more practical perspective for black-box attacks

against speaker recognition. We first note that the most practical attack assumption is to let

the attacker know nothing about the target model and never probe the model. However, such

completely zero knowledge for the attacker unlikely leads to effective audio AEs. We have

to assume some knowledge but keep it at the minimum level towards the attack practicality.

Our work limits the attacker’s knowledge to be only a one-sentence (or a few seconds)

speech sample of her target speaker without knowing any other information about the target

model. The attacker has neither knowledge of nor access to the internals of the target model.

Moreover, she does not probe the classifier and needs no observation of the classification

results (either soft or hard labels). To the best of our knowledge, our assumption of the

attacker’s knowledge is the most restricted compared with prior work (in particular with the

two recent attacks [176, 39]).

Centered around this one-sentence knowledge of the target speaker, our basic attack

framework is to propose a new training procedure, called parrot training, which generates a

sufficient number of synthetic speech samples of the target speaker and uses them to construct

a parrot-trained (PT) model for a further transfer attack, and systematically evaluate the

transferability and perception of different AE generation mechanisms and create PT-model

based AEs (PT-AEs) towards high attack success rates and good audio quality.
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Our motivation behind parrot training is that the recent advancements in the voice

conversion (VC) domain have shown that the one-shot speech methods [43, 108, 167, 40]

are able to leverage the semantic human speech features to generate speech samples that

sound like a target speaker’s voice in different linguistic contents. Based on the attacker’s

one-sentence knowledge, we should be able to generate different synthetic speech samples of

her target speaker and use them to build a PT model for speaker recognition. Our feasibility

evaluations show that a PT model can perform similarly to a ground-truth trained (GT)

model that uses the target speaker’s actual speech samples.

The similarity between PT and GT models creates a new, interesting question of transfer-

ability: if we create a PT-AE from a PT model, can it perform similarly to an AE generated

from the GT model (GT-AE) and transfer to a black-box target GT model? Transferability

in adversarial machine learning is already an intriguing concept. It has been observed that

the transferability depends on many aspects, such as model architecture, model parameters,

training dataset, and attacking algorithms [110, 106]. Existing AE evaluations have been

primarily focused on GT-AEs on GT models without involving synthetic data. As a result,

we conduct a comprehensive study on PT-AEs in terms of their generation and quality.

As an audio AE consists of the original signal and a perturbation signal. One essential

difference in existing studies lies in finding the perturbation signal from different types of

audio waveforms, which we call carriers in this paper. In particular, we summarize the

carriers into the following major types: noise carriers, which are the results of traditional

methods [38, 176] during their search for the perturbation signals in the unrestricted Lp

space. Feature-twisted carriers that are perturbation signals generated by only varying the

auditory features of the original signal itself [171, 58, 18, 39], environmental sound carriers

that are produced by environmental sounds [53]. Based on the built PT model, we create

and evaluate PT-AEs based on these three types of carriers.

We first need to define a quality metric to quantify whether a PT-AE is good or not. There

are two important factors of PT-AEs: transferability of PT-AEs to a black-box target model.

6



We adopt the match rate, which has been comprehensively studied in the image domain [110],

to measure the transferability. The match rate is defined as the percentage of PT-AEs that

can still be misclassified as the same target label on a black-box GT model. The perception

quality of audio AEs. We conduct a human study to let human participants rate the speech

quality of AEs with different types of carriers in a unified scale of perception score from 1 (the

worst) to 7 (the best) commonly used in speech evaluation studies [63, 164, 28, 21, 128, 47],

and then build regression models to predict human scores of speech quality. However, these

two factors are generally contradictory, as a high level of transferability likely results in poor

perception quality. We then define a new metric called transferability-perception ratio (TPR)

for PT-AEs generated using a specific type of carriers. This metric is based on their match

rate and average perception score, and it quantifies the level of transferability a carrier type

can achieve in degrading a unit score of human perception. A high TPR can be interpreted

as high transferability achieved by a relatively small cost of perception degradation.

Table 1.1 Summary of common attack strategies.

Attack Strategy
Attack
Scenario

Queries
Needed

Knowledge
Required

Human
Perception

Carlini et al.[36] White-box ∼1000 gradient info
CommanderSong[172] White-box ∼100 gradient info
Psychoacoustic[132] White-box ∼5000 gradient info

AdvPulse[102] White-box ∼2000 gradient info
SpecPatch[71] White-box ∼1000 gradient info

Taori et al.[149] Black-box ∼300,000 soft label
SGEA[160] Black-box ∼300,000 soft label

Devil’s Whisper[41] Black-box ∼1500 soft label
FakeBob[38] Black-box ∼5000 soft label

OCCAM[176] Black-box ∼10,000 hard label
TAINT[104] Black-box ∼1500 hard label
SMACK[171] Black-box ∼1000 soft label
QFA2SR [39] Black-box 0 each speaker’s sample
PT-AE attack Black-box 0 target speaker’s sample

Queries: indicating the typical number of probes need to interact with the black-box target model.
Soft level: the confidence score [41] or prediction score [149, 160, 41, 38, 171] from the target model.
Hard label: accept or reject result [176, 104] from the target model. (iv) QFA2SR [39] requires
the speech sample of each enrolled speaker in the target model. (v) Human perception means
integrating the human perception factor into the AE generation.
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Under the TPR framework, we formulate a two-stage PT-AE attack that can be launched

over the air against a black-box target model. In the first stage, we narrow down from a full

set of carriers to a subset of candidates with high TPRs for the attacker’s target speaker.

In the second stage, we adopt an ensemble learning-based formulation [106] that selects

the best carrier candidates from the first stage and manipulates their auditory features to

minimize a joint loss objective of attack effectiveness and human perception. Real-world

experiments show that the proposed PT-AE attack achieves the success rates of 45.8%–

80.8% against open-source models in the digital-line scenario and 47.9%–58.3% against smart

devices, including Apple HomePod (Siri), Amazon Echo, and Google Home, in the over-the-

air scenario. Compared with two recent attack strategies Smack [171] and QFA2SR [39], our

strategy achieves improvements of 263.7% (attack success) and 10.7% (human perception

score) over Smack, and 95.9% (attack success) and 44.9% (human perception score) over

QFA2SR. Table 1.1 provides a comparison of the required knowledge between the proposed

PT-AE attack and existing strategies.

1.3 Dissertation Overview

In Chapter 2, we provide a novel attack vector that opens a new avenue for generating

adversarial examples (AEs) by integrating human factors into the attack design, and this

approach is more like leveraging AI to better defeat both humans and AI systems. The

results are as expected: Our AEs can improve music quality by over 80attack success rate

as compared to existing representative works. Such an effective adversarial attack should

receive more attention, as these music AEs can harm revenue (e.g., monetization from adver-

tisements), and we are pushing for the development of more practical and robust AI systems

to protect the rights of each copyright owner.

In Chapter 3, we explore the process of pushing the practicality of black-box attacks

on the speaker recognition models. We will investigate how to use just a few seconds of

speech knowledge to reproduce speech samples that sound like the target speaker and use
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these reproduced speeches can be used as the training dataset for our surrogate models.

It is also intriguing to investigate how synthetic speech can enhance the transferability of

AEs. Therefore, we built our surrogate model with synthetic data, and we also systematically

evaluated the AEs of exiting speech attack methods and explored how to generate audio AEs

with considerations for both transferability and human perception. Finally, the results show

that our strategy against smart devices (e.g. Amazon Echo, Apple Homepod, and Google

Home) achieves improvements of 95.9% in attack success and 44.9% in speech quality over

existing works. This research work also exposes the practical black-box attack on real-world

AI applications. In Chapter 4, we conclude the dissertation and discuss future work.
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Chapter 2: Creating Adversarial Music via Reverse-Engineering Human

Perception

The perception-aware attack 1 investigates integrating the human factors in the adver-

sarial attack loops to generate the adversarial examples with high audio quality.

2.1 Abstract

In this work, we formulate the adversarial attack against music signals as a new perception-

aware attack framework, which integrates human study into adversarial attack design. Specif-

ically, we conduct a human study to quantify the human perception with respect to a change

of a music signal. We invite human participants to rate their perceived deviation based on

pairs of original and perturbed music signals, and reverse-engineer the human perception

process by regression analysis to predict the human-perceived deviation given a perturbed

signal. The perception-aware attack is then formulated as an optimization problem that

finds an optimal perturbation signal to minimize the prediction of perceived deviation from

the regressed human perception model. We use the perception-aware framework to design

a realistic adversarial music attack against YouTube’s copyright detector2. Experiments

show that the perception-aware attack produces adversarial music with significantly better

perceptual quality than prior work.

1This chapter was published in ACM Conference on Computer and Communications Security (CCS)
2022. Permission is included in Appendix A

2Here we provide an anonymous YouTube link of the demos of our and prior attacks
(https://www.youtube.com/watch?v=jK3ejLtx750)
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Figure 2.1 Music with multiple track signals.

2.2 Background of Music Signal and Adversarial Attacks

In this section, we briefly introduce the background and describe our motivation and

design intuition.

2.2.1 Representation of Music Signal

In Fig. 2.1, a digital music signal s(t) at sample time t ∈ {0, 1, 2, · · · ,T} (where T is the

number of signal samples) can be represented as the sum of audio track signals [153], i.e.,

s(t) =
∑J

j=1 sj(t), where J is the number of tracks, and the track signal sj(t) is a time-series

of harmonic notes [115, 116, 87, 135]. A note, similar to a phoneme of speech [174, 172], is

the smallest signal unit of a piece of music consisting of a fundamental frequency and a set

of harmonics [65, 66, 157].

2.2.2 Adversarial Audio Attacks

Given a classifier with prediction function f (·) which takes the input audio signal s(t)

and outputs the correct label f (s(t)) = y , existing adversarial audio attacks [36, 169, 132]

aim to add a small signal perturbation δ(t) to the original audio signal s(t), and then supply

the perturbed signal ŝ(t)=s(t)+δ(t) to the classifier that accordingly generates an incorrect
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label. The method of creating δ(t), which mainly inherits from the fundamental framework

in the image domain [35, 148], can be formulated as

minimize ∥δ(t)∥p (2.1)

subject to f (ŝ(t)) ̸= y ,

where ∥δ(t)∥p denotes the Lp norm of the perturbation δ(t) [35, 70]. The objective of

(2.1) is to minimize the change of the perturbed signal ŝ(t) from the original s(t). Since

it is computationally difficult to solve (2.1), many variants of formulating the adversarial

audio attacks have been proposed for distinct attack scenarios, such as speech recognition

[36, 169, 132], speaker recognition [38, 176], and music copyright detection [137]. To still

make ŝ(t) look like s(t), these formulations limit the Lp norm of the perturbation δ(t) within

a given threshold ϵ, i.e., ∥δ(t)∥p ≤ ϵ.

The L∞, L2, and L0 norms are commonly adopted in the literature to create adversarial

attacks targeting various audio signal classifiers [36, 102, 176, 38, 93].

2.2.3 Motivation and Design Intuition

Although existing adversarial audio attacks mathematically limit the magnitude of the

perturbation δ(t) via ∥δ(t)∥p ≤ ϵ, it is still not clear whether such a constraint is the most

effective to make the perturbation unnoticeable by human beings. For example, a few studies

[35, 132] have noted the concern on whether the Lp norm metric is appropriate to measure

the signal similarity from the human perception perspective. In other words, there is no

evidence to show that the deviation in human cognition can be represented by ∥δ(t)∥p. As

a result, we are motivated to investigate the problem. Our goals are twofold: 1) relating

the change of a music signal to the deviation of human perception and 2) finding a new way

to create the perturbation that is unnoticeable by human beings as much as possible. To

achieve these goals, our design consists of three major components.
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1) Reverse-engineering human perception of signal deviation, we treat human percep-

tion as a black box and design a human study to quantify human perceived deviations.

Specifically, we invite volunteers to assign a rating of perceived deviation to measure the

difference between the original and perturbed signals. Then, we reverse-engineer the black

box via regression analysis to build a relationship between the signal deviation and the

human-perceived deviation.

2) Reformulating the adversarial audio attack as the perception-aware attack, based on

the relationship found in the human study, we establish the perception-aware attack frame-

work with the objective to quantitatively minimize the perceived deviation while attacking

audio classification.

3) Demonstrating a realistic attack against a music copyright detector, based on the new

attack framework, we create adversarial music against YouTube’s copyright detector. We

demonstrate via experiments the effectiveness of the attack in terms of success rate and

human-perceived deviation.

2.2.4 Threat Model

We consider an attacker that aims to find a perturbation δ(t) to a music signal s(t) such

that ŝ(t)=s(t)+δ(t) leads to an incorrect output of an audio signal classifier, which is similar

to the goal of existing audio attacks [148, 36, 169, 102, 176, 137]. At the same time, the

attacker is designed to be aware of how ŝ(t) affects the human perception and minimizes

its perceived deviation from s(t). We assume that the attacker has no knowledge of the

algorithm design or parameter choices in the classifier, but has access to the classification

result of any input signal. We also assume that the attacker has no access to the classifier’s

training database. A representative commercial scenario is that an attacker wants to bypass

YouTube’s copyright detector [137] and use copyrighted music content in an unauthorized

way to attract more online views for advertisement revenue gain.
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2.3 Reverse-Engineering Human Perception of Music Signals

In this section, we present how to quantify the human perceived deviation of music

signals. We first analyze the key features for the signal quality, then conduct the human

study, and lastly present the study results and regression analysis.

2.3.1 Audio Features for Human Perception

Based on existing studies in audio engineering [130, 152, 114, 72, 95], there are four

widely-used features: pitch, rhythm, timbre, and loudness. Pitch is the subjective perception

of highness or lowness of a sound, and is referred to as the fundamental frequency ω0 of a

note [76, 107]. Rhythm is described as the tempo of the musical sound [152], which depends

on the length of each note and the time intervals between adjacent notes. Timbre is the

mixture of the harmonics, which brings the ”color” to music [107, 163], and it is similar to

the characteristics of the speech [51]. Loudness measures the intensity of an audio signal

and can be seen as the energy level or the volume of the signal [152].

In the following, we briefly introduce the commonly-used methods to compute the feature

deviations between two signals s(t) and ŝ(t) in the literature. For each feature, the procedure

is the same and shown in Fig. 2.2: s(t) and ŝ(t) each will be separated into frames with a

small time interval (e.g., 16ms [72]). The signal samples in each frame are used to generate

a feature value (e.g., pitch value). The feature values from all frames constitute a time-series

data vector. Then, an algorithm called Dynamic Timing Warping (DTW) [138, 139] is used

to quantify the similarity between the time-series vector for s(t) and the one for ŝ(t), and

generate a vector of frame-wise deviation values for the feature. The advantage of DTW

over the Euclidean distance is that DTW can reduce the time distortion [133] via finding an

optimal path between two time-series vectors. For instance, the red line in Fig. 2.2 indicates

the DTW path between s(t) and ŝ(t).

The pitch value in each frame is the basic frequency ω0 obtained via pitch estima-

tion, which is a maximum likelihood estimation problem [59] via finding ω0 from harmonics
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Figure 2.2 Computing deviation values via DTW.

∑M
m=1mω0. The estimated pitch values from all frames form a time series for each signal

and then DTW is used to generate the vector of frame-wise pitch deviation values between

the two signals.

Rhythm computation is based on pitch estimation. A deviation value for rhythm between

two frames is computed as the linear regression error in DTW during computing the deviation

value for pitch [114]. All these values generated during DTW form the vector of frame-wise

deviation values for rhythm.

The timbre value for each frame is computed as a Mel-Frequency Cepstrum Coefficient

(MFCC) [50]. The vector of frame-wise deviation values for timbre is the result of the DTW

between the MFCC vectors for s(t) and ŝ(t).

Loudness is closely related to the Lp norm used in existing adversarial attack formulations

(2.1). The loudness for each frame is usually calculated as the short-term log-energy [152],
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Figure 2.3 Impacts of a noise-like perturbation on the music features.

which is the logarithm of the total energy of the frame. After two short-term log-energy

vectors for s(t) and ŝ(t) are obtained, the DTW between them generates the vector of

frame-wise deviation values for loudness.

The last step for each feature is to aggregate the computed vector of frame-wise de-

viation values into a single value to represent the overall feature deviation. According to

existing studies [136, 72], the non-linear average calculation is commonly adopted for pitch

and rhythm aggregations, and linear averaging is used for timbre and loudness. After the
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aggregations, the resultant four feature deviation values form a final feature deviation vector

to describe the audio characteristic deviation from s(t) to ŝ(t).

2.3.2 Impacts of Audio Feature Deviations

To have a good sense of how pitch, rhythm, timbre, and loudness change in a perturbed

music signal, we show the feature deviations caused by an adversarial example in [137] in

Fig. 2.3.

As [137] adopted an Lp norm based formulation to create adversarial audio and limited

the Lp norm of the perturbation, Fig. 2.3a shows that there is a minor waveform change in

the time-domain between the original and perturbed music signal. This indicates that the

perturbation only incurs a small energy or loudness change to the original signal.

Next, we look at the waveform change in the frequency-domain and compare the power

spectrum in Fig. 2.3b. The observed change is more evident than the time domain in

Fig. 2.3b: the third harmonic in the original harmonics is suppressed, which leads to in-

harmonicity in the signal and can negatively impact the timbre feature and accordingly the

audio quality.

If we look at the pitch contours (i.e., the curves drawn by connecting all pitch values over

time) for the original and perturbed signals in Fig. 2.3c, we observe the evident difference

of the pitch features between the two signals. Similarly, Fig. 2.3d shows the optimal DTW

path of the perturbed signal to the original one. Intuitively, a music signal with the minimal

rhythm deviation should have a nearly straight line DTW path. Fig. 2.3d shows that the

DTW path of the perturbed signal is tortuous compared with the original one.

Note that creating adversarial music inevitably causes some distortions of the original

signal. Fig. 2.3 demonstrates that there may exist some way to better coordinate such

distortions among all audio features to mimic the original signal’s quality as much as possible

since they are eventually perceived by humans. If we look at the basic adversarial audio

attack formulation used in recent research [38, 102, 137], the Lp norm of the additive noise
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is only relevant to the loudness feature without a clear relation to the other three features.

It is evident that Lp norm is much easier to compute than pitch, rhythm, and timbre via

gradient descend. At the current stage, we do not focus on the computational aspect but on

the human perception aspect and continue to understand how these features affect human

perception.

2.3.3 Human Study Procedures and Setups

To understand how different features affect human perception. We conduct a human

study with the procedure shown in Fig. 2.4: we first generate a dataset that consists of pairs

of original and perturbed music signals. For each pair, we can compute (according to the

procedure in Section 2.3.1) the deviation values for the four features, which form a feature

deviation vector. Then, we invite every human participant to assign a deviation rating to

each pair based on his/her perceived difference. Next, considering the feature deviation

vectors as the inputs and the human ratings as the outputs, we use regression analysis to

find the best model to describe the relation between the vectors and the ratings. In this way,

we can reverse-engineer the human perception process to build an approximation model to

quantitatively predict how much a perturbed signal is perceived by a human.

Original music

     signal s(t)

Deviation

  metric

Ratings
Performance evaluation

Best

Regression models

Regression analysisHuman perception ratings

Deviation computation Sensitivity analysis

Dataset generation

·  Pitch

·  Rhythm

·  Timbre

·  Loudness

·  Pitch

·  Rhythm

·  Timbre
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Perturbed music

     signal s(t)
DD ii ttii

Figure 2.4 The human study procedure and steps.

Since there is no publicly available dataset that provides various versions of perturbed

music signals, we propose to generate our own dataset with the following requirements:
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Figure 2.5 Distributions of human ratings of perceived deviation for all pairs of music clips.

sufficient diversity of music genres, sufficient perturbations from the pitch, rhythm, timbre,

and loudness perspective, and slight or moderate perturbation to avoid making participants

feel overly noisy.

We build a dataset of 60 pairs of original and perturbed music clips from the genres

of Pop, Hip-hop, Rock, Jazz, Classical, R&B, Country, and Disco. To make participants

concentrate on each small perturbation, we crop each music clip to a 5-second WAV format

(16kHz, 16-bit PCM, Mono) to avoid audio compression. As there is no guideline or reference

to standardize the dataset generation for our study, we aim to create perturbed signals with

different feature deviations and varying intensities for human participants such that the

data is diverse for regression analysis. Specifically, we use two main mechanisms to create

perturbed music clips.

1) Additive noise: an intuitive method is to inject additive noise into the original music.

The noise will affect all four features at the same time. To broadly affect the original

music, we consider injecting the noise from three aspects: amplitude, frequency and time.

To control the amplitude of the noise, we can choose the signal-to-noise (SNR) level from

0dB, 5dB, 10dB, and 15dB [154]. To inject frequency-sensitive noise, we use both white

noise [155] (covering all frequencies with equal intensity) and colored noise (with the power

concentrated at certain frequencies). To make noise time-varying, we set random duration

and interval of the noise, but the total injection duration is less than the half of the original

music length.
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2) Additive notes: To ensure distinctive deviations among all music features, we also

inject additive notes to the original music. To inject notes with the pitch manipulation, we

randomly choose notes with the pitch value from 27.5Hz to 4186Hz [100] (88 notes space).

For rhythm manipulation, we randomly select the additive notes with different lengths and

ensure the intervals between adjacent notes are less than 50% of the original signal’s length.

To create timbre deviation, we select different instruments to play the additive notes as long

as the notes are within the valid pitch ranges of those instruments.

We recruited 35 participants whose ages fell between 20 and 35. All the participants

are volunteers without any compensation. Each participant was asked to listen to each pair

of the original and perturbed music clips, and then assign a deviation rating on a Likert

scale [150] according to his/her overall music perception: 0−1 perfect perceptual quality

with imperceptible noise, 1−2 good perceptual quality with quiet noise, 2−3 noticeable with

slight noise, 3−4 noticeable and noisy, and 4−5 very noisy. More specifically, 1−2 means

volunteers can only notice some small perturbation after listening to a part of music clips

many times, and 2−3 indicates the deviation can be noticed by listeners but not noisy.

During the experiments, all the volunteers were given the same earphone with the same

initial volume setting. They can listen to a music clip as many times as they want.

Our study involved human participants that assigned ratings by listening to music. The

full protocol was reviewed and exempted by our Institutional Review Board (IRB), which

has determined that the study involves the minimal risk for human participants (i.e., the

risk is no more than the one that they face during their daily lives). We follow the approved

protocol to inform them of the full study procedure and protect their identities without

publishing any personally identifiable information.

Given the computed feature deviations from the original and perturbed music clips as

well as the human participant ratings of their perceived deviation, we aim to find the best

regression model M∗ ∈ M in the model set M to minimize the mean squared error (MSE)
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of regressed prediction, i.e.,

M∗ = argmin
M∈M

E∥r −M(dp, dr , dt , dl)∥22, (2.2)

where r is the human participant rating, dp, dr , dt , and dl are the deviation values (com-

puted according to the procedure in Section 2.3.1) for pitch, rhythm, timbre, and loudness,

respectively. In our study, we choose Linear Regression [152, 73], Support Vector Regression,

Random Forest, Logistic Regression, and Bayesian Ridge to form the model set M. With

M∗ found in (2.2), we use it to quantitatively predict any human-perceived deviation given

a pair of original and perturbed music signals.

2.3.4 Result Analysis and Discussion

Fig. 2.5 box-plots all the human ratings (ranging from 0 to 5) for individual pairs of

music clips from our human study. We can find in Fig. 2.5 that human perception is indeed

subjective: each pair of music clips has a range of deviation ratings by different participants;

there are always rating outliers for a pair of music clips. Fig. 2.5 also shows that overall,

the ratings and the 25%-75% boxes are roughly evenly distributed from 0 to 5, which offers

sufficient data diversity for regression analysis.

We first use each of Linear Regression, Support Vector Regression (SVR), Random Forest,

Logistic Regression, and Bayesian Ridge to model the relationship between feature deviation

values and the average human rating, and find the best model with the minimum MSE.

Table 2.1 shows the MSEs of different regression models during testing.

Table 2.1 MSEs of different regression models.

Model: Linear SVR Random Forest Logistic Bayesian

MSE: 1.2351 0.8558 0.1541 1.6572 1.2628
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Through regression analysis, we find that Random Forest performs the best among all

the five regression models. As Table 2.1 shows, Random Forest leads to an MSE of 0.1541,

which is substantially better than Support Vector Regression that achieves the second with

an MSE of 0.8558, but an over 5 times increase from Random Forest. The other models

result in even worse MSEs. As a result, we choose Random Forest as our regression model to

predict the human-perceived deviation. Specifically, given a pair of original and perturbed

signals, we name the prediction output of Random Forest as quantified deviation (qDev).

Then, we analyze to what extent qDev values and realistic human ratings move in tandem;

that is, an increase or decrease of value for one will lead to the same for the other. This

is important because when creating an adversarial attack against a classifier, we aim to

reduce the qDev value of a perturbed signal (so its deviation rating by a human should also

decrease) such that the perturbation is hardly noticed by a listener. We use Spearman’s rank

correlation coefficient [46, 141] to model the correlation in our study. Spearman’s coefficient

is a commonly used statistic measure to evaluate the relationship between two variables

using a monotonic function, where value 1 or -1 indicates that the two always move in the

same or opposite direction; value 0 means no correlation.

Table 2.2 Spearman’s coefficient between the human rating and a deviation measure.

Deviation Measure: L2 L∞ SNR qDev

Spearman’s Coefficient: 0.3909 0.0893 0.0134 0.9608

Table 2.2 lists the Spearman’s coefficients between the human rating and each of the

following deviation measures: L2 norm [137], L∞ norm [137, 38], SNR [172, 41], and qDev

from Random Forest. It is seen from Table 2.2 that qDev has a very high correlation with

the realistic human rating, indicating it can be quite useful for predicting a human-perceived

deviation of a signal. In other words, minimizing qDev in a mathematical formulation to

form an audio signal perturbation would be most likely suppress a human’s attention to

the signal deviation caused by the perturbation. Interestingly, we also observe that the
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commonly used Lp norms and SNR are in fact not well related to human perception (e.g.

L2 norm has the best correlation of 0.3909). Table 2.2 offers quantitative evidence to echo

the concern raised in related studies [35, 132] that suggests new ways to measure the human

perceptual similarity may be needed.

2.3.5 Sensitivity Analysis

To explore which feature is potentially more important than others in human perception,

we conduct sensitivity analysis via the One-at-a-time (OAT) strategy [31, 22, 117]: we remove

in turn pitch, rhythm, timbre, and loudness to form three-feature inputs for regression, and

measure the MSE of the resultant regression. We find Random Forest is always the best in

our OAT analysis to minimize the MSE with only three features reaming as the inputs.

Table 2.3 Sensitivity analysis for each feature.

Excluding: Pitch Rhythm Timbre Loudness None

MSE: 0.1891 0.1581 0.1889 0.3539 0.1541

Table 2.4 Sensitivity analysis for each two features.

Excluding: R&T T&L R&L P&T P&L P&R

MSE: 0.3033 0.3855 0.2071 0.3482 0.2337 0.1748

Correlation: 0.9306 0.9189 0.9437 0.9210 0.9363 0.9575

Table 2.3 shows the MSE of Random Forest for each regression of excluding pitch, rhythm,

timbre, and loudness in turn. From Table 2.3, loudness that represents the energy of the

perturbation appears to be the most sensitive feature to human-perceived deviation. For

example, removing loudness leads to a 129% MSE increase from 0.1541 to 0.3539. But it is

clear that the other features individually contribute to the overall human perception, and

removing one of them causes more MSE in the regression.
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Overall, we find in the human study that Random Forest is the best regression model to

yield the minimum MSE to predict the human rating as qDev. Simpler regression models,

such as Linear Regression or SVR, do not perform as well as Random Forest. This may also

confirm that human perception is indeed a complicated process. In addition, qDev is a much

more appropriate metric than the conventional Lp norm or SNR in terms of both MSE and

Spearman’s correlation with the human rating, and the features of pitch, rhythm, timbre,

loudness all contribute to the overall perception.

2.4 Perception-Aware Attack Strategies

With the metric of qDev regressed via Random Forest from audio features, we reformulate

the problem of creating adversarial music signals into a perception-aware attack framework.

We then analyze how to narrow down the search space in the reformulation, and eventually

find an efficient solution via dynamic clipping.

2.4.1 Problem Reformulation

Existing studies [36, 169, 102, 176] solve the original optimization problem in (2.1) via

finding a sub-optimal yet efficient alternative solution. For our perception-aware reformu-

lation, it is natural to think about reformulating existing alternative solutions by directly

replacing its Lp norm with the new metric of qDev. However, such a reformulation no longer

offers the advantage of computational efficiency because the process of computing audio

features in qDev is unfortunately non-linear, non-convex, and non-differentiable [59]. Ac-

cordingly, we formulate the perception-aware attack by replacing Lp norm with qDev in the

original form (2.1) as

minimize qDev(s(t), ŝ(t)), (2.3)

subject to f (ŝ(t)) ̸= y ,
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where qDev(s(t), ŝ(t)) denotes the qDev between the perturbed signal ŝ(t) = s(t) + δ(t)

and the original one s(t). To ensure ŝ(t) to be a valid waveform, we always constrain the

normalized amplitude of each of its sample points to be in [−1, 1] [38].

Finding the optimal solution to (2.3) becomes even more difficult than the original one in

(2.1) because computing qDev involves a much more complicated process than the Lp norm.

Our strategy is to analyze what properties the perturbation signal δ(t) should have towards

finding a solution to (2.3).

2.4.2 Perturbation Signal Property Analysis

Since the solution to (2.3) is computationally intractable, we have to narrow down the

search space for the perturbation signal δ(t) by analyzing what properties it should have.

The reformulation (2.3) means two obvious goals that the perturbation signal δ(t) should

achieve: 1) misclassification (i.e., the attack should fool the classifier) and 2) minimized qDev

(i.e., it also produces good perceptual quality a human can perceive). At first glance, the two

goals seem to contradict with each other (as the best perceptual quality of music indicates

no change of its signal and thus no attack success). We need to explore one step further to

understand what audio features δ(t) needs as a result of each of the two goals, then consider

all needed features jointly to reconcile any conflict to construct a search space of δ(t) that

is sufficiently narrowed down towards a feasible solution.

Here we discuss some properties for attacking audio fingerprinting. First, we consider

what feature properties δ(t) should have towards launching a successful attack. A key tech-

nique for audio signal classification is audio fingerprinting [32]. The technique and its variants

have been widely adopted in audio signal watermarking [26, 44], integrity verification [68],

music information retrieval [158, 37, 126], broadcast monitoring [20, 121, 75] and copyright

detection [137].

The essential idea in audio fingerprinting is to consider certain high-energy areas of an

audio signal in the spectrogram as its fingerprints. As an example shown in Fig. 2.6(a)
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(a) Fingerprinting generation. (b) Distribution of peaks.

Figure 2.6 Fingerprinting generation via finding all peaks in a signal’s spectrogram.

[158]: an energy peak (anchor point) is paired with other peaks within a certain target

area in a signal’s spectrogram, then the fingerprints are computed based on the frequency

information of the peaks and the time intervals between them. Fig. 2.6(b) shows there are

many peaks in a signal’s spectrogram that lead to a large number of fingerprints for audio

signal classification and identification.

As we can observe from Fig. 2.6, peaks in the spectrogram are a key feature for audio

signal classification. These peaks are usually the results of a mixture of high-energy points of

audio signal harmonics [74, 68, 158]. From the attacker’s perspective, creating new positions

of harmonics in the spectrogram should be a direct way to manipulate the fingerprints,

which can lead to the misclassification of the signal. In the audio features, timbre is the

most relevant to the harmonics of the signal [107, 135]. Given an energy threshold (that

represents the loudness) for perturbation δ(t), a good way to create the attack is to affect

the feature of timbre for the signal.

Next, we consider what feature properties δ(t) should have for good music perceptual

quality. From the sensitivity analysis in the human study in Section 2.3.5, all features, pitch,

rhythm, timbre, affect the human perception of signal deviation or the metric of qDev. The
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change of any of them may result in an increase of qDev and accordingly a noticeable

change by human perception. Hence, a reasonable strategy for creating δ(t) given an energy

threshold is to incur the change of only one feature while making the other feature deviations

small such that the qDev aggregated over all features remains small.

To summarize, it would be good to 1) change the feature of timbre for a potentially

successful attack, and 2) manipulate only one feature while keeping the others unchanged as

much as possible to maintain the perceptual quality. To reconcile the two requirements: we

propose to change timbre much more than the other features.

Now the question becomes how to create δ(t) with a quite different timbre feature while

maintaining almost the same pitch and rhythm features. The traditional perturbation design

in (2.1) usually generates a noise-like perturbation and is not able to create this required

signal because it causes all distortions of pitch, rhythms, and timbre (as shown in Fig. 2.3).

As a music signal consists of well-crafted, human-enjoyable musical notes, we propose to

create δ(t) by reproducing the same music notes via new instruments. The timbre feature

is always associated with the harmonics, and we can find these natural harmonics from the

instruments. In this way, the timbre of δ(t) can be changed substantially due to different

harmonic characteristics of new instruments; but pitch and rhythm may deviate less if we find

appropriate instruments to play the same notes. To demonstrate the feasibility of our design,

we compare the feature deviations of a perturbed music signal mixed by randomly-generated

noise and instrument-generated music notes.

Table 2.5 Noise vs notes played by a different instrument.

Pitch Rhythm Timbre Loudness qDev

Instrument: 0 0.85 25320 2873 2.23

Noise: 0.9049 7.239 19521 1988 3.86

As shown in Table 2.5, the additive instrument produces a higher loudness value than

noise (indicating a more energy level); at the same time, it generates more timbre deviations
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(25320 vs 19521) but less pitch and rhythm deviations than the noise. Depending on the

difference between s(t) to ŝ(t), the non-linearly aggregated pitch and rhythm deviations have

values commonly in the range from 0 to 50, and the linearly aggregated timbre and loudness

deviations usually range from zero to tens of thousands. There exists an obvious deviation

gap between instrument-generated notes and randomly-generated noise of different features.

We also use qDev to quantify the deviations, and the instrument-generated notes have a

clearly lower qDev value than random noise (2.23 vs 3.86). This makes it a much more

desirable signal component for δ(t) in terms of both human-perceived quality (low qDev)

and attack effectiveness (more timbre variation).

Consequently, we can effectively narrow down the search space by considering δ(t) as a

linear combination of signals consisting of the same music notes played by different instru-

ments for the original music signal. Then, generating the perturbed signal ŝ(t)= s(t)+δ(t)

is like finding “subtle” instrumental track signals then optimally remixing them (based on

qDev) into the original music.

It is worth mentioning that a music signal can consist of both instrumental and vocal

tracks. It is possible to add a new vocal track (i.e., the same vocal notes sung by a different

voice to change the feature of timbre) into the perturbation δ(t). As it is easier to generate

instrumental signals by computer music synthesis, we only use instrumental tracks to form

δ(t) in this paper.

2.4.3 Perception-Aware Attack Formulation

With the shrunk search space, we write δ(t) =
∑K

k=1 θkδk(t), where K denotes the number

of different instrumental tracks, δk(t) is the k-th instrumental track signal, and θk is the non-

negative weight for δk(t). Next, we reformulate (2.3) into a perception-aware attack of finding
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the best linear weights θk in δ(t) to minimize the qDev:

minimize
{θk}k∈[1,K ]

qDev
(
s(t), s(t) +

∑K

k=1
θkδk(t)

)
(2.4)

subject to f
(
s(t) +

∑K

k=1
θkδk(t)

)
̸= y ,∑K

k=1
θk ≤ ϵ, (2.5)

Ps(t)⊆Pδk (t) ∀ k∈{k |k∈ [1,K ], θk ̸=0}, (2.6)

where (2.5) ensures the energy level of the perturbation signal δ(t) is less than a threshold ϵ,

Ps(t) and Pδk (t) in (2.6) represent the sets of pitch values in the original signal s(t) and the

k-th track signal δk(t), respectively; (2.6) ensures that δk(t) covers the pitch range of s(t)

so the pitch feature of δk(t) does not deviate much from s(t).

The optimization (2.4) is a problem of finding the optimal linear weights. Although still

non-differentiable, (2.4) opens a door for a grid search based heuristic solution. Specifically,

we can let each linear weight θk be a multiple of a small step ∆ (that is a fraction of the

threshold ϵ in (2.5)), then enumerate all combinations of possible values for {θk}k∈[1,K ] to find

a solution to (2.4). For example, setting ∆=0.1ϵ and K =10 produces 92,378 combinations

in total. Iterating through them, though not very efficient, is quite feasible for an attacker’s

computing capability today.

2.4.4 Dynamic Clipping

The optimization in (2.4) finds out a perturbation signal δ(t) based on the entire duration

of the original signal s(t). However, a piece of music can consist of multiple segments with

audio characteristics varying within a wide range of instruments and vocals, creating distinct

timbre features. For better perceptual quality and attack effectiveness, it is necessary to

segment s(t) into N clips according to evident timbre changes and create the perturbation

for each clip using the clip-wise optimization based on (2.4). We call this procedure dynamic

clipping.
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Figure 2.7 Overview of dynamic clipping.

Fig. 2.7 shows the overall process of dynamic clipping: in order to dynamically segment

s(t) into N clips, we first separate s(t) into small frames and compute the timbre deviation

between each pair of adjacent frames (using the timbre deviation calculation discussed in

Section 2.3.1). Then, we identify N−1 pairs which have the N−1 largest adjacent-frame

deviation values, as they contain the most evident N−1 changes of timbre over the duration

of the music. We use the timing boundary between two frames in a pair as a timing position

to segment s(t). In this way, s(t) is segmented into N clips, each of which will be used to

find a corresponding perturbation based on (2.4).

2.5 Realistic Black-box Attack against Copyright Detector

In this section, we create a realistic attack based on the perception-aware attack frame-

work in Section 2.4. We choose the YouTube copyright detector as our target as YouTube

has exhibited some robustness against noise and perturbations [137]. Because there is no

knowledge of YouTube’s design, we create our own detector based on open-source information

for an adversarial transfer attack. We first present how to generate additional instrumen-

tal tracks for the perturbation signal given a music signal, then describe the design of our

detector as a surrogate model for YouTube’s detector.
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2.5.1 Perturbation Signal Generation

Perturbation signals generated by (2.4) require the detailed music notes of the original

music. For a popular piece of music, its Musical Instrument Digital Interface (MIDI) file

is usually available in online databases (e.g., FreeMidi.org and Nonstop2k3). The MIDI file

contains all instrumental tracks with music notes. We use Music214 to play a downloaded

MIDI file with different instruments to form a perturbation for (2.4). To achieve the diversity

of the timbre feature for (2.4), we consider an instrument set of instruments across the

four families stringed (Guitar, Electric Guitar, Violin, Viola, Cello, Bass, Electric Bass),

woodwind (Clarinet, Flute, Saxophone, Oboe, Bassoon), brass (Trumpet, Baritone, Tuba,

Horn, Trombone), keyboard (Piano, Electric Piano). We empirically select at most two

instruments from each family based on a music genre to reduce the computational complexity

and the pitch range requirement for perturbation generation in (2.6).

2.5.2 Surrogate Detector

A copyright detector takes audio fingerprinting features as the input. We select the

fingerprints and their extraction method introduced in [158]. We extract fingerprints by

considering the time, frequency, and amplitude data of the audio. Specifically, we use Fast

Fourier Transform (FFT) to generate a spectrogram of an audio signal and extract the spec-

tral peaks of acoustic harmonics, which are shown invariant and reproducible from signal

degradation [33] and robust to noise and distortion [158]. We then apply the fast combinato-

rial hashing method [158] to form these fingerprints to hashes for the similarity comparison

later.

3FreeMidi.org:https://freemidi.org/, Nonstop2k:https://www.nonstop2k.com/
4Music21 is a Python-based toolkit for computer-aided musicology. In this work, we use it to produce

different instrumental tracks playing the same musical notes
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2.5.3 Detection Design

The detection is built to compute the similarity of the fingerprints of an input signal

to the detector’s database. If the similarity score is higher than a similarity threshold, the

detector will raise an alarm. To ensure our surrogate detector has a degree of transferability

to YouTube’s detector, we must adopt a threshold that is similar to YouTube’s. We note

that our objective is not to precisely rebuild YouTube’s model, but to choose an appropriate

threshold (even in a rough way) such that we can use the surrogate detector to predict the

output label during minimizing qDev in (2.4). Because music consists of diversities of audio

features, we choose one threshold for each of 8 music genres: Pop, Hip-hop, Rock, Classical,

Jazz, R&B, Country, and Disco.

Fig. 2.8 shows the process we use to approximately calibrate the surrogate detector’s

threshold towards YouTube’s. This process is similar to the one proposed in [38] that esti-

mates the threshold of a black-box model. In particular, to obtain the threshold for a music

genre, we choose a song from the genre, crop it into clips, choose the most representative

clip that contains the highest number of fingerprints among all the clips. Then, we randomly

add instrumental track signals with different energy levels to this clip, generating a number

of clips with perturbations of varying energy levels. We send these clips to YouTube to see

the copyright detection results, and set the detection threshold for the surrogate detector

such that it yields the same results as YouTube does.

2.6 Experiments and Results

In this section, we present the experiments and results. We first describe the experimental

settings, then discuss the audio perceptual quality and attack effectiveness of generated

adversarial music.
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Figure 2.8 Process of obtaining the threshold from YouTube.

2.6.1 Experiments Setup

To cover a wide range of music data, we selected 32 top hits songs of the last 20 years

from 8 genres: Pop, Hip-hop, Rock, Classical, Jazz, R&B, Country, and Disco. We created

40 clips of 5–10 seconds and 160 clips of 30 seconds for evaluations. We have verified that

all the clips were copyright-detected by YouTube.

The default settings in (2.4) for the perception-aware attack include the search step

∆=0.1ϵ, the number of instruments for perturbation generation K =7, and the number of

clips in dynamic clipping N=6.

We compare the perception-aware attack with a recent attack method (the ICML20

method) against YouTube in [137], which tried to limit the Lp-norm of the perturbation

and force the perturbation look like a natural signal. We directly adopted the source code

provided by the authors of [137] in our experiments. We also implemented a random noise

attack method that adds random noise to music as a baseline case.

It is worth noting that [137] found YouTube exhibited some degree of robustness against

noise-like adversarial perturbations. During our research, we also find that YouTube has been

continuously improving its copyright detector. For example, both the adversarial sample

originally provided in [137] and our early examples no longer succeed against YouTube. We

suspect that YouTube has a de-noising or noise-resilient mechanism and keeps improving it

for robust copyright detection.
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Here we provide an anonymous YouTube link that demonstrates adversarial music clips

created by the perception-aware attack in comparison with the ICML20 attack and the

random noise attack: https://www.youtube.com/watch?v=jK3ejLtx750.

2.6.2 Perceptual Quality of Adversarial Music

We first evaluate the perceptual quality of adversarial music created by the perception-

aware, ICML20, and random noise attacks. In the experiments, given original music, we

created perturbed music clips of 5–10 seconds under each attack by increasing the energy

threshold of the perturbation such that the perturbed clip exactly bypassed YouTube’s de-

tector. For each perturbed clip, we used the Random Forest regressed qDev in Section 2.3.4

to predict its deviation from the original clip. We also involved human participants and let

each of them assign an actual deviation rating based on their perceived difference between

the original and perturbed music clips. The same earphone and the same rating guideline

were used.

Fig. 2.9 illustrates the average human ratings and qDev values of the perception-aware,

ICML20, and random noise attacks for each music genre. It is evident from the figure that

the perception-aware attack always achieves much smaller deviation ratings and qDev values

than the other two attacks. For example, for classical music, the perception-aware attack

obtains a rating of 0.71 (indicating nearly perfect perceptual quality according to the rating

guideline) while the ICML20 and noise attacks get 3.15 and 3.40, respectively (indicating

noticeable and noisy). It is also observed that rock music seems harder to perturb for the

perception-aware attack and has a rating of 2.90 (noticeable with slight noise). Overall,

Fig. 2.9 shows that the perception-aware attack achieves substantially better perceptual

quality than the ICML20 and random noise attacks.

By comparing the qDev value with the human rating in every music genre in Fig. 2.9, we

can see that qDev is a good prediction to the human rating as the qDev does not deviate much

from the average human rating for each genre. For example, the Hip-hop music created by
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Figure 2.9 Human ratings and qDev values: Perception-aware, ICML20, psychoacoustic
and random noise attacks.

the perception-aware attack has the qDev of 2.06 compared with the average human rating

of 2.07. Table 2.6 shows the MSE for qDev prediction in each music genre. The MSE

of qDev averaged over all music genres is 0.3294 in our experiments, which is higher than

the training MSE of 0.1541 in regression analysis in Section 2.3.4 but is better than other

regression models.

We also evaluate the impact of dynamic clipping in Section 2.4.4 on the overall perceptual

quality of the perturbed music. We compare its performance with a static clipping design in

which a clip is uniformly segmented into 6 smaller clips with equal length for perturbation

generation.

Table 2.9 shows the qDev values of the two designs for different music genres. We can

observe that dynamic clipping achieves uniformly better perceptual quality in all genres.

Previous experiments were conducted in a formal lab setting to quantify the perceived

deviation via actual human ratings and qDev estimates. When a person listens to music

during the daily life, there is no reference for him/her to perceive a deviation. The person

may or may not notice an issue if the music is perturbed.

We conducted another experiment to measure how a human participants perceive per-

turbed music without reference. In particular, we selected 16 30-second music clips, and

asked two questions to each participant for each clip: If familiar with the music: Assign a
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Table 2.6 The MSE of qDev averaged among genres

Pop Hip-hop Rock Classical -

MSE-G1: 0.7256 0.1607 0.2347 0.4803 -

MSE-G2: 1.0268 0.3158 0.3818 0.2303 -

MSE-G1*: 1.8894 2.0828 3.1533 0.7655 -

MSE-G2*: 2.4649 1.8025 2.8255 1.1740 -

Jazz R&B Country Disco Overall

MSE-G1: 0.1531 0.4263 0.4442 0.7352 0.4107

MSE-G2: 0.3326 1.2768 0.2991 1.0670 0.5848

MSE-G1*: 2.3529 3.0245 0.4880 0.7493 2.0054

MSE-G2*: 2.6149 2.9379 2.7360 1.5489 2.2944

Note that, ”MSE-G1” means the MSE result of the previous group participants who took
the user study in 2.3 before the evaluation. To evaluate the generalizability, we invite a
new group volunteer which is denoted as ”MSE-G2”. ”MSE-G1*” and ’MSE-G2*” denotes
the MSE result of the different qDev model which is trained without additive noise dataset
in 2.3.3.

deviation rating based on your memory using the same rating guideline. Otherwise: Do you

feel abnormal about the music? Please answer 1) Yes, 2) No, or 3) Not Sure.

Table 2.8 shows the average human ratings without reference and average qDev values

for different music genres. We can find that the rating distribution among music genres is

quite similar to Fig. 2.9. For example, the Classical music can still achieve nearly perfect

perceptual quality of 0.86, and Rock and Hip-Hop are the worst genres to perturb and make

human participants feel noticeable with slight noise deviations. Interestingly, we find that

the human rating for R&B music is 0.5 (nearly perfect perceptual quality) without reference,

which is an improvement from the experiments with reference. The potential reason is that

the additive instrumental track signals sound natural and embedded to the original music. It

becomes hard for humans to recognize these different timbre features without any reference.

Fig. 2.10 depicts a more interesting result of the percentages of different answers by

participants unfamiliar with the given music. We can see that most participants do not notice
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Table 2.7 qDev values in dynamic vs static clipping.

Pop Hip-hop Rock Classical

Dynamic: 1.8953 2.9250 2.6051 1.4956
Static: 2.2522 3.1854 3.1955 1.7558

Jazz R&B Country Disco

Dynamic: 1.8653 1.3897 1.6925 2.1933
Static: 2.9192 2.0925 2.0230 2.2588

Table 2.8 Human ratings without reference and qDev.

Pop Hip-hop Rock Classical

Human rating G1: 1.4500 2.4428 2.4867 0.8583
Human rating G2: 1.9993 2.6408 2.7988 1.7367
qDev: 1.7850 2.7133 2.5653 1.6255

Jazz R&B Country Disco

Human rating G1: 1.7500 0.5000 1.4458 1.4821
Human rating G2: 1.8909 1.4333 2.6606 2.0053
qDev: 2.5679 1.4905 1.6925 2.1178
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Figure 2.10 Percentages of answers by participants of different groups unfamiliar with the
given music.

any abnormality in perturbed soft music (e.g., R&B, Pop, and Classical). For example, no

audience finds any issue in any R&B music; and 30% or more answers for Rock, Disco and

Jazz say that music clips are abnormal. Fig. 2.10 shows that the majority of participants do

not notice the subtle perturbation generated by the perception-aware attack. Considering the
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fact that participants may form a cognitive bias in the study (i.e., they might feel “obliged”

or “mentally-focused” to identify an abnormality), we think that a casual listener without

reference might be more unlikely to notice the perturbation of adversarial music created by

the perception-aware attack.

2.6.3 Attack Effectiveness vs qDev

Next, we measure the attack success rates of the perception-aware, ICML20, and random

noise attacks against YouTube. As discussed in Section 2.5.3, the fingerprinting similarity

thresholds in our surrogate detector were set roughly according to YouTube’s detection

results using a few music samples. But an adversarial music clip bypassing the surrogate

detector does not necessarily mean that it will also evade YouTube’s detection. In this

experiment, we used the perception-aware, ICML20, and random noise attacks to each create

240 adversarial clips of 30 seconds (that 100% bypassed the surrogate detector), and then

uploaded them to a private YouTube channel to test YouTube’s copyright detection.

It is clear that we can always get a 100% attack success rate by generating a sufficiently

large perturbation and adding it to the original music, which can, unfortunately, produce

extremely noisy sound. Hence, it is also necessary to pair the attack success rate with music

perceptual quality.

To this end, we focus on comparing the average qDev values of adversarial music clips

created by perception-aware, ICML20, and random noise attacks under the same attack

success rates against YouTube. Fig. 2.11 shows the comparison results. As shown in Fig. 2.11,

higher attack success rates come with lower music perceptual quality in general. The qDev

values of the perception-aware attack are always better than ICML20 and random noise

attacks for the same attack success rate. In particular, its qDev increases from 1.64 (good

quality with quiet noise) to 2.53 (noticeable with slight noise) when the attack success rate

goes from 20% to 80%; in contrast, the ICML20 attack has the qDev value increasing from

2.70 (noticeable with slight noise) to nearly 4 (very noisy). The random noise attack has the
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Figure 2.11 Comparisons of attack success rates and qDev.

highest qDev value almost reaching 5 when the attack success rate is 80%. Overall, Fig. 2.11

offers very intuitive comparisons and demonstrates that the perception-aware attack is able

to create more effective attacks against YouTube with better music quality.

In our experiments for the perception-aware attack, the number of instruments used to

generate the perturbation was set to be K = 7. It means that (2.4) always tries to find 7

weights assigned to 7 instrumental tracks. We can reduce the computational complexity

by restricting the number of instrumental tracks. The less the number, the less the com-

putational complexity (2.4) incurs. We conducted experiments to evaluate the impact of

this number. Specifically, we still used 7 instruments but only choose 1, 3, or 5 out of 7

to form the instrumental track(s) as the perturbations to create the adversarial music clips.

Under approximately the same attack success rates against YouTube, we show the average

qDev values of 160 adversarial music clips for each various instrument selection method in

Table 2.9.

We find in Table 2.9 that the qDev value gradually decreases from 2.8901 to 2.5902 when

we choose 1 to 7 out of 7 instruments to create the perturbations. This is expected as the
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Table 2.9 Attack success rates and qDev values for different numbers of instruments.

Number of instruments: 1 3 5 7

Success rate: 78.13% 80.00% 79.38% 80.63%
qDev: 2.8901 2.7256 2.6713 2.5902

objective of (2.4) is to minimize qDev and more instrument selections lead to a lower qDev

value. One interesting observation is that choosing less instruments does not quite affect the

attack success rate against YouTube. However, using only one instrument creates a quite

loud music signal played by the instrument that is more identifiable to humans. Adding more

instruments and distributing weights among them help suppress one single loud perturbation

signal and makes the overall perturbation less identifiable.

2.6.4 Discussions

Though the perception-aware attack produce better-quality perturbations, we can still

notice deviations (some are minor and others more noticeable) from the perturbed music.

One may further improve the attack as discussed below.

The metric of qDev based on current data regression of human ratings is not sufficiently

sensitive to a small value difference. For example, a qDev value decrease from 4 to 1 should

indicate an evident music perceptual quality improvement; however, a decrease from 2.1 to

2.0 may well fall into the error range of subjective judgements and is not fully correlated

with music quality improvement. This may indicate that within this subtle qDev range, there

might exist other improvements to make the perturbation sound more natural and attached

to the original music. For example, some instruments (e.g., trumpet during our observations)

can produce audio characteristics more identifiable to humans than some others, making its

track evidently comparable to the foreground tracks (e.g., the main vocal track) in the

original music. It may be necessary for (2.4) to select such an instrument to beat the

classification via creating more timbre variations and minimize the qDev. There may exist
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other benchmarks in this case to further differentiate the selection of instruments as a small

qDev difference may no longer help the selection.

Dynamic clipping segments a music signal into multiple clips and finds the optimal addi-

tional instruments for each clip. When the instrument sets for adjacent clips are chosen in a

distinct way, human participants may be sharp enough to notice an instrumental transition.

Smoothing this transition may result in a better experience; but the smoothing still needs

to take suppressing audio fingerprints into consideration.

Our human-in-the-loop methodology can be extended to the speech domain. There are

technical differences between fingerprinting music and recognizing speech. We expect this

leads to non-trivial efforts to rebuild the qDev based on human perception of speech differ-

ence, perform sensitivity analysis for speech features, and then shrink the search space by

considering qDev-friendly signals (e.g., from a set of synthetic speech phonemes) to minimize

the non-differentiable qDev, which can form another full research study adopting a similar

methodology.

We build the qDev model aims to evaluate the relative quality of the perturbed music

rather than an absolute musical expertise ratings. Although there exists some bias in the

human subjects, qDev can still be an effective predictor to evaluate a better or worse qual-

ity of the perturbed music with its own criteria, which is satisfied to achieve the goal of

minimizing the music perception deviation in our attack.

The perception-aware attack does not cause an immediate operational impact, such as

denial of service; but it can pose as an evident abusive risk for YouTube’s copyright detector

whose main purpose is to combat monetizing copyrighted content without proper authoriza-

tion. Currently, we keep all the adversarial music clips private in YouTube for the research

purpose only. We plan to disclose our results to YouTube according to the disclosure win-

dow of 45–90 days ahead of publication. During the initial disclosure, we plan to provide a

detailed description of the attack strategy along with YouTube links to the created music

clips. We will work with YouTube during any follow-up communication.
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2.7 Discussions on Defense Strategies

Audio pre-processing is a potential method to reduce the effectiveness of adversarial

examples, as the small perturbation could be mitigated during the audio squeezing [172, 41,

38, 176] and audio compression [102, 48]. These defense methods are unlikely effective against

the perception-aware attack as squeezing/compression does not quite change the spectrogram

feature (e.g., the high energy harmonics will not be revised during the processing). On the

other hand, these defense methods may not be desirable in some scenarios. For example,

YouTube does not downgrade the music quality via squeezing and compression.

The advantage of audio fingerprinting is its computational efficiency [74, 68, 158]. Exiting

research [158, 60, 147] focused mostly on extracting spectrogram features in a robust way

for fingerprinting based detection. Although these fingerprints can be made robust to noise

and pitch-shifting [60], the perception-aware attack creates additional harmonics and spec-

trogram features that can be extracted as fingerprints and fool the detection. We can poten-

tially improve audio fingerprinting against the perception-aware attack by adding the pitch

and rhythm features as other types of fingerprints. This, however, will incur substantially

more costs because estimating pitch and rhythm incurs complicated maximum-likelihood

estimation [59] than spectrogram based fingerprinting. There is a need to achieve a balanced

tradeoff between detection accuracy and computational complexity.

Another possible way to defend against the perception-aware attack is to leverage existing

defense strategies from the machine learning community. In particular, adversarial training

[70, 109, 23, 30, 142, 151, 166] and certified defense [24, 165, 113, 86] are popular among

the methods to provide more robustness against adversarial attacks. Adversarial training

primarily focuses on making the model robust to the adversaries via solving a min-max

optimization problem that finds the model parameters to minimize the cost results from

strong adversary examples. Given a bounded Lp ball, the re-trained model becomes more

robust against the adversarial attacks. However, the perception-aware attacker uses qDev

instead of Lp norm to craft adversarial examples. This creates a model mismatch [143] and

42



can make the re-trained model ill-suited. A potential way to solve the issue is to use qDev

to guide the adversarial training. However, computing qDev is a non-differentiable process.

Initial efforts can be focused on finding a differentiable function to approximate qDev to

efficiently finish the adversarial training. Certified defense is to find an upper bound of the

adversarial loss which guarantees the robustness to any attack in the same threat model.

Existing work [24] can provide a provable defense to the neural networks via convex layerwise

adversarial training. To use certified defense against the perception-aware attack, we need

to find a differential upper bound to characterize the adversarial loss based on the qDev

modeling, which, similar to using adversarial training, involves non-trivial research efforts.

2.8 Related Work

Most adversarial attacks [36, 93, 38, 102, 176] control the energy of the perturbation

within a bounded Lp ball such that a created adversarial audio example resembles the original

signal in its waveform format. In this paper, we show that limiting the waveform change

is not fully related to human-perceived change. Instead of using the Lp norm, we propose

to use qDev based on the comprehensive human study to create adversarial signals with

better quality. A few recent studies on speech recognition attacks [140, 132, 100] have also

discussed adopting psycho-acoustic hiding methods to embed low energy perturbations near

the frequency of a louder signal. These efforts are orthogonal to ours as they mainly focused

on where to hide the perturbations and we aim at making the perturbations themselves better

perceived. There are also a few recent studies [174, 34, 17, 172, 41] focusing on creating

inaudible signals as attacks. These studies generally use various strategies to effectively

hide the presence of the attack. The perception-aware attack adopts a different strategy

that creates perturbation signals to minimize the human-perceived deviation. The ICML20

method [137] focused on creating a neural network based black-box attack against copyright

detectors. It proposed a mathematical attempt that enforces the perturbation to be similar

to a signal of certain frequencies to make it more natural based on Lp norm. But how
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it indeed affects human perception was not studied. By contrast, the perception-aware

attack integrates the proposed qDev into its formulation, creates effective adversarial music

while suppressing human attention, and achieves better perceptual quality than the ICML20

method in the experimental results.

Human perception studies [34, 172, 38, 41, 176] have been adopted to evaluate the stealth-

iness of adversarial audio examples as the SNR metric may not be appropriate to well reflect

the human perception [41, 176]. Exiting work [34, 172, 38, 41, 176] designed human percep-

tion studies from different perspectives and evaluated the attack performance based on the

results of human study. For instance, [162] conducted a comprehensive human study to eval-

uate the synthetic speech quality to reveal the impact of deep-learning based speech synthesis

to human. These studies focused on analyzing the results of the human evaluation, rather

than integrating human factors into the designs. There are few studies [152, 72] focusing on

defining human-involved metrics for singing scoring systems. The systems were designed to

generate an absolute score to indicate the singing performance given the recording of a hu-

man’s singing via linear weighting [152] or non-linear neural network [72] on audio features.

By contrast, our strategy focuses on modeling the human-perceived deviation between orig-

inal and perturbed music signals, compares different regression models, and analyzes how

each audio feature affects the overall human perception of music deviation.

2.9 Summary

In this work, we conducted a human study to reverse-engineer the human perception of

music deviation via regression analysis. Based on the analysis, we proposed the perception-

aware attack framework to create adversarial music that can mislead a music classifier while

preserving the perceptual quality. Experimental results have shown that the perception-

aware attack is effective and achieves better music perceptual quality compared to prior work.

Our work demonstrates that perceptual quality of adversarial attacks can be significantly

improved by integrating human factors into the adversarial audio attack design process.
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Chapter 3: Parrot-Trained Attacks against Speaker Recognition Models

The Parrot-Trained attack 5 explores using the minimal attack knowledge against the

real-world speaker recognition models.

3.1 Abstract

Audio adversarial examples (AEs) have posed significant security challenges to real-world

speaker recognition systems. Most black-box attacks still require certain information from

the speaker recognition model to be effective (e.g., keeping probing and requiring the knowl-

edge of similarity scores). This work aims to push the practicality of the black-box attacks by

minimizing the attacker’s knowledge about a target speaker recognition model. Although it

is not feasible for an attacker to succeed with completely zero knowledge, we assume that the

attacker only knows a short (or a few seconds) speech sample of a target speaker. Without

any probing to gain further knowledge about the target model, we propose a new mecha-

nism, called parrot training, to generate AEs against the target model. Motivated by recent

advancements in voice conversion (VC), we propose to use the one short sentence knowledge

to generate more synthetic speech samples that sound like the target speaker, called parrot

speech. Then, we use these parrot speech samples to train a parrot-trained (PT) surro-

gate model for the attacker. Under a joint transferability and perception framework, we

investigate different ways to generate AEs on the PT model (called PT-AEs) to ensure the

PT-AEs can be generated with high transferability to a black-box target model with good

human perceptual quality. Real-world experiments show that the resultant PT-AEs achieve

the attack success rates of 45.8%–80.8% against the open-source models in the digital-line

5This chapter was published in Network and Distributed System Security (NDSS) Symposium 2024.
Permission is included in Appendix A
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scenario and 47.9%–58.3% against smart devices, including Apple HomePod (Siri), Amazon

Echo, and Google Home, in the over-the-air scenario.

3.2 The Background of Speaker Recognition and Design Motivation

In this section, we first introduce the background of speaker recognition, then describe

black-box adversarial attack formulations to create audio AEs against speaker recognition.

3.2.1 Speaker Recognition

Speaker recognition becomes more and more popular in recent years. It brings machines

the ability to identify a speaker via his/her personal speech characteristics, which can provide

personalized services such as convenient login [4] and personalized experience [1] for calling

and messaging.

Commonly, the speaker recognition task includes three phases: training, enrollment, and

recognition. It is important to highlight that speaker recognition tasks [29], [118], [113] can

be either multiple-speaker-based speaker identification (SI) or single-speaker-based speaker

verification (SV). Specifically, SI can be divided into close-set identification (CSI) and open-

set identification (OSI) [53, 38].

3.2.2 The Mechanisms of Speaker Recognition

Speaker recognition models [7, 5, 122, 96] are typically categorized into statistical models,

such as Gaussian-Mixture-Model (GMM) based Universal Background Model (UBM) [134]

and i-vector probabilistic linear discriminant analysis (PLDA) [52, 120], and deep neural

network (DNN) models [97, 55]. There are three phases in speaker recognition.

In the training phase, one key component is to extract the acoustic features of speakers,

which are commonly represented by the encoded low-dimensional speech features, (e.g., i-

vectors [52] and X-vectors [146]). Then, these features can be trained by a classifier (e.g.,

PLDA [81]) to recognize different speakers.
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During the enrollment phase, to make the classifier learn a speaker’s voice pattern, the

speaker usually needs to deliver several text-dependent (e.g., Siri [3] and Amazon Echo [1])

or text-independent speech samples to the speaker recognition system. Depending on the

number of enrolled speakers, speaker recognition tasks [38, 176, 171] can be multiple-speaker-

based speaker identification (SI) or single-speaker-based speaker verification (SV).

In the recognition phase, the speaker recognition model will predict the speaker’s label

or output a rejection result based on the similarity threshold. Specifically, SI can be divided

into close-set identification (CSI) and open-set identification (OSI) [53, 38]. The former

predicts the speaker’s label with the highest similarity score, and the latter only outputs

a prediction when the similarity score is above the similarity threshold or gives a rejection

decision otherwise. SV only focuses on identifying one specific speaker. If the similarity

exceeds a predetermined similarity threshold, SV returns an accepted decision. Otherwise,

it will return a rejection decision.

3.2.3 Speaker Recognition Formulations

Let yi denote the i -th speaker enrolled in group set Y , where Y = {y1, y2, · · · , yi}. Let

S(x , yi) represent the similarity score function which takes the test speech signal x as the

input and outputs the similarity score based on the enrolled speaker yi ∈ Y .

The CSI task assumes the test speech x always belongs to a speaker in Y , and there is no

outsider speaking. The classification function of CSI f
CSI

(x) will output the speaker’s label

with the highest similarity score, i.e.,

f
CSI

(x) = argmax
yi∈Y

S(x , yi).

Different from the CSI task, OSI is able to judge whether the test speech x belongs to Y

or not. And its classification function f
OSI

(x) only outputs a speaker’s label when the highest
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similarity score exceeds the threshold θ.

f
OSI

(x) =


argmax

yi∈Y
S(x , yi), if max

yi∈Y
S(x , yi) ≥ θ

OSI
,

Reject, otherwise,

the θ
OSI

is the similarity threshold to reject in OSI.

The enrollment set of SV is only one speaker y1 but not multiple speakers, and it also

requires the similarity score greater than the threshold.

f
SV
(x) =

 Accept, if S(x , y1) ≥ θ
SV
,

Reject, otherwise,

the θ
SV

is the threshold to accept or reject in SV.

3.2.4 Adversarial Speech Attacks

Given a speaker recognition function f , which takes an input of the original speech signal

x and outputs a speaker’s label y , an adversarial attacker aims to find a small perturbation

signal δ ∈ Ω to create an audio AE x + δ such that

f (x + δ) = yt , D(x , x + δ) ≤ ϵ, (3.1)

the yt ̸= y is the attacker’s target label; Ω is the search space for δ; D(x , x + δ) is a distance

function that measures the difference between the original speech x and the perturbed speech

x + δ and can be the Lp norm based distance [38, 176] or a measure of auditory feature

difference (e.g., qDev [58] and NISQA [171]); and ϵ limits the change from x to x + δ.

A common white-box attack formulation [36, 102] to solve (3.1) can be written as

argmin
δ∈Ω

J (x + δ, yt) + c D(x , x + δ), (3.2)
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Figure 3.1 The procedure of parrot training based black-box attack.

the J (·, ·) is the prediction loss in the classifier f when associating the input x + δ to the

target label yt , which is assumed to be known by the attacker; and c is a factor to balance

attack effectiveness and change of the original speech.

A black-box attack has no knowledge of J (·, ·) in (3.2) and thus has to adopt a different

type of formulation depending on what other information it can obtain from the classifier f .

If the attack can probe the classifier that gives a binary (accept or reject) result, the attack

[176, 104] can be formulated as

argmin
δ∈Ω

L(x + δ)=

D(x , x + δ) if f (x + δ)=yt ,

+∞ otherwise.
(3.3)

Since (3.3) contains f (x + δ), the attacker has to create a probing strategy to continu-

ously generate a different version of δ and measure the result of f (x + δ) until it succeeds.

Accordingly, a large number of probes (e.g., over 10,000 [176]) are required, which makes

real-world attacks less practical against commercial speaker recognition models that accept

speech signals over the air.

3.2.5 Design Motivation

To overcome the cumbersome probing process of a black-box attack, we aim to find

an alternative way to create practical black-box attacks. Given the fact that a black-box
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attack is not possible without probing or knowing any knowledge of a classifier, we adopt an

assumption of prior knowledge used in [176] that the attacker possesses a very short audio

sample of the target speaker (note that [176] has to probe the target model in addition to this

knowledge). This assumption is more practical than letting the attacker know the classifier’s

internals. Given this limited knowledge, we aim to remove the probing process and create

effective AEs.

To this end, we go back to the white-box attack formulation in (3.2) and try to build a

local function J ∗ similar to the loss prediction function J in (3.2), then replace J with J ∗

to create an audio AE. This may look like a traditional transfer attack strategy [41]. But the

key difference is that the traditional transfer attack still needs to keep probing the classifier

(e.g., 1500 queries [41]) to build the local model J ∗; in contrast, the attacker here only has

a very short sample of the target speaker to construct J ∗ without probing.

As a result, the first challenge we need to solve is how to build J ∗ based on a very short

audio sample. As human speech is semantic, the recent advancements in the VC domain

have shown that the one-shot speech methods [43, 108, 167, 40], commonly taking a source

speaker’s audio sample and a target speaker’s sample as two inputs, are able to output a

speech sample that sounds like the target speaker’s voice in the source speaker’s linguistic

content. Hence, we are motivated to explore the feasibility of using the one-shot speech

methods to create synthetic audio data of the attacker’s target speaker. As this process is

similar to training a parrot to reproduce more speech samples that can mimic the target

speaker, we call them parrot speech samples, based on which we train the local model J ∗

to create audio AEs. We call this method parrot training, in contrast to the ground-truth

training that uses a speaker’s real audio samples to train.

Existing studies have focused on a wide range of aspects regarding ground-truth trained

AEs (GT-AEs). The concepts of parrot speech and parrot training create a new type of

AEs, parrot-trained AEs (PT-AEs), and also raise three major questions of the feasibility

and effectiveness of PT-AEs towards a practical black-box attack: Can a PT model approxi-
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mate a GT model? Secondly, are PT-AEs built upon a PT model as transferable as GT-AEs

against a black-box GT model? At last, how to optimize the generation of PT-AEs towards

an effective black-box attack? Fig. 3.1 shows the overall procedure for us to address these

questions towards a new, practical and non-probing black-box attack: (1) we propose a two-

step one-shot conversion method to create parrot speech for parrot training in Section 3.3;

(2) we study different types of PT-AE generations from a PT model regarding their transfer-

ability and perception quality in Section 3.4; and (3) we formulate an optimized black-box

attack based on PT-AEs in Section 3.5. Then, we perform comprehensive evaluations to

understand the impact of the proposed attack on commercial audio systems in Section 3.6.

3.2.6 Threat Model

In this work, we consider an attacker that attempts to create an audio AE to fool a

speaker recognition model such that the model recognizes the AE as a target speaker’s

voice. We adopt a black-box attack assumption that the attacker has no knowledge about

the architecture, parameters, and training data used in the speech recognition model. We

assume that the attacker has a very short speech sample (a few seconds in our evaluations)

of the target speaker, which can be collected in public settings [176], but the sample is not

necessarily used for training in the target model. We focus on a more realistic scenario where

the attacker does not probe the model, which is different from most black-box attack studies

[171, 38, 176] that require many probes. We assume that the attacker needs to launch the

over-the-air injection against the model (e.g., Amazon Echo, Apple HomePod, and Google

Assistant).

3.3 Parrot Training: Feasibility and Evaluation

In this section, we study the feasibility of creating parrot speech for parrot training. As

the parrot speech is the one-shot speech synthesized by a VC method, we first introduce
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the state-of-the-art of VC, then propose a two-step method to generate parrot speech, and

finally evaluate how a PT model can approximate a GT model.

3.3.1 One-shot Voice Conversion

Generating data with certain properties is commonly used in the image domain, including

transforming the existing data via data augmentation [129, 144, 111, 144], generating similar

training data via Generative Adversarial Networks (GAN) [69, 45, 19], and generating new

variations of the existing data by Variational Autoencoders (VAE) [88, 64, 77, 29]. These ap-

proaches can also be found in the audio domain, such as speech augmentation [89, 127, 90, 98],

GAN-based speech synthesis [42, 91, 83, 25], and VAE-based speech synthesis [88, 79, 175].

Specifically, VC [131, 105, 99, 159, 40] is a specific data synthesis approach that can utilize a

source speaker’s speech to generate more voice samples that sound like a target speaker. Re-

cent studies [162, 54] have revealed that it can be difficult for humans to distinguish whether

the speech generated by a VC method is real or fake.

Recent VC has been developed by only using one-shot speech [43, 108, 167, 40] (i.e.,

the methods only knowing one sentence spoken by the target speaker) to convert the source

speaker’s voice to the target speaker’s. This limited knowledge assumption well fits the

black-box scenario considered in this work and motivates us to use one-shot speech data to

train a local model for the black-box attacker. As shown in the left-hand side of Fig. 3.1, a

VC model takes the source speaker’s and the target speaker’s speech samples as two inputs

and yields a parrot speech sample as the output. The attacker can pair the only speech

sample, obtained from the target speaker, with different speech samples from public speech

datasets as different pairs of inputs to the VC model to generate different parrot speech

samples, which are expected to sound like the target speaker’s voice to build parrot training.
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Figure 3.2 Parrot speech generation: setups and evaluations.

3.3.2 Parrot Speech Sample Generation and Performance

We first propose our method to generate parrot speech samples and then use them to build

and evaluate a PT model. To generate parrot speech, we propose two design components,

motivated by existing results based on one-shot VC methods [84, 85, 54].

Existing VC studies [84, 85] have shown that intra-gender VC (e.g., female to female)

appears to have better performance than inter-gender one (e.g., female to male). As a major

difference between male and female voices is the pitch feature [99, 159, 105], which represents

the basic frequency information of an audio signal, our intuition is that selecting a source

speaker whose voice has the pitch feature similar to the target speaker may improve the

VC performance. Therefore, for an attacker that knows a short speech sample of the target

speaker to generate more parrot speech samples, the first step in our design is to find the

best source speaker in a speech dataset (which can be a public dataset or the attacker’s own

dataset) such that the source speaker has the minimum average pitch distance to the target

speaker.

After selecting the initial source speaker, we can adopt an existing one-shot VC method

to output a speech sample given a pair of the initial source speaker’s and target speaker’s

samples. As the output sample, under the VC mechanism, is expected to feature the target

speaker’s audio characteristics better than the initial source speaker, we use this output as
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the input of a new source speaker’s sample and run the VC method again to get the second

output sample. We run this process iteratively to eventually get a parrot speech sample.

Iterative VC conversions have been investigated in a recent audio forensic study [54], which

found that changing the target speakers during iterative conversions can help the source

speaker hide his/her voiceprints, i.e., obtaining more features from other speakers to make

the voice features of the original source speaker less evident. Compared with this feature-

hiding method, our iterative conversions can be considered as a way of amplifying the audio

features of the same target speaker to generate parrot speech.

We set up source speaker selection and iterative conversions with one-shot VC models to

generate and evaluate the performance of parrot speech samples in Fig. 3.2.

There are a wide range of one-shot VC methods recently available for parrot speech

generation. We consider and compare the performance of AutoVC [11], BNE [14], VQMIVC

[16], FreeVC-s [12], and AGAIN-VC [10]. As shown in Fig. 3.2, we use the VCTK dataset

[156] to train each VC model. The dataset includes 109 English speakers with around 20

minutes of speech. We also select the source speakers from this dataset. We select 6 target

speakers from the LibriSpeech dataset [123], which is different from the VCTK dataset, such

that the VC training does not have any prior knowledge of the target speaker. Only one

short sample (around 4 seconds with 10 English words) of a target speaker is supplied to

each VC model to generate different parrot speech samples. We build a time delay neural

network (TDNN) as the GT model for a CSI task to evaluate how parrot samples can be

accurately classified as the target speaker’s voice. The GT model is trained with 24 (12 male

and 12 female) speakers from LibriSpeech (including the 6 target speakers and 18 randomly

selected speakers). The model trains 120 speech samples (4 to 15 seconds) for each speaker

and yields a test accuracy of 99.3%.

We use the False Positive Rate (FPR) [80, 38] to evaluate the effectiveness of parrot

speech, i.e., the percentage of parrot speech samples that are classified by the TDNN classifier

as the target speaker’s voice. Specifically, FPR = FP/(FP+TN), where False Positives (FP)
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indicates the number of cases that the classifier wrongly identifies parrot speech samples as

target speaker’s label; True Negatives (TN) represents the number of cases that the classifier

correctly rejects parrot speech samples as any other label except for the target speaker.

We first evaluate the impact of the initial source speaker selection on different VC mod-

els. We set the number of iterative conversions to be one, and the target speaker’s speech

sample is around 4.0 seconds (10 English words), which is the same for all VC models. We

use the pitch distance between the source and target speakers as the evaluation standard.

Specifically, we first sort all 110 source speakers in the VCTK dataset with respect to their

average pitch distances to the target speaker. We use minimum, median, maximum to denote

the source speakers who have the smallest, median, and largest pitch distances out of all the

source speakers, respectively. We use each VC method to generate 12 different parrot speech

samples for each target speaker (i.e., a total of 72 samples for 6 target speakers under each

VC method). Fig. 3.3 shows that the pitch distance of the source speaker can substantially

affect the FPR. For the most effective VC model, Free-VCs, we can observe that the FPR

can reach 0.7222 when the source speaker is chosen to have the minimum distance to the

target speaker, indicating that 72.22% parrot speech samples can fool the GT TDNN model
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Table 3.1 VC Performance under different knowledge levels.

Knowledge
Level

FreeVC-s AutoVC BNE VQMIVC AGAIN-VC

2-second 0.5416 0.0972 0.3194 0.1667 0.0833
4-second 0.8750 0.4028 0.5139 0.4583 0.2639
8-second 0.9167 0.5417 0.7083 0.5833 0.3750
12-second 0.9305 0.5556 0.7222 0.5972 0.3889

in Fig. 3.2. Even for the worst-performing AGAIN-VC model, we can still observe that the

minimum-distance FPR (0.1944) is nearly 3 times the maximum-distance FPR (0.0694). As

a result, the source speaker with the less pitch distance is more effective to improve the VC

performance (i.e., leading to a higher FPR).

Next, we evaluate the impact of iterative conversions on the FPR. Fig. 3.4 shows the

FPRs with different numbers of iterations for each VC model (with zero iteration meaning

no conversion and directly using the TDNN to classify each source speaker’s speech). It

is noted from the figure that with increasing the number of iterations, the FPR initially

gains and then stays within a relatively stable range. For example, the FPR of FreeVC-s

achieves the highest value of 0.9305 after 5 iterations and then drops slightly to 0.9167 after

7 iterations. Based on the results in Fig. 3.4, we set 5 iterations for parrot speech generation.

We are also interested in how much knowledge of the target speaker is needed for each VC

model to generate effective parrot speech. We set the knowledge level based on the length of

the target speaker’s speech given to the VC. Specifically, we crop the target speaker’s speech

into four levels: 1) 2-second length level (around 5 words), 2) 4-second level (10 words),

3) 8-second level (15 words), and iv) 12-second level: (22 words). For each VC model, we

generate 288 parrot speech samples (12 for each target speaker with each different knowledge

level) to interact with the GT model. All samples are generated by choosing the initial source

speaker with the minimum pitch distance and setting the number of iterations to be 5.

Table 3.1 evaluates the FPRs under different knowledge levels of the target speaker. It can

be seen that the length of the target speaker’s speech substantially affects the effectiveness
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of parrot speech samples. For example, AutoVC achieves the FPRs of 0.0972 and 0.5417

given 2- and 4-second speech samples of the target speaker, and finally increases to 0.5556

with the 12-second knowledge. It is also observed that FreeVC-s performs the best in all

VC methods for each knowledge level (e.g., 0.9167 for the 8-second knowledge level). We

can also find that the increase in FPR becomes slight from 8-second to 12-second speech

knowledge. For example, FreeVC-s increases from 0.9167 (8-second) to 0.9305 (12-second),

and VQMIVC increases from 0.5833 (8-second) to 0.5972 (12-second). Overall, the results

of Table 3.1 reveal that even based on a very limited amount (i.e., a few seconds) of the

target speaker’s speech, parrot speech samples can still be efficiently generated to mimic the

speaker’s voice features and fool a speaker classifier to a great extent.

3.3.3 Parrot Training Compared with Ground-Truth Training

We have shown that parrot speech samples can be effective in misleading a GT-trained

speaker classification model. Additionally, we use experiments to further evaluate how a PT

model trained by parrot speech samples is compared with a GT model. We compare the

classification performance of PT and GT models. Based on our findings, PT models exhibit

classification performance that is comparable to, and can approximate, GT models.

3.3.4 Comparison of PT and GT Models

There are multiple ways to set up and compare PT and GT models. We set up the

models based on our black-box attack scenario, in which the attacker knows that the target

speaker is trained in a speaker recognition model but does not know other speakers in the

model. We first build a GT model using multiple speakers’ speech samples, including the

target speaker’s. To build a PT model for the attacker, we start from the only information

that the attacker is assumed to know (i.e., a short speech sample of the target speaker), and

use it to generate different parrot speech samples. Then, we use these parrot samples, along
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with speech samples from a small set of speakers (different from the ones used in the GT

model) in an open-source dataset, to build a PT model.

We use CNN and TDNN to build two GT models, called CNN-GT and TDNN-GT,

respectively. Each GT model is trained with 6 speakers (labeled from 1 to 6) from LibriSpeech

(90 speech samples for training and 30 samples for testing for each speaker). We build 6

CNN-based PT models, called CNN-PT-i , and 6 TDNN-based PT models, called TDNN-

PT-i , where i ranges from 1 to 6 and indicates that the attacker’s targets speaker i in the

GT model and uses only one of his/her speech samples to generate parrot samples, which

are used together with samples from other 3 to 8 speakers randomly selected from VCTK

(none is in the GT models), to train a PT model.

We aim to compare the 12 PT models with the 2 GT models when recognizing the at-

tacker’s target speaker. Existing studies [101, 92] have investigated how to compare different

machine learning models via the classification outputs. We follow the common strategy

and validate whether PT models have the performance similar to GT models via common

classification metrics, including Recall [49], Precision [61], and F1-Score [119], where Recall

measures the percentage of correctly predicted target speech samples out of the total actual

target samples, Precision measures the proportion of the speech which is predicted as the

target label indeed belongs to the target speaker, and F1-Score provides a balanced measure

of a model’s performance which is the harmonic mean of the Recall and Precision. To test

each PT model (targeting speaker i) and measure the output metrics compared with GT

models, we use 30 ground-truth speech samples of speaker i from LibriSpeech and 30 samples

of every other speaker from VCTK in the PT model.

Fig. 3.5 shows the classification performance of PT and GT models. It is observed from

the figure that CNN-GT/TDNN-GT achieves the highest Recall, Precision, and F1-Score,

which range from 0.97 to 0.98. We can also see that most PT models have slightly lower yet

similar classification performance as the GT models. For example, CNN-PT-1 has similar

performance to TDNN-GT (Recall: 0.93 vs 0.98; Precision: 0.96 vs 0.98; F1-Score 0.95 vs
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Figure 3.5 Comparison of PT and GT models.

0.98). The results indicate that a PT model, just built upon one speech sample of the target

speaker, can still recognize most speech samples from the target speaker, and also reliably

reject to label other speakers as the target speaker at the same time. The worst-performing

model TDNN-PT-4 achieves a Recall of 0.82 and a Precision of 0.86, which is still acceptable

to recognize the target speaker. Overall, we note that the PT models can achieve similar

classification performance compared with the GT models. Based on the findings, we are

motivated to use a PT model to approximate a GT model in generating AEs, and aim to

further explore whether PT-AEs are effective to transfer to a black-box GT model.

3.4 PT-AE Generation: A Joint Transferability and Perception Perspective

In this section, we aim to evaluate whether the PT-AEs are as effective as GT-AEs against

a black-box GT model. We first summarize AE generation methods that use different types

of audio waveforms (i.e., carriers). Next, we quantify the human perceptual quality of AEs

with different carriers, then use the match rate to measure the transferability of PT-AEs to

GT models. Finally, we define the unified metric, transferability-perception ratio (TPR), to

evaluate PT-AEs.
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3.4.1 Carriers in Audio AE Generation

Recent audio attack studies have considered different audio perturbation carriers to gen-

erate AEs via specific generation algorithms. We summarize three main types of carriers.

Traditional methods [38, 104] usually adopt a gradient estimation method to generate

audio AEs in the unrestricted Lp space with the initial perturbation signal set commonly

as a Gaussian noise. This leads to a noisy sound despite some psychoacoustic methods

[132, 71, 104] that can be used to alleviate the noisy effect.

Directly manipulating the auditory feature of a speech signal could make a classifier

sensitive but stealthy to the human ears. Existing works [18, 171] have found that modifying

the phonemes or changing the prosody of the speech can also spoof the audio classifier while

preserving the perception quality.

The enrollment phase attack [53] employed environmental sounds (e.g., traffic) to create

the perturbation signal to poison a speaker recognition model.

3.4.2 Quantifying Perceptual Quality of Speech AEs

We first need to find an appropriate perception metric to accurately measure the human

perceptual quality of AEs based on different carriers. Recent studies [58, 171] have pointed

out that traditional metrics, such as signal-to-noise ratio (SNR) [41] and the Lp norm [172,

38, 176], cannot directly reflect the human perception. They have used different human

study based metrics to measure the perceptual quality of AEs with certain types of carriers

(i.e., qDev for music AEs in [58] and NISQA for feature-twisted AEs [171]). In addition, we

also notice that the harmonics-to-noise ratio (HNR) [173] is a common metric adopted in

speech science to measure the quality of a speech signal. Given these potential perception

metrics, we aim at conducting a human study to find out the best metric to measure the

perceptual quality across a diversity of AE carriers that we are interested in.

We create the human study dataset with noise carriers [36, 132, 71, 38, 176, 104], feature-

twisted carriers [171], and environmental carriers [53]. We choose 30 original speech signals
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(with length from 5 to 15 seconds) from the existing speech dataset [?]. We modify these

original signals by adding different types of carriers to form perturbed speech signals for the

human study. We use the signal-to-carrier ratio (SCR) to control the energy of a perturbation

carrier added to an original signal. For example, an SCR of 0dB means that the carrier and

the original signal have the same energy level. We consider the following carriers to be added

to the original signals.

We first consider building a dataset with noise carriers. The dataset provides a wide

range of noisy speech signals. The noise is Gaussian-distributed and can be generated with

different SNRs. We generated 30 speech samples whose SNRs are uniformly distributed in

0-30 dB. Note that the metric SCR is equivalent to the metric of SNR in the case of noise

carriers.

Then, we introduce the feature-twisted carriers in AE generation. For feature-twisted

speech signals, we shift the tone (i.e., the pitch) [171] to generate pitch-twisted carriers.

Specifically, we shift up/down by 25 semitones6 of the original speech to craft the pitch-

twisted carriers, and add these carriers to the original speech with different SCR levels. For

twisting the rhythm, we speed up and slow down the speech ranging from 0.5 to 2 times of

its speech rate.

At last, we also consider using environmental sound carriers to generate the AEs. En-

vironmental sound carriers are selected from the large-scale human-labeled environmental

sound datasets [63] with categories including natural sounds (e.g., wind and sea waves),

sounds of things (e.g., vehicle and engine), human sounds (e.g., whistling), animal sounds

(e.g., pets), and music (e.g., musical instruments). For each category, we randomly selected

6 audio clips.

We have created a total of 90 perturbed speech samples, 30 samples for each carrier set

at different SCR levels.

61 semitone = 12 log2(f
′/f ), where f and f ′ are the original and perturbed speech frequencies, respectively

[15].
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Figure 3.6 Human scores for carrier-perturbed speech signals.

We have recruited 30 volunteers, who are college students with no hearing issues (self-

reported). Our study procedure was approved by our Institutional Review Board (IRB).

Each volunteer is asked to rate the similarity between a pair of original and carrier-perturbed

speech clips using a scale from 1 to 7 commonly adopted in speech evaluation studies [63,

164, 28, 21, 128, 47], where 1 indicates the least similarity (i.e., speakers sound very different

between the two clips) and 7 represents the most similarity (i.e., speakers sound very similar).

Fig. 3.6 compares the average human scores at varying SCR levels for different carriers.

We can clearly see that the perception quality for noise carriers improves gradually with

increasing the SCR, which indicates the less loudness of the noise carrier, the better per-

ception of the perturbed speech. Interestingly, the human scores of the feature-twisted and

environmental sound carriers are not closely correlated with the SCR. Both of them can

indeed get better human scores at lower SCR levels (e.g., 10-15 dB vs 15-20 dB). Fig. 3.6

also shows that overall, environmental sound carriers yield the better human scores than the

feature-twisted carriers and noise carriers.

Next, we evaluate the accuracy of existing metrics to characterize the speech quality based

on our human study results. We compare the metrics of L2 and L∞ norms [172, 38, 176],

SCR (equivalent to SNR [41]), HNR [173], audio-feature-regression-based qDev [58], and

DNN-based NISQA [171, ?]. Note that the qDev model [58] was originally trained using
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music instead of speech. We follow the procedure in [58] to train a random forest regression

model using our speech samples. We call the resultant metric speech-regression score (SRS).

To evaluate how well a speech quality metric matches the human score from the human

study, we use two correlation coefficients, Pearson’s and Spearman’s coefficients [78], to

measure the correlation between the metric and the human score. Table 3.2 computes all

correlation coefficients from our human study. It is observed from the table that SRS has

the best accuracy across almost all carriers, except for noise carriers, where L2-norm achieves

the highest Spearman’s coefficient. The DNN-based NISQA has high coefficients for noise

carriers, but has degraded accuracy for feature-twisted carriers. One potential reason is that

NISQA is trained with the noise carrier and environmental sound carrier dataset [?], which

may not be effective for feature-twisted speech as the diversity of training data is important

to the prediction performance [58]. Based on Table 3.2, we use the metric of SRS to measure

the perpetual quality of an audio AE.

3.4.3 Measuring Transferability of PT-AEs

We then move to evaluate the transferability of different carriers for PT-based AEs.

3.4.3.1 Building Target and Surrogate Models

The first step in evaluating the transferability is to build 1) target models, which refer

to the models to be attacked by the attacker using PT-AEs, and 2) surrogate models, which

are used by the attacker to generate PT-AEs against the target models. It is known that

the difference between the target and surrogate models can affect the transferability of AEs

[106].

We consider building a diversity of target models with 4 DNN-based speaker recognition

models including 2 CNN [82] and 2 TDNN models [145, 146]. These 4 target models are

trained with the same 6 target speakers (3 males and 3 females). We randomly select them

from LibriSpeech, and use 120 speech samples for each speaker for training. As the 4 target
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Table 3.2 Evaluation of different metrics.

Carrier Type Metrics SRS HNR L2 L∞ SCR NISQA

Noise
Pearson 0.9387 0.6339 -0.7699 -0.6680 0.2524 0.9279

Spearman 0.7882 0.7303 -0.9349 -0.9229 0.3956 0.8409
Environ.
Sounds

Pearson 0.9647 0.4265 0.0923 -0.5426 0.2348 0.6657
Spearman 0.9566 0.5355 -0.2843 -0.4761 0.4152 0.7280

Feature-
twisted

Pearson 0.9234 0.1099 -0.1959 0.0744 -0.097 0.3859
Spearman 0.9139 0.1173 -0.0985 -0.0097 0.0397 0.2978

Overall
Pearson 0.9299 0.0855 -0.3108 -0.4068 0.0438 0.2372

Spearman 0.9187 0.0785 -0.3691 -0.4603 0.1331 0.1434

models have varying architectures and parameters (i.e., number of layers and weights), we

denote them as CNN-A, CNN-B, TDNN-A, and TDNN-B. Their accuracies are 100.0%,

96.5%, 99.3%, and 97.2%, respectively.

We also aim to build a diversity of surrogate models for the attacker. As the attacker,

without the knowledge of target models, is free to use any architecture for parrot training,

we build two CNN-based and two TDNN-based surrogate architectures with different pa-

rameters, denoted by PT-CNN-C, PT-CNN-D, PT-TDNN-C, and PT-TDNN-D. Since there

are 6 speakers trained in a target model, we consider each of them to be the attacker’s target

under each of the four surrogate architectures. For example, when the attacker uses the

PT-CNN-C architecture and she targets speaker i ∈ [1, 6] in the target models, the attacker

is assumed to only know speaker i ’s 8-second speech, and uses it to generate parrot speech

samples, together with speech samples from 3 to 8 speakers randomly selected from the

VCTK dataset (none is in the target models that use the LibriSpeech dataset), to build her

surrogate model, denoted by PT-CNN-C-i . As a result, we construct a set of 6 surrogate mod-

els under each surrogate architecture (totally 24 models), denoted by {PT-CNN-C-i}i∈[1,6],

{PT-CNN-D-i}i∈[1,6], {PT-TDNN-C-i}i∈[1,6], and {PT-TDNN-D-i}i∈[1,6].

Compare PT with benchmark GT models. To better understand the transferability

of the PT-AEs in comparison with GT-AEs, we also use the target speaker i ’s ground-

truth speech instead of the parrot speech to build the attacker’s surrogate models under the
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Table 3.3 Match rates between surrogate and target models (Noise).

AE Carrier Type: Noise

Target Model: CNN-A CNN-B TDNN-A TDNN-B Average

GT-CNN-C 0.2167 0.1500 0.1167 0.1417 0.1563

PT-CNN-C 0.1917 0.1417 0.0917 0.1250 0.1375

GT-CNN-D 0.0917 0.2167 0.0833 0.1917 0.1458

PT-CNN-D 0.0417 0.1667 0.0583 0.1583 0.1063

GT-TDNN-C 0.1000 0.1500 0.1750 0.1583 0.1458

PT-TDNN-C 0.0917 0.1417 0.1667 0.1333 0.1333

GT-TDNN-D 0.1333 0.1000 0.2083 0.2083 0.1625

PT-TDNN-D 0.1250 0.0833 0.1750 0.1667 0.1375

four surrogate architectures, denoted by {GT-CNN-C-i}i∈[1,6], {GT-CNN-D-i}i∈[1,6], {GT-

TDNN-C-i}i∈[1,6], and {GT-TDNN-D-i}i∈[1,6]. We will also generate GT-AEs based on these

GT-surrogate models to attack the target models. They will serve as the benchmark for

comparison with their PT counterparts.

3.4.3.2 AE Generations via Different Carriers

After building the surrogate and target models, we generate AEs from the surrogate

models using the three types of carriers based on existing studies.

First, we solve the white-box problem (3.2) via projected gradient descent (PGD) [67],

and we choose L∞ norm as the distance metric, which shows a good performance in Table 3.2.

We set ϵ = 0.05 to control the L∞ norm.

Secondly, we twist the pitch and rhythm of the original speech [171, 58] using the per-

ception metric SRS as the distance measurement. As the random-forest-based SRS is non-

differentiable, we use grid search to solve 3.2. Specifically, we shift up/down for 25 semitones

of the pitch, and the minimal shift-pitch step ∆p = 1 semitone. We speed up and slow down

the speech ranging from 0.2 to 2.0 its speech rate with the minimal rhythm-changed step ∆r

to be 0.2.
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Table 3.4 Match rates between surrogate and target models (Feature-twisted).

AE Carrier Type: Feature-twisted

Target Model: CNN-A CNN-B TDNN-A TDNN-B Average

GT-CNN-C 0.2333 0.2083 0.1583 0.1750 0.1937

PT-CNN-C 0.2083 0.1750 0.1083 0.1583 0.1625

GT-CNN-D 0.1667 0.1917 0.1500 0.1833 0.1729

PT-CNN-D 0.1417 0.1500 0.1417 0.1583 0.1479

GT-TDNN-C 0.1500 0.1833 0.2583 0.1417 0.1833

PT-TDNN-C 0.1167 0.1750 0.2500 0.1333 0.1688

GT-TDNN-D 0.1583 0.2750 0.2833 0.2917 0.2520

PT-TDNN-D 0.1417 0.2500 0.2500 0.2583 0.2225

Lastly, we choose 30 environmental sounds from [63] which includes natural sounds,

sounds of things, human sounds, animal sounds, and music. Based on the SRS to represent

the distance D in (3.2), we solve (3.2) via finding the best linear weights [58] of different

environmental sounds using grid search with the minimal search step to be 0.1ϵ with threshold

ϵ set to be 0.05 (the same as the noise carrier’s threshold).

For each carrier type, we generate 20 PT-AEs from each PT-surrogate model (a total of

480 PT-AEs). In addition, we generate 20 GT-AEs from each GT-surrogate model for the

comparison purpose (also a total of 480 GT-AEs).

3.4.3.3 Evaluation Metric for Transferability

The transferability has been extensively studied in the image domain [124, 106, 125,

110]. One important evaluation metric in the transfer attacks [110, 106] is the match rate,

which measures the percentage of AEs that can make both a surrogate model and a target

model predict the same wrong label. We use the metric of the match rate to measure the

transferability of PT-AEs in this work. Specifically, we can test a generated PT-AE: x + δ

with both surrogate model f (·) and target model f ′(·). If f (x +δ)= f ′(x+δ) ̸= f (x), we can
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Table 3.5 Match rates between surrogate and target models (Environmental sound).

AE Carrier Type: Environmental sound

Target Model: CNN-A CNN-B TDNN-A TDNN-B Average

GT-CNN-C 0.3500 0.3250 0.2417 0.2250 0.2854

PT-CNN-C 0.3083 0.2583 0.2000 0.1750 0.2353

GT-CNN-D 0.1833 0.3250 0.2417 0.2917 0.2604

PT-CNN-D 0.1583 0.2167 0.2750 0.2583 0.2271

GT-TDNN-C 0.3500 0.1833 0.3583 0.3417 0.3083

PT-TDNN-C 0.3167 0.1750 0.2833 0.3083 0.2708

GT-TDNN-D 0.1417 0.3083 0.3917 0.4083 0.3125

PT-TDNN-D 0.1250 0.2667 0.3417 0.3333 0.2667

say x+δ is a matched AE for both f (·) and f ′(·). The match rate is the ratio between the

number of matched AEs and the total number of AEs.

3.4.3.4 Results Analysis

It would be tedious to show the match rate of each pair in the 24 surrogate models and

6 target models that we have built. We average the match rates of the surrogate models

under the same surrogate architecture (i.e., PT-CNN-C, PT-CNN-D, PT-TDNN-C, and

PT-TDNN-D). For example, we compute the match rate of the PT-CNN-C based surrogate

architecture by averaging the six match rates of {PT-CNN-C-i}i∈[1,6] models against a target

model.

Table 3.3, 3.4 and 3.5 show the match rates between different surrogate and target models

under the 3 types of AE carriers. We can see that the environmental sound carrier achieves

better AE transferability than the noise and feature-twisted carriers in terms of the average

match rate over the 4 target models. In particular, PT-AEs based on environmental sounds

have match rates from 0.23 to 0.27, compared with 0.10 to 0.14 (noise carrier) and 0.15

to 0.22 (feature-twisted carrier). The results demonstrate that using environmental sounds
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as the carrier achieves the best transferability of PT-AEs from a PT-surrogate model to a

target model.

Table 3.3, 3.4 and 3.5 also compare the match rates of PT-AEs generated from PT

models in comparison with GT-AEs generated from GT models. We can observe that the

match rate of PT-AEs is slightly lower than their GT counterparts. For example, using the

noise carrier, GT-AEs based on GT-TDNN-D achieve the best average match rate of 0.1625;

in contrast, PT-AEs based on PT-TDNN-D obtain a slightly lower average match rate of

0.1375. Overall, we can see that PT-AEs are slightly less transferable than GT-AEs, but

still effective against target models, especially using the environmental sound carrier.

3.4.4 Defining Transferability-Perception Ratio for Evaluation

Now, given an AE carrier type C ∈ {noise, feature-twisted, environmental sounds},

we have the metrics of SRS(C ) and match rate m(C ) to measure the perceptual quality

and transferability of PT-AEs of type C , respectively. We define a joint metric, named

Transferability-Perception Ratio (TPR), as

TPR(C ) = m(C )/(8− SRS(C )), (3.4)

where 8− SRS(C ) ranges from 1 to 7, denoting the score loss to the best human perceptual

quality. The resultant value of TPR(C ) is in [0, 1] and quantifies, on average, how much

transferability (in terms of the match rate) we can obtain by degrading one unit of human

perceptual quality (in terms of the SRS). A higher TPR indicates a better AE quality from

a joint perspective of transferability and perception.

As the attacker only knows one-sentence speech of her target speaker, the length of the

speech (measured by seconds) is an important factor for the attacker to build the PT model

and determines the effectiveness of PT-AEs. Fig. 3.7 shows the TPRs of PT-AEs using the

3 types of carriers under different attack knowledge levels (2, 4, 8, and 12 seconds). It is
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Figure 3.7 TPRs of carriers with different attack knowledge levels.

observed in Fig. 3.7 that the TPRs of all AE carriers increase by giving more knowledge

about the target speaker’s speech. For example, the TPR of the environmental sound carrier

increases substantially from 0.14 (4-second level) to 0.25 (8-second level), and then slightly

to 0.259 (12-second level).

Note that the environmental sound carrier in all three types has the highest TPR at each

knowledge level, which is consistent with the findings in Fig. 3.6, Table 3.3,3.4 and 3.5. We

also see that the feature-twisted carrier achieves the second-highest TPR, while the noise

carrier has the lowest TPR. In summary, our TPR results show that we can base environment

sounds to generate PT-AEs to improve their transferability to a black-box target model.

3.5 Optimized Black-box PT-AE Attacks

In this section, we propose an optimized PT-AE generation mechanism to attack a black-

box target model. We first investigate the TPRs of PT-AEs generated from combined

carriers, then formulate a two-stage attack to generate PT-AEs against the target model.

3.5.1 Combining Carriers for Optimized PT-AEs

The findings in Fig 3.7 reveal that the environmental sound carrier achieves the highest

TPR and should be a good choice to generate PT-AEs. But using the environmental sound
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carrier does not exclude us to further twist the auditory feature of the carrier or adding

additional noise to it (e.g., an enrollment-phase attack [53] used both environmental sounds

and noise). In other words, there is a potential way to combine the environmental sound

carrier with feature-twisting or noise-adding method to further improve the TPR.

We consider two additional types of carriers: Feature-twisted environmental sounds, and

manipulating the pitch [171] or the rhythm [58] is a straightforward way to twist the features

of environmental sounds. We follow the same feature-twisting procedure in Section 3.4.3.2

to twist the pitch and rhythm features of environmental sounds to generate PT-AEs. Noise-

based environmental sounds. We first add environmental sounds to the original speech and

then use the noise attack procedure in Section 3.4.3.2 to generate PT-AEs.

Fig. 3.8 shows the TPRs of various PT-AEs generated based on adding noise, twisting the

rhythm, and twisting the pitch of a type of environmental sounds. We can find that the TPR

is sensitive to the choice of environmental sounds. For example, the music sounds do not

seem very effective to increase the TPRs even with twisted features. It is noted that natural

sounds have overall higher TPRs than other types of carriers. For example, using the brook

sounds can achieve 0.29 TPR compared with alarm (0.25), rooster (0.26), and Rock2 (0.16)

in the existing dataset [63]. Moreover, Fig. 3.8 illustrates the uniform advantage of twisting

the pitch of environmental sound over twisting the rhythm and adding noise. For example,

built upon the hail sounds, twisting the pitch feature obtains a TPR of 0.26, substantially

higher than twisting the rhythm (0.18) and adding noise (0.05). In addition, Fig. 3.8 shows

that adding noise is the least effective way to improve the TPR. Based on the results in

Fig. 3.8, we consider generating PT-AEs against a black-box target model via twisting the

pitch feature of environmental sounds.

3.5.2 Two-stage Black-box Attack Formulation

We now formulate the black-box PT-AE attack strategy against a target speaker in a

target speaker recognition model. The attack strategy consists of two stages.
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Figure 3.8 TPR of different optimized carriers.

In the first stage, the attacker needs to determine a set of candidate environmental

sounds as there are a wide range of environmental sounds available and not all of them can

be effective against the target speaker (as shown in Figure. 3.8). To this end, we first build

a PT-surrogate model for the attacker, evaluate the TPR of each type of environmental

sounds based on the surrogate model, and choose K sounds with the best TPRs to form

the candidate set. Then, we pre-process each environmental sound in the candidate set by

shifting its pitch to obtain its best TPR, and obtain a new candidate set of K pitch-shifted

sounds, denoted by {δk}k∈[1,K ].

In the second stage, we build additional PT-surrogate models for the attacker. We use the

same parrot speech samples generated for the target speaker and speech samples of different

other speakers to build each PT model. Denote all N PT-surrogate models as {Jn}n∈[1,N].

We employ an ensemble-based method [56, 62, 103, 106, 161, 168], which linearly combines

the loss functions of all the surrogate models (i.e., the ensemble loss), to further improve

the transferability of PT-AEs. The attack can be formulated as finding the optimal carrier
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weights γk for the pitch-twisted candidate set {δk}k∈[1,K ] to minimize the ensemble loss:

Objective: argmin
γk

ΣN
n=1wnJn

(
x + ΣK

k=1γkδk , yt
)
+

c SRS
(
x , x + ΣK

k=1γkδk
)

(3.5)

Subject to: ΣK
k=1γk ≤ ϵ (3.6)

where x is the original speech to be perturbed to generate the attack speech; yt is the

target speaker’s label; (3.6) limits the total energy of the AE carrier within the threshold ϵ;

and we uniformly set the model weights wn = 1/N . The optimization (3.5) is a problem to

find multiple carrier weights {γk} with a non-differentiable objective function (because of the

perception metric of SRS), we adopt the simultaneous perturbation stochastic approximation

(SPSA), which employs a gradient estimation method to optimize the large-scale unknown

parameters, to solve (3.5). We set the uniform weight of each surrogate model [106]. To

ensure the loss of each surrogate model is in the same range, we convert the cross-entropy

loss into a probability via the softmax function. In this way, the loss of each model is in the

range of [0, 1].

3.6 Experimental Evaluations

In this section, we measure the impacts of our PT-AE attack in real-world settings. We

first describe our setups and then present and discuss experimental results.

3.6.1 Experimental Settings

The settings of the PT-AE attack: We select 3 CNN and 3 TDNN models to build N = 6

PT models with different parameters for ensembling in (3.5). Each PT model has the same

one-sentence knowledge (8-second speech) of the target speaker, which is selected from the

LibriSpeech [123] or VoxCeleb1 [118] datasets. We randomly choose 6-16 speakers from the

VCTK dataset as other speakers to build each PT model. We choose K = 50 carriers from
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the 200 environmental sound carriers in [63] to form the candidate set for the attacker and

can shift the pitch of a sound up/down by up to 25 semitones. The total energy threshold ϵ

is set to be 0.08.

We observe that the ensemble loss in (3.5) typically converges after 500 steps of updating

the carrier weights. However, we find that, like gradient descent, SPSA might not always

reach the optimal solution and can get stuck in a local minimum. In addition, the presence

of a large number of carrier weights can intensify this issue. To address it, we adopt the

strategy from [35], and randomly initialize the weights of carriers γk 50 times. We then

select the carrier weights with the minimal ensemble loss to enhance the transferability of

PT-AEs. The maximum computational cost during generating one PT-AE is 25,000 search

steps.

We aim to evaluate the attacks against two major types of speaker recognition systems:

1) digital-line evaluations: we directly forward AEs to the open-source systems in the dig-

ital audio file format (16-bit PCM WAV) to evaluate the attack impact. 2) over-the-air

evaluations: we perform over-the-air attack injections to the real-world smart devices.

Here is the details of evaluation metrics. We use attack success rate (ASR) to evaluate

the percentage of AEs that can be successfully recognized as the target speaker in a speaker

recognition system. we evaluate the perception quality of an AE via the metric of SRS.

3.6.2 Evaluations of Digital-line Attacks

We consider choosing 4 different target models from statistical-based, i.e., GMM-UBM

and i-vector-PLDA [5], and DNN-based, i.e., DeepSpeaker [97] and ECAPA-TDNN [55]

models. To increase the diversity of target models, we aim to choose 3 males and 3 females

from LibriSpeech and VoxCeleb1. For each gender, we randomly select 1 or 2 speakers from

LibriSpeech then randomly select the other(s) from VoxCeleb1. We choose around 15-second

speech from each speaker to enroll with each speaker recognition model.
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Table 3.6 Performance of speaker recognition systems.

Task
CSI OSI SV

Accuracy FAR FRR OSIER FAR FRR

DeepSpeaker 98.89% 11.42% 1.11% 0.83% 6.96% 0.41%

ECAPA-TDNN 99.58% 9.74% 0.42% 0.03% 4.87% 0.42%

GMM-UBM 99.44% 10.72% 5.15% 2.65% 10.02% 5.01%

i-vector-PLDA 99.72% 7.93% 2.36% 0.27% 12.25% 0.97%

3.6.3 Performance of Digital-line Speaker Recognition Models

Table 3.6 shows the performance of the target speaker recognition models, where accuracy

indicates the percentage of speech samples that are correctly labeled by a model in the CSI

task; False Acceptance Rate (FAR) is the percentage of speech samples that belong to

unenrolled speakers but are accepted as enrolled speakers; False Rejection Rate (FRR) is

the percentage of samples that belong to an enrolled speaker but are rejected; Open-set

Identification Error Rate (OSIER) is the equal error rate of OSI-False-Acceptance and OSI-

False-Rejection.

In digital-line evaluations, we measure the performance of each attack strategy by gen-

erating 240 AEs (40 AEs for each target speaker) against each target speaker recognition

model. We separate the results by the intra-gender (i.e., the original speaker whose speech is

used for AE generation is the same-gender as the target speaker) and inter-gender scenario

(the original and target speakers are not the same-gender, indicating more distinct speech

features). We also evaluate the attacks against three tasks: CSI, OSI, and SV.

Table 3.7 and Table 3.10 show the ASRs and SRSs of AEs generated by our PT-AE

attack strategy, compared with other attack strategies, against CSI, OSI, and SV tasks.

It is noted from Table 3.7, Table 3.8, and Table 3.9 that in the intra-gender scenario, the

PT-AE attack and QFA2SR (e.g., 60.2% for PT-AE attack and 40.0% for QFA2SR) can

achieve higher averaged ASRs (over all three tasks) than other attacks (e.g., 11.3% for

FakeBob, 19.2% for Occam, and 29.9% Smack). At the same time, the results of averaged
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Table 3.7 The evaluation of different attacks in digital line (Intra-gender CSI).

Intra-gender

Tasks CSI

Models
Deep

Speaker
ECAPA-
TDNN

GMM-
UBM

i-vector-
PLDA

Metrics ASR SRS ASR SRS ASR SRS ASR SRS

FakeBob 25.8% 2.9 26.7% 3.6 10.6% 3.2 29.2% 3.0

Occam 45.8% 2.1 41.7% 2.1 46.7% 2.2 47.5% 2.4

Smack 74.1% 3.5 45.8% 2.3 44.2% 3.6 48.3% 3.3

QFA2SR 76.7% 2.2 70.8% 2.4 76.7% 2.1 77.5% 2.1

PT-AEs 80.8% 4.8 79.2% 4.4 78.3% 4.3 75.0% 4.3

SRS reveal that the perception quality of the PT-AE attack (e.g., 4.1 for PT-AE attack and

3.1 for Smack) is better than other attacks (e.g., 2.3 for QFA2SR, 2.1 for Occam, and 2.9

for FakeBob). In addition, it can be observed that in the inter-gender scenario, the ASRs

and SRSs become generally worse. For example, the ASR of FakeBob changes from 11.3%

to 6.9% from the intra-gender to inter-gender scenario. But we can see that our PT-AE

attack is still effective in terms of both average ASR (e.g., 54.6% for PT-AE attack vs 29.7%

for QFA2SR) and average SRS (e.g., 3.9 for PT-AE attack vs 3.2 for Smack). The results

in Table 3.10, Table 3.11, and Table 3.12 demonstrate that the PT-AE attack is the most

effective in achieving both black-box attack success and perceptual quality.

3.6.4 Impacts of Attack Knowledge Levels

1) Impacts of speech length on attack effectiveness: By default, we build each PT model

in our attack using an 8-second speech sample from the target speaker. We are interested in

how the attacker’s knowledge affects the PT-AE effectiveness. We assume that the attacker

knows the target speaker’s speech from 2 to 16 seconds and constructs different PT models

based on this varying knowledge to create PT-AEs.
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Table 3.8 The evaluation of different attacks in digital line (Intra-gender OSI).

Intra-gender

Tasks OSI

Models
Deep

Speaker
ECAPA-
TDNN

GMM-
UBM

i-vector-
PLDA

Metrics ASR SRS ASR SRS ASR SRS ASR SRS

FakeBob 4.2% 2.9 5.8% 3.1 6.7% 3.2 9.2% 3.1

Occam 5.0% 1.6 5.8% 1.9 4.2% 2.1 2.5% 2.4

Smack 10.0% 3.2 13.3% 3.6 9.2% 3.5 8.3% 2.6

QFA2SR 26.7% 2.8 31.7% 2.3 28.3% 1.9 30.0% 2.1

PT-AEs 54.2% 4.2 56.7% 3.7 52.5% 4.4 57.5% 3.9
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Figure 3.9 Evaluation on different attack knowledge levels.

Fig. 3.9 shows the ASRs of PT-AEs under different knowledge levels. We can see that

more knowledge can increase the attacker’s ASR. When the attack knowledge starts to

increase from 2 to 8 seconds, the ASR increases substantially (e.g., 21.3% to 55.2% against

OSI in the intra-gender scenario). When it continues to increase to 16 seconds, the ASR

exhibits a slight increase.

One potential explanation is that the ASR can be influenced by the differences in the

architecture and training data between the surrogate and target models. Meanwhile, the

one-shot VC method could also reach a performance bottleneck in converting parrot samples

using even longer speech. In addition, increasing the speech length does not always indicate

the increase of phoneme diversity, which can be also important in speech evaluation [112, 27].
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Table 3.9 The evaluation of different attacks in digital line (Intra-gender SV).

Intra-gender

Tasks SV

Models
Deep

Speaker
ECAPA-
TDNN

GMM-
UBM

i-vector-
PLDA

Metrics ASR SRS ASR SRS ASR SRS ASR SRS

FakeBob 3.0% 2.8 5.8% 2.6 8.3% 2.7 5.8% 3.2

Occam 5.8% 2.0 5.8% 1.9 5.0% 2.2 4.2% 2.1

Smack 12.5% 3.5 13.3% 3.4 11.7% 2.1 9.2% 2.6

QFA2SR 30.8% 2.3 29.2% 1.9 32.5% 2.6 28.3% 2.5

PT-AEs 55.0% 3.9 56.7% 3.4 54.2% 4.1 50.8% 4.2

Existing studies [105, 159] highlighted that phonemes represent an important feature of the

voiceprint to train the VC model. Thus, we aim to explore further how phoneme diversity

(in addition to sentence length) can influence the ASR.

2) Impacts of phoneme diversity: Since there is no clear, uniform definition for phoneme

diversity in previous VC studies [105, 159], we define it as the number of unique phonemes

present in a given speech segment. It is worth noting that while some phonemes might

appear multiple times in the segment, each is counted only once towards phoneme diversity.

This approach is taken because, from an attacker’s perspective, unique phonemes are more

valuable than repeated ones. While unique phonemes contribute distinct voiceprint features

to a VC model, repeated phonemes, can be easily replicated and offer less distinctiveness

[105].

To evaluate the impact of phoneme diversity on ASR, we choose speech samples of target

speakers that have different phoneme diversities but are of the same length (measured by

seconds). From our observations in existing datasets (e.g., LibriSpeech), a shorter speech

sample can exhibit a higher phoneme diversity than a longer speech sample. This allows us

to select speech samples with significantly different levels of phoneme diversity under the

same speech length constraint.
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Table 3.10 The evaluation of different attacks in digital line (Inter-gender CSI).

Inter-gender

Tasks CSI

Models
Deep

Speaker
ECAPA-
TDNN

GMM-
UBM

i-vector-
PLDA

Metrics ASR SRS ASR SRS ASR SRS ASR SRS

FakeBob 17.5% 2.9 18.3% 3.6 13.3% 3.0 12.5% 2.3

Occam 26.7% 3.2 25.8% 2.6 23.3% 2.5 21.7% 2.1

Smack 21.7% 3.4 26.7% 3.4 19.2% 3.0 17.5% 3.6

QFA2SR 46.7% 1.9 35.8% 2.2 43.3% 2.6 35.8% 2.4

PT-AEs 71.7% 4.3 70.8% 4.3 70.0% 4.6 66.7% 5.1

We establish low and high phoneme diversity groups in speech segments of the same

length to better understand the impact of phoneme diversity on attack effectiveness. In

particular, for each level of speech length (e.g., 8-second) in a dataset, we first rank the

speech sample of each target speaker by phoneme diversity, then group the top half of all

samples (with high values of phoneme diversity) as the high phoneme diversity group and

the bottom half as the low diversity group. In this way, the low phoneme diversity group has

fewer distinctive phonemes than the high group, offering enough difference regarding attack

knowledge for comparison.

We construct our attack knowledge speech set using the speech samples of 3 male and

3 female speakers from LibriSpeech and VoxCeleb1, consistent with the digital-line setups

detailed in Section 3.6.2. Our goal is to capture various phoneme diversities under different

speech lengths. Table 3.13 shows the average phoneme diversity and the total number of

phonemes of speech samples in the low and high diversity groups under the same level

of speech length (2 to 16 seconds). Table 3.13 demonstrates that the phoneme diversity

increases as the speech length increases. Moreover, we find that the phoneme diversity can

vary evidently even when the number of total phonemes is similar. For the 8-second category,

the low phoneme diversity group has an average diversity of 18.6, while the high diversity
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Table 3.11 The evaluation of different attacks in digital line (Inter-gender OSI).

Inter-gender

Tasks OSI

Models
Deep

Speaker
ECAPA-
TDNN

GMM-
UBM

i-vector-
PLDA

Metrics ASR SRS ASR SRS ASR SRS ASR SRS

FakeBob 2.5% 2.9 1.7% 2.7 4.2% 2.6 2.5% 2.4

Occam 5.8% 2.8 10.0% 2.1 10.8% 2.3 7.5% 1.5

Smack 12.5% 3.2 14.2% 3.1 13.3% 2.8 15.8% 2.7

QFA2SR 21.7% 1.5 24.2% 1.6 25.8% 2.6 27.5% 2.8

PT-AEs 45.8% 3.8 48.3% 3.6 46.7% 3.5 49.1% 3.7
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Figure 3.10 Evaluation on phoneme diversity.

group has 24.2. Despite this difference, they have a similar total number of phonemes (80.4

vs 80.6).

Then, under each level of speech length (2, 4, 8, 12, 16 seconds) for each target speaker

(3 male and 3 female speakers), we use speech samples from the low and high phoneme

diversity groups for parrot training and generate 90 PT-AEs from each group. This resulted

in a total of 5,400 PT-AEs for the phoneme diversity evaluation.

Fig. 3.10 shows the ASRs of PT-AEs generated from low and high diversity groups against

CSI, OSI, and SV tasks. It can be seen from the figure that the high-diversity group-based

PT-AEs have a higher ASR than the low-diversity ones in both intra-gender and inter-gender
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Table 3.12 The evaluation of different attacks in digital line (Inter-gender SV).

Inter-gender

Tasks SV

Models
Deep

Speaker
ECAPA-
TDNN

GMM-
UBM

i-vector-
PLDA

Metrics ASR SRS ASR SRS ASR SRS ASR SRS

FakeBob 2.5% 2.1 1.7% 2.8 3.3% 2.7 2.5% 2.9

Occam 9.2% 2.7 10.0% 2.6 10.0% 2.6 6.7% 2.2

Smack 11.7% 3.3 15.8% 3.1 14.2% 2.9 15.0% 2.7

QFA2SR 26.7% 2.1 23.3% 2.3 26.7% 2.4 27.5% 2.2

PT-AEs 46.7% 3.9 48.3% 3.6 49.1% 3.8 48.3% 4.1

Table 3.13 Phoneme diversities with different speech lengths.

2-second 4-second 8-second 12-second 16-second

Averaged Diversity Total Diversity Total Diversity Total Diversity Total Diversity Total

Low-diversity 5.4 12.4 10.2 23.0 18.6 80.4 26.4 100.8 32.2 134.8

High-diversity 6.4 13.2 14.6 23.4 24.2 80.6 31.4 102.0 37.4 139.4

’Diversity’ and ’Total’ indicate the phoneme diversity and the number of total phonemes, respectively. ’Low-diversity’ and
’High-diversity’ indicate the groups with low and high phoneme diversities, respectively.

scenarios. For example, the inter-gender ASRs are 47.70% (low-diversity) vs 55.56% (high-

diversity). The largest difference in ASR is observed in the 4-second case in the CSI task

for the intra-gender scenario, with a maximum difference of 10.0%. The results show that

using speech samples with high phoneme diversity for parrot training can indeed improve

the attack effectiveness of PT-AEs.

In addition, we calculate via Pearson’s coefficients [78] the correlation of the ASR with

each of the methods to measure the attack knowledge level, including measuring the speech

length, counting the total number of phonemes, and using the phoneme diversity. We find

that phoneme diversity achieves the highest Pearson’s coefficient of 0.9692 in comparison

with using speech length (0.9341) and counting the total number of phonemes (0.9574). As

a result, the phoneme diversity for measuring the attack knowledge is the most related to
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Table 3.14 Experimental results on smart devices.

Intra-gender

Smart
Devices

Methods FakeBob Occam Smack QFA2SR PT-AEs

Tasks ASR SRS ASR SRS ASR SRS ASR SRS ASR SRS

Amazon Echo OSI 0/12 N/A 1/12 1.89 2/12 4.45 3/12 2.60 7/12 4.33

Amazon Echo SV 0/12 N/A 2/12 2.01 2/12 4.53 4/12 2.72 7/12 5.08

Google Home SV 0/12 N/A 0/12 N/A 1/12 3.96 3/12 2.55 5/12 4.49

Apple HomePod SV 2/12 2.15 3/12 3.16 3/12 5.09 5/12 3.12 9/12 5.16

Average - 4.2% 2.15 12.5% 2.35 16.7% 4.51 31.3% 2.75 58.3% 4.77

Inter-gender

Tasks ASR SRS ASR SRS ASR SRS ASR SRS ASR SRS

Amazon Echo OSI 0/12 N/A 1/12 1.26 2/12 3.89 2/12 2.27 5/12 4.15

Amazon Echo SV 0/12 N/A 1/12 1.35 1/12 4.12 3/12 2.03 6/12 4.27

Google Home SV 0/12 N/A 0/12 N/A 1/12 3.11 2/12 1.92 4/12 4.53

Apple HomePod SV 1/12 1.59 2/12 2.59 2/12 4.14 4/12 3.10 8/12 4.86

Average - 2.1% 1.59 8.3% 1.73 12.5% 3.82 22.9% 2.33 47.9% 4.45

the attack effectiveness, while using the speech length or the total number of phonemes can

still be considered adequate as they both have high Pearson’s coefficients.

3.6.5 Evaluations of Over-the-air Attacks

Next, we focus on attacking the smart devices in the over-the-air scenario. We consider

three popular smart devices: Amazon Echo Plus [2], Google Home Mini[13], and Apple

HomePod (Siri) [3]. For speaker enrollment, we use 3 male and 3 female speakers from

Google’s text-to-speech platform to generate the enrollment speech for each device. We only

use an 8-second speech from each target speaker to build our PT models. We consider OSI

and SV tasks on Amazon Echo, and the SV task on Apple HomePod and Google Home.

Similarly, we evaluate the different attacks in both intra-gender and inter-gender scenarios.

For each attack strategy, we generate and play 24 AEs using a JBL Clip3 speaker to each

smart device with a distance of 0.5 meters.
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Table 3.14 compares different attack methods against the smart devices under various

tasks. We can see that our PT-AE attack can achieve average ASRs of 58.3% (intra-gender)

and 47.9% (inter-gender) and at the same time the average SRSs of 4.77 (intra-gender) and

4.45 (inter-gender). By contrast, QFA2SR has the second-best ASRs of 31.3% (intra-gender)

and 22.92% (inter-gender); however, it has a substantially lower perception quality compared

with the PT-AE attack and Smack, e.g., 2.75 (QFA2SR) vs 4.51 (Smack) vs 4.77 (PT-AE

attack) in the intra-gender scenario. We also find that FakeBob and Occam appear to be

ineffective with over-the-air injection as zero ASR is observed against Amazon Echo and

Google Home. Overall, the over-the-air results demonstrate that the PT-AEs generated by

the PT-AE attack can achieve a high ASR with good perceptual quality.

3.6.6 Robustness of PT-AEs over Distance

We aim to further evaluate the robustness of the PT-AE attack in the over-the-air scenario

with different distances from the attacker to the target. We set different levels of distance

between the attacker (i.e., the JBL Clip3 speaker) and a smart device from 0.25 to 4 meters.

The results in Table 3.15 show that the ASR of the PT-AE attack changes over the distance.

In particular, we can see that there is no significant degradation of ASR when the distance

goes from 0.25 to 0.5 meters as the ASR slightly decreases from 60.4% to 58.3% in the inter-

gender scenario. There is an evident degradation in ASR when the distance increases from

2.0 to 4.0 meters (e.g., 27.1% to 14.5% in the inter-gender scenario). This is due to the energy

degradation of PT-AEs when they propagate over the air to the target device. Overall, PT-

AEs are quite effective within 2.0 meters given the perturbation energy threshold of ϵ = 0.08

set for all experiments.

3.6.7 Contribution of Each Component to ASR

As the PT-AE generation involves three major design components, including parrot train-

ing, choosing carriers, and ensemble learning, to enhance the overall transferability, we pro-
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Table 3.15 Evaluation of different distances.

Attack
Scenarios

Smart
Devices

Distance 0.25 (m) 0.5 (m) 1.0 (m) 2.0 (m) 4.0 (m)

Intra-gender

Amazon Echo OSI 58.3% 58.3% 41.7% 25.0% 16.7%

Amazon Echo SV 58.3% 58.3% 50.0% 33.3% 16.7%

Google Home SV 50.0% 41.7% 41.7% 25.0% 16.7%

Apple HomePod SV 75.0% 75.0% 75.0% 58.3% 33.3%

Average - 60.4% 58.3% 52.1% 35.4% 20.8%

Inter-gender

Amazon Echo OSI 41.7% 41.7% 25.0% 16.7% 8.3%

Amazon Echo SV 50.0% 50.0% 33.3% 25.0% 16.7%

Google Home SV 33.3% 33.3% 25.0% 16.7% 8.3%

Apple HomePod SV 66.7% 66.7% 66.7% 50.0% 25.0%

Average - 47.9% 47.9% 37.5% 27.1% 14.5%

pose to evaluate the contribution of each individual component to the ASR. Our methodology

is similar to the One-at-a-time (OAT) strategy in [58]. Specifically, we remove and replace

each design component with an alternative, baseline approach (as a baseline attack), while

maintaining the other settings the same in generating PT-AEs, and then compare the re-

sultant ASR with the ASR of no-removing PT-AEs (i.e., the PT-AEs generated without

removing/replacing any design component). Through this method, we can determine how

each component contributes to the overall attack effectiveness.

We use the same over-the-air attack setup as described in Section 3.6.5. For each baseline

attack, we craft 96 AEs for both intra and inter-gender scenarios. These AEs are played on

each smart device by the same speaker at the same distance. We present the experimental

setup and results regarding evaluating the contribution of each design component as follows.

Rather than training the surrogate models with parrot speech, we directly use the target

speaker’s one-sentence (8-second) speech for enrollment with the surrogate models. These

surrogate models, which we refer to as non-parrot-training (non-PT) models, are trained on

the datasets that exclude the target speakers’ speech samples.

As shown in Table 3.16 (the “No PT” row), we observe a significant ASR difference

between non-PT-based AEs and no-removing PT-AEs. For example, in the Amazon-SV
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Table 3.16 ASRs with removing each design component.

Amazon-OSI Amazon-SV Google-SV Apple-SV Average

No removing PT-AEs 50.0% 54.2% 37.5% 70.8% 53.1%

1) No PT Non-PT AEs 29.2% 33.3% 25.0% 37.5% 31.3%

2) No environ-
mental sound

Noise 25.0% 33.3% 25.0% 33.3% 29.2%

Featute-twisted 33.3% 37.5% 25.0% 37.5% 33.3%

3) No or insufficient
ensemble learning

Single PT-CNN 29.2% 33.3% 20.8% 41.7% 31.3%

Single PT-TDNN 29.2% 37.5% 20.8% 41.7% 32.3%

Multiple PT-CNN 41.7% 45.8% 29.2% 58.3% 43.8%

Multiple PT-TDNN 45.8% 45.8% 33.3% 58.3% 45.8%

task, PT-AEs achieve an ASR of 54.2%, which is 20.9% higher than the 33.3% ASR of non-

PT AEs. Overall, the average ASR for PT-AEs is 21.8% higher than that of non-PT AEs.

This substantial performance gap is primarily filled by adopting parrot training.

To understand the contribution of the feature-twisted environment sound carrier, we

use two baseline attacks related to noise and feature-twisted carriers. 1) Noise carriers, we

employ the PGD attack to generate the AEs based on the PT models through ensemble

learning, setting ϵ = 0.05 to control the L∞ norm. 2) Feature-twisted carriers, as discussed

in Section 3.5.1, we shift the pitch of the original speech up or down by up to 25 semitones

to create a pitch-twisted set. We use this set to solve the problem in (3.5) via finding the

optimal weights for the twisted-pitch carriers, with a total energy threshold of ϵ = 0.08.

Table 3.16 (the “no environmental sound” rows) indicates that environmental-sound-

based PT-AEs hold a distinct advantage over other carriers in terms of attack effectiveness.

We note that when we exclude the feature-twisted environmental sound carriers and rely

solely on either the noise or feature-twisted carriers, the average ASR drops by 23.9% (vs.

noise carrier) and 19.8% (vs. feature-twisted carrier). These findings show that utilizing

feature-twisted environmental sounds can significantly enhance the attack effectiveness.

We note that our ensemble-based model in (3.5) combines multiple CNN and TDNN

models. To evaluate the contribution of ensemble learning, we design two sets of experiments.

First, we replace the ensemble-based model in (3.5) with just a single PT-CNN or PT-TDNN
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Figure 3.11 Human evaluation on the AEs.

model to compare the ASRs. Second, we replace (3.5) with an ensemble-based model, which

only consists of multiple (in particular 6 in experiments) surrogate models under the same

CNN or TDNN architecture (i.e., no ensembling across different architectures).

We can observe in Table 3.16 (the “no or insufficient ensemble learning” rows) that

the single PT-CNN and PT-TDNN models only have average ASRs of 31.3% and 32.3%,

respectively. If we do adopt ensemble learning but combine surrogate models under the

same architecture, the average ASRs can be improved to 43.8% and 45.8% under multiple

PT-CNN and PT-TDNN models, respectively. By contrast, no-removing PT-AEs achieve

the highest average ASR of 53.1%.

In summary, the three key design components for PT-AEs, i.e., parrot training, feature-

twisted environmental sounds, and ensemble learning, improve the average ASR by 21.8%,

21.9%, and 21.3%, respectively, when compared with their individual baseline replacements.

As a result, they are all important towards the black-box attack and have approximately

equal contribution to the overall ASR.

3.6.8 Human Study of AEs Generated in Experiments

We have used the metric of SRS based on regression prediction built upon the human

study in Section 3.4.2 to assess that the PT-AEs have better perceptual quality than AEs

generated by other attack methods in experimental evaluations. We now conduct a new

round of human study to see whether PT-AEs generated in the experiments are indeed rated
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better than other AEs by human participants. Specifically, we have recruited additional 45

student volunteers (22 females and 23 males), with ages ranging from 18 to 35. They are all

first-time participants and have no knowledge of the previous human study in Section 3.4.2.

Following the same procedure, we ask each volunteer to rate each pair of original and PT-AE

samples.

Fig. 3.11 shows the average human speech scores of Smack, QFA2SR, and our attack. We

can see that PT-AEs generated by our attack are rated higher than Smack and QFA2SR.

In the intra-gender scenario, the average human score of our attack is 5.39, which is higher

than Smack (4.61) and QFA2SR (3.62). The score for each method drops slightly in the

inter-gender scenario. The results align with the SRS findings in Table 3.14. We also find

SRS scores are close to human scores. In the inter-gender scenario, SRS predicts our PT-

AEs perceptual quality as 4.45, close to the human average of 4.8. The results of Fig. 3.11

further validates that the PT-AEs have better perceptual quality than AEs generated by

other methods.

3.6.9 Discussions

Ethical concerns and responsible disclosure: Our smart device experiments did not involve

any person’s private information. All the experiments were set up in our local lab. We have

reported our findings to manufacturers (Amazon, Apple, and Google). All manufacturers

thanked our research and disclosure efforts aimed at safeguarding their services. Google

responded promptly to our investigations, confirming that there is a voice mismatch issue

and closed the case as they stated that the attack requires the addition of a malicious node.

We are still in communication with Amazon and Apple.

3.7 Related Work

Adversarial audio attacks [36, 172, 102, 149, 160, 41, 57, 176, 57, 38, 176] can be cat-

egorized into white-box and black-box attacks depending on their attack knowledge level.
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White-box attacks [36, 132] assumed the knowledge of the target model and leveraged the

gradient information of the target model to generate highly effective AEs. Some recent

studies aimed at improving the practicality of white-box attacks [102, 71] via adding the

perturbation to the original speech signal without synchronization, albeit still assuming

nearly full knowledge of the target model.

Existing black-box attacks [38, 176, 149, 160, 104, 171] assumed no access to the internal

knowledge of target models, and most black-box attacks attempted to know the target model

via a querying (or probing) strategy. The query-based attacks [38, 57, 176, 171, 104] needed

to interact with the target model to get the internal prediction scores [38, 160, 41, 171] or

hard label results [176, 104]. A large number of queries were necessary for the black-box

attack to be effective. For example, Occam [176] needed over 10,000 queries to achieve a

high ASR. This makes the attack strategy cumbersome to launch, especially in over-the-air

scenarios. The PT-AE attack does not require any probing to the target model.

The transfer-based attacks [18, 58, 39] commonly assumed no interaction or limited prob-

ing [41] to the target model. For example, Kenansville [18] manipulated the phoneme of the

speech to achieve an untargeted attack. QFA2SR [39] focused on building the surrogate

models with specific ensemble strategies to enhance the transferability of AEs by assuming

knowing several speech samples of all the enrolled speakers of the target model. Compared

with QFA2SR, we further minimize the knowledge and only assume a short speech sample

of the target speaker for the attacker. Even with the most limited attack knowledge, we

propose a new PT-AE strategy that creates more effective AEs against the target model.

Some recent studies [132, 71, 104] leveraged the psychoacoustic feature to optimize the

carriers and improve the perception of AEs. Meanwhile, [58, 171] manipulated the features

of an audio signal to create AEs with good perceptual quality. In addition, there are audio

attack strategies [174, 34, 17, 172] focusing on improving the stealthiness of the AEs. For

example, dolphin attack [174] used ultrasounds to generate imperceptible AEs. The human

study in this work defines the metric of SRS to quantify the speech quality using a similar
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regression procedure motivated by the qDev model in [58] that was created to measure the

music quality. We then design a new TPR framework built upon the SRS metric to jointly

evaluate both the transferability and perception of PT-AEs.

3.8 Discussion on Defense

To combat PT-AEs, there are two major defense directions available: audio signal pro-

cessing and adversarial training. Audio signal processing has been proposed to defend against

AEs via down-sampling [104, 176], quantization [170], and low-pass filtering [102] to preserve

the major frequency components of the original signal while filtering out other components

to make AEs ineffective. These signal processing methods may be effective when dealing

with the noise carrier [176, 102, 71], but are not readily used to filter out PT-AEs based

on environment sounds, many of which have similar frequency ranges as human speech.

Adversarial training [70, 109, 23, 30, 142, 151, 166] is one of the most popular methods to

combat AEs. The key idea behind adversarial training is to repeatedly re-train a target

model using the worst-case AEs to make the model more robust. One essential factor in

adversarial training is the algorithm used to generate these AEs for training. For example,

recent work [176] employed the PGD attack to generate AEs for adversarial training, and the

model becomes robust to the noise-carrier-based AEs. The PT-AEs used in this work adopt

feature-twisted environmental sounds as the carrier. Thus, one potential way for defense

is to generate enough AEs that cover a diversity of carriers and varying auditory features

for training. Significant designs and evaluations are needed to find optimal algorithms to

generate and train AEs to fortify a target model.

3.9 Summary

In this work, we investigated using the minimum knowledge of a target speaker’s speech to

attack a black-box target speaker recognition model. We extensively evaluated the feasibility

of using state-of-the-art VC methods to generate parrot speech samples to build a PT-
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surrogate model and the generation methods of PT-AEs. It is shown that PT-AEs can

effectively transfer to a black-box target model and the proposed PT-AE attack has achieved

higher ASRs and better perceptual quality than existing methods against both digital-line

speaker recognition models and commercial smart devices in over-the-air scenarios.
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Chapter 4: Conclusion and Future Work

In this dissertation, we first investigate how to integrate human factors into the ad-

versarial attack loops. Specifically, we conduct a human study to understand how human

participants perceive the music signal perturbation. We use regression analysis to model

the relationship between the audio feature deviation and the human-perceived deviation for

music signals. Then, Based on the regressed human perception model, we propose, for-

mulate, and evaluate the perception-aware attack framework to create adversarial music.

The perception-aware attack is able to perturb music signals with better perceptual quality

and achieve higher attack success rates than conventional Lp norm based attacks against

YouTube’s copyright detector. To the best of our knowledge, our study presents the first

systematic work that integrates human factors into the internals of adversarial audio attacks.

We believe the results will encourage further human-in-the-loop research.

Furthermore, we keep exploring using limited practical knowledge to launch adversarial

attacks on the real-world speaker recognition models. Specifically, we propose a new concept

of the PT model and investigate state-of-the-art VC methods to generate parrot speech

samples to build a surrogate model for an attacker with the knowledge of only one sentence

speech of the target speaker. We propose a new TPR framework to jointly evaluate the

transferability and perceptual quality for PT-AE generations with different types of carriers.

We create a two-stage PT-AE attack strategy that has been shown to be more effective than

existing attacks strategies, while requiring the minimum level of the attack knowledge.

For future work, it is worth exploring AI models rooted in human-centric principles,

ethics, and user-centricity, collaborating with interdisciplinary teams to infuse transparency,

interpretability, and ethical values. My research spans various data domains like audio,
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image, and NLP, with a focus on user-centered design, expert feedback, and human-computer

interaction research. The goal is to create AI models that prioritize human well-being, foster

trust, and uphold ethical standards in their deployment across diverse data modalities.
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You are free to:

Share — copy and redistribute
the material in any medium or
format

Adapt — remix, transform, and
build upon the material

The licensor cannot revoke
these freedoms as long as you
follow the license terms.

Under the following terms:

Attribution — You must give
appropriate credit appropriate credit appropriate credit appropriate credit appropriate credit appropriate credit appropriate credit appropriate credit appropriate credit appropriate credit appropriate credit appropriate credit appropriate credit , provide a
link to the license, and indicateindicateindicateindicateindicateindicateindicateindicateindicateindicateindicateindicateindicate
if changes were made if changes were made if changes were made if changes were made if changes were made if changes were made if changes were made if changes were made if changes were made if changes were made if changes were made if changes were made if changes were made . You may
do so in any reasonable manner,
but not in any way that suggests
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the licensor endorses you or
your use.

NonCommercial — You may not
use the material for commercialcommercialcommercialcommercialcommercialcommercialcommercialcommercialcommercialcommercialcommercialcommercialcommercial
purposes purposes purposes purposes purposes purposes purposes purposes purposes purposes purposes purposes purposes .

ShareAlike — If you remix,
transform, or build upon the
material, you must distribute
your contributions under the
same license same license same license same license same license same license same license same license same license same license same license same license same license as the original.

No additional restrictions —
You may not apply legal terms or
technological measures technological measures technological measures technological measures technological measures technological measures technological measures technological measures technological measures technological measures technological measures technological measures technological measures that
legally restrict others from doing
anything the license permits.

Notices:

You do not have to comply with the license
for elements of the material in the public
domain or where your use is permitted by
an applicable exception or limitation exception or limitation exception or limitation exception or limitation exception or limitation exception or limitation exception or limitation exception or limitation exception or limitation exception or limitation exception or limitation exception or limitation exception or limitation .
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No warranties are given. The license may
not give you all of the permissions
necessary for your intended use. For
example, other rights such as publicity,publicity,publicity,publicity,publicity,publicity,publicity,publicity,publicity,publicity,publicity,publicity,publicity,
privacy, or moral rights privacy, or moral rights privacy, or moral rights privacy, or moral rights privacy, or moral rights privacy, or moral rights privacy, or moral rights privacy, or moral rights privacy, or moral rights privacy, or moral rights privacy, or moral rights privacy, or moral rights privacy, or moral rights may limit how you
use the material.

 Notice

This deed highlights only some of the key
features and terms of the actual license.
It is not a license and has no legal value.
You should carefully review all of the
terms and conditions of the actual
license before using the licensed
material.

Creative Commons is not a law firm and
does not provide legal services.
Distributing, displaying, or linking to this
deed or the license that it summarizes
does not create a lawyer-client or any
other relationship.
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Creative Commons is the nonprofit behind
the open licenses and other legal tools that
allow creators to share their work. Our legal
tools are free to use.
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Public Domain ListPublic Domain ListPublic Domain ListPublic Domain ListPublic Domain ListPublic Domain ListPublic Domain ListPublic Domain ListPublic Domain ListPublic Domain ListPublic Domain ListPublic Domain ListPublic Domain List

Footnotes
                          appropriate credit — If supplied, you must provide the

name of the creator and attribution parties, a copyright
notice, a license notice, a disclaimer notice, and a link to the
material. CC licenses prior to Version 4.0 also require you to
provide the title of the material if supplied, and may have
other slight di�erences.

More infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore info

                          indicate if changes were made — In 4.0, you must
indicate if you modified the material and retain an indication
of previous modifications. In 3.0 and earlier license versions,
the indication of changes is only required if you create a
derivative.

Marking guideMarking guideMarking guideMarking guideMarking guideMarking guideMarking guideMarking guideMarking guideMarking guideMarking guideMarking guideMarking guide
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                          commercial purposes — A commercial use is one
primarily intended for commercial advantage or monetary
compensation.

More infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore info

                          same license — You may also use a license listed as
compatible at
https://creativecommons.org/compatiblelicenseshttps://creativecommons.org/compatiblelicenseshttps://creativecommons.org/compatiblelicenseshttps://creativecommons.org/compatiblelicenseshttps://creativecommons.org/compatiblelicenseshttps://creativecommons.org/compatiblelicenseshttps://creativecommons.org/compatiblelicenseshttps://creativecommons.org/compatiblelicenseshttps://creativecommons.org/compatiblelicenseshttps://creativecommons.org/compatiblelicenseshttps://creativecommons.org/compatiblelicenseshttps://creativecommons.org/compatiblelicenseshttps://creativecommons.org/compatiblelicenses

More infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore info

                          technological measures — The license prohibits
application of e�ective technological measures, defined with
reference to Article 11 of the WIPO Copyright Treaty.

More infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore info

                          exception or limitation — The rights of users under
exceptions and limitations, such as fair use and fair dealing,
are not a�ected by the CC licenses.

More infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore info

                          publicity, privacy, or moral rights — You may need to get
additional permissions before using the material as you
intend.

More infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore infoMore info
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The Internet Society and the Internet Society Foundation (collectively, “ISOC”) respect the intellectual
property rights of others and requires those that use our website to do the same. ISOC may, in appropriate
circumstances and at our discretion, remove or disable access to material on the websites that infringes upon
the copyright rights of others. ISOC also may, at our discretion, remove or disable links or references to ancop
online location that contains infringing material or infringing activity. In the event that any users of the
websites repeatedly infringe on others’ copyrights, ISOC may, in our sole discretion, terminate thosecop
individuals’ rights to use the websites.  

If you believe that any copyrighted work is accessible through the ISOC websites in a way that constitutescop
copyright infringement, please notify ISOC by providing our designated copyright agent with the followingcop cop
information:

The physical or electronic signature of either the copyright owner or of a person authorized to act oncop
the owner’s behalf.

A description of the copyrighted work you claim has been infringed, and a description of the activitycop
that you claim to be infringing.

Identi�cation of the URL or other speci�c location on the ISOC websites where the material or activity
you claim to be infringing is located or is occurring.  You must include enough information to allow us
to locate the material or the activity.

Your name, address, telephone number, and e-mail address.

A statement by you, made under penalty of perjury, that (i) the information you have provided is
accurate and that you are the copyright owner or are authorized to act on behalf of the owner of ancop
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exclusive right that is allegedly infringed; and (ii) you have a good faith belief that use of the
copyrighted materials is not authorized by the copyright owner, any agent of the copyright owner, orcop cop cop
the law.

Please note that the United States Copyright Act prohibits the submission of a false or materially misleadingCop
copyright notice or counter-notice (discussed below), and any such submission may result in liabilities,cop
including perjury.  U.S. federal courts have determined that copyright owners must consider whether the workcop
in question quali�es as a “fair use” before submitting a notice of claimed infringement.

You can contact our designated agent through copyright@isoc.orgcop

If you believe in good faith that a notice of copyright infringement has been wrongly �led against, you cancop
send ISOC a counter-notice that includes:

Your name and address, and telephone number.

The source address of the removed content.

A statement under penalty of perjury that you have a good faith belief that the content was removed
in error.

A statement that you consent to the jurisdiction of Federal District Court for the judicial district in
which your address is located, or if your address is outside of the United States, for any judicial district
in which the ISOC websites may be found, and that you will accept service of process from the person
who provided the original complaint.
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