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ABSTRACT

The 2D Ising model has played an important role in the theory of phase transitions, as one of only a

handful of exactly solvable models in statistical mechanics. The original model, introduced in the 1920s, has

a rich mathematical structure. It thus came as a pleasant surprise when physicists studying matrix models of

2D gravity found that, coupled to quantum gravity, the planar Ising model still had an elegant solution. The

methods used by V. Kazakov and his collaborators involved the method of orthogonal polynomials. However,

these methods were formal, and no direct analytic derivation of the phase transition has been described in

the literature since the original paper of V. Kazakov in 1986. In this work, we present a rigorous proof of

Kazakov’s results, using steepest descent analysis for biorthogonal polynomials. We are able to calculate the

genus 0 partition function, and we also find that the phase transition is described by the string equation of

a 3rd order reduction of the KP hierarchy, in agreement with the predictions of G. Moore, M. Douglas, and

their collaborators. This is part of a forthcoming paper with Maurice Duits and Seung-Yeop Lee.
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CHAPTER 1

INTRODUCTION

Начать с самого начала.

Start from the beginning.

– Evguenii Rakhmanov

1.1 The History of Phase Transitions.

The theory of phase transitions is one of the cornerstones of statistical mechanics. The second order

phase transitions, or continuous phase transitions, are of particular interest, due in part to their wide

range of applications. Examples of such transitions include the spontaneous magnetization of ferromagnetic

materials below the Curie temperature, the percolation phase transition in polymer physics and geology, and

the superconducting phase transition in condensed matter theory. The structure of these transitions have

been intensively studied for almost a century, starting with Paul Eherenfest’s classification scheme in the 30’s

[41]. Soon after, Lev Landau developed his phenomenological theory of continuous phase transitions [76],

which characterizes the transition in terms of its critical exponents. The next major breakthrough in the

theory of general continuous phase transitions came in the 60’s, when Leo Kadanoff applied quantum field

theoretic techniques (the renormalization group, or RG) to describe the Ising phase transition [65]; these

ideas were developed further by Kenneth Wilson [105, 106]. The renormalization group approach to phase

transitions describes the transition as a non-trivial fixed point of RG. One of the features of this approach

was the ability to explain the phenomenon of universality : seemingly very different physical systems end

up having identical critical exponents. Fixed points of the RG flow exhibit scale invariance; furthermore,

many of the statistical systems of interest also enjoy translation invariance. These observations led the

physicists A.A. Belavin, A.M. Polyakov, and A.B. Zamolodchikov (1984) to postulate that there should be

manifest conformal invariance at these critical points [8]. In two dimensions, the group of local conformal

transformations has a rich structure not present in other dimensions, which allowed for the exact solution of

the field theories introduced in [8], and thus the exact prediction of the critical exponents of a whole series

of universality classes. These are the celebrated minimal models of conformal field theory. The minimal
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models program was quite successful in its characterization of 2-dimensional continuous phase transitions,

but left many open questions.

1.2 The History of the 2-Dimensional Ising Model.

The history of phase transitions is intimately linked with the history of the Ising model. Introduced by

Ernst Ising at the suggestion of his doctoral advisor Wilhelm Lenz [60] in 1925, it was meant as a simplistic

model of a ferromagnet. Ising himself only studied the 1-dimensional version of the model, which does not

exhibit the spontaneous magnetization phase transition, and he incorrectly conjectured that the model does

not admit a phase transition in any dimension. It was subsequently noted by Rudolph Peierls that higher-

dimensional versions of the model likely did exhibit a phase transition [87] (the spontaneous magnetization

transition). It took over 20 years for an exact solution to the 2D version of the model (the Ising model on

Z2) to be announced by Lars Onsager [86] (1944), with credit due in part to his postdoc Bruria Kaufmann.

However, Onsager’s solution was not completely mathematically sound, and it took an additional decade for a

fully rigorous solution to be provided by Chen-Ning Yang [108] in 1952. Since, the model has been celebrated

as one of the most important models of a phase transition, and the model’s surprisingly rich mathematical

structure has been picked apart. The universality of the critical exponents appearing in the 2-dimensional

model were verified for various lattices (cf. R.J. Baxter’s book [7], Chapter 11, and references therein), but

these considerations were markedly limited by the fact that computations could be performed explicitly only

for choices of fairly regular lattices (e.g. square lattice, triangular lattice, etc.). The breakthrough of Leo

Kadanoff [65] (1966) in applying renormalization group techniques to the Ising model shed further light on

the phenomenon of universality in the Ising model. The advent of conformal field theory (CFT) techniques

to describe 2-dimensional critical phenomena by A.A. Belavin, A.M. Polyakov, and A.B. Zamolodchikov [8]

in 1984 continued the interest in universality in the 2D Ising model, and prompted Vladimir Kazakov in

1986 [70] to consider the Ising model coupled to 2-dimensional gravity; that is, the Ising model on a random

lattice.

1.3 The History of 2-Dimensional Quantum Gravity.

A working theory of quantized gravity is one of the most fundamental open problems in theoretical

physics, and has eluded physicists for the past several decades. One place where progress was successfully

made was in the theory of 2-dimensional quantum gravity, as degrees of freedom present in the higher

dimensional theories are absent in the 2-dimensional one. Part of the hope of the program was that that

the exact solution to a theory of 2D gravity would shed light on how higher-dimensional versions might
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work; another major motivating factor was the first superstring revolution, in which the techniques of 2D

gravity played an integral role. One of the first major works on the subject was Alexander Polyakov’s 1981

paper on bosonic string theory [91], which demonstrated that the so-called Liouville (also called continuum)

approach to 2D quantum gravity could be exactly solved. The drawback of the theory was that performing

exact calculations proved difficult, and hindered the theory for the next decade or so. Indeed, the seminal

paper of A.A. Belavin, A.M. Polyakov, and A.B. Zamolodchikov [8] in 1984 was described by Polyakov as

“an unsuccessful attempt to solve the Liouville theory” [89]. A major development came in the works of

Douglas and Shenker [35], Brézin and Kazakov [20], and Gross and Migdal [58, 59]. The ideas implicit in

these works was to replace the integral over geometries in the continuum theory with a sum over discretized

surfaces; in this way, many calculations that were previously inaccessible were now in sight. This technique

was made possible by the advances made by the Saclay school of theoretical physics (Itzykson, Zuber, Parisi,

Brézin, Kazakov, to name a few) in random matrix theory. It was realized in [19, 62] that random matrices

could be used to perform a sum over discretized surfaces. Subsequent works by Vladimir Kazakov and

collaborators [17, 70] showed that it might be possible to exactly solve a coupled theory of the minimal

models of conformal field theory and gravity, and calculated the first result in this direction: the shift of the

critical exponents of the (4, 3) minimal model (corresponding to the critical 2D Ising model) when coupled to

gravity. This work was later complemented by a corresponding continuum result, due to Kniznik, Polyakov,

and Zamolodchikov [72]: their result became known as the KPZ formula. These results are what motivated

the Douglas-Shenker, Brézin-Kazakov, and Gross-Migdal program. Their goal in part was to construct a

unified theory of all 2D critical phenomena, with renormalization group flows between all of the critical

points. As it turned out, the 2-matrix model was precisely the setting required to achieve this; the theory

ended up being completely integrable, and the renormalization group flows between critical points were given

by flows of the KP hierarchy.

1.4 The Subject of This Thesis.

From the standpoint of theoretical physics, the results described above describe one of the most out-

standing achievements of the last few decades: an exact model of all 2D critical phenomena. However, from

the mathematical standpoint, these works left much to the imagination. Many of the techniques used in the

works of the 1980s and 1990s on random matrices related to 2D critical phenomena were non-rigorous, from

the use of non-convergent matrix integrals to the ill-defined renormalization group flow. It thus became the

task of a group of mathematical physicists to try and put these works on solid mathematical footing. The

first few works in this direction were due to A. Fokas, A. Its, and A. Kitaev [47, 48], who were able to make
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a step in the right direction by providing a description of the first nontrivial critical point of the 1-matrix

model (corresponding to a “pure” theory of gravity) in terms of orthogonal polynomials and Painlevé type

equations. The next decade saw the birth of the method of steepest descent of Deift and Zhou [31], which

opened the doors to the rigorous analysis of the more general families of orthogonal polynomials appearing

in the 1-matrix model. These works built on pre-existing works of a number of mathematicians working in

approximation theory (see [78, 93, 94, 102], among many others, as well as [13, 29, 30] for applications of the

method of steepest descent to orthogonal polynomials), and finally culminated in the rigorous description of

the critical point investigated by Fokas, Its and Kitaev by Maurice Duits and Arno Kuijlaars in [38] (2006),

and by Pavel Bleher and Alfredo Deaño in [10]. Nowadays, the critical phenomenon in the 1-matrix model

are widely accepted to be well-understood. However, the same cannot be said about the 2-matrix model,

which has a much richer mathematical structure. Part of the reason for this deficit in knowledge was a lack of

tools: the 1-matrix model could be studied using techniques of orthogonal polynomials, whereas the 2-matrix

model was characterized by the more mysterious biorthogonal polynomials. The steepest descent analysis

available for orthogonal polynomials did not apply directly to biorthogonal polynomials, which meant a fully

rigorous analysis of their asymptotics (and thus a description of the Ising critical point, which only appears

in the 2-matrix model) remained out of reach. This changed with a publication of Arno Kuijlaars and Ken

McLaughlin [75] (2005), which characterized biorthogonal polynomials in terms of multiple orthogonal poly-

nomials. Since there was already an extensive literature in approximation theory for the analysis of multiple

orthogonal polynomials [1, 4, 85], including a Riemann-Hilbert formulation [5] amenable to steepest descent

analysis, this allowed finally for the possibility of analysis of critical phenomenon in the 2- matrix model.

Kuijlaars, Duits, and their collaborators began a program of analyzing critical phenomena in the 2-matrix

model [36, 37, 39, 40], which took place in the early 2010’s. However, the problem of providing a rigorous

analysis of the Ising phase transition coupled to gravity remained open.

Finally, we arrive at the present day, and the subject of this thesis. In this thesis, we present two main

results: first, we calculate rigorously the genus zero partition function of the 2D Ising model on a random

4-regular graph. We also for the first time give a rigorous description of the Ising critical point when coupled

to gravity; this amounts to expressing the partition function in terms of a special solution of a higher-order

Painlevé type equation (the “string equation” for the KdV-3 hierarchy). These results are based on steepest

descent analysis for biorthogonal polynomials. This is the first rigorous work on the analysis of physically

relevant critical points of the 2-matrix model, and we hope that it is the beginning of a program that will

shed more light on universality in 2D critical phenomena.
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1.5 Organization of the Thesis and Notations.

The rest of this thesis is organized as follows. In Chapter 2, we define the Ising model on a general

graph, and discuss some of the general properties that Ising-type models enjoy. We then provide an exact

solution to the 2D Ising model on Z2. In Chapter 3, we introduce random matrices, and define the 1

(respectively, 2)-matrix models. We show how these models relate to orthogonal (respectively, biorthogonal)

polynomials, and show how biorthogonality may be reduced to multiple orthogonality. Finally, we discuss

the combinatorial aspects of both matrix models, and discuss the connections to quantum gravity in 2

dimensions. In Chapter 4, we discuss some of the general techniques involved in steepest descent analysis for

Riemann-Hilbert problems. We then demonstrate in the case of orthogonal polynomials how the machinery

works. In this chapter, we also introduce the Riemann-Hilbert problem for multiple orthogonal polynomials,

and show how it applies to the special case of biorthogonality. In Chapter 5, we prove the main results of

the thesis: an explicit formula for the genus zero partition function of the quartic 2-matrix model, as well

as a rigorous analysis of the multicritical point originally studied by Kazakov [70]. Finally, we conclude in

Chapter 6 with some calculations related to the spectral curve of the cubic 2-matrix model. We also present

some further open problems of interest, which will be the subject of future work.

We will frequently use a number of notations without comment; we list these here.

• We use the following asymptotic notations:

– f(x) = O(g(x)) as x → x0 if
∣∣∣ f(x)g(x)

∣∣∣ ≤ M for |x − x0| sufficiently small (if x0 = ∞, then this is

interpreted as |x| sufficiently large).

– f(x) = o(g(x)) as x→ x0 if
∣∣∣ f(x)g(x)

∣∣∣→ 0 as x→ x0.

– f(x) ∼ g(x) as x→ x0 if f(x)
g(x) → 1 as x→ x0.

• Throughout, ω := e
2πi
3 = − 1

2 + i
√
3
2 is the principal third root of unity,

• We denote the n× n matrix with a 1 in the (i, j)th entry and zeros elsewhere by Eij ,

• We denote the diagonal matrix D with entries d1, d2, ..., dn by D = diag (d1, d2, ..., dn). In other words,

the below have the same meaning:

diag (d1, d2, ..., dn) =

 d1 0 ... 0
0 d2 ... 0

...
...

. . .
...

0 0 ... dn

.
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• The third Pauli matrix σ3 :=
(
1 0
0 −1

)
. We will often write expressions such as zCσ3 , or ef(z)σ3 . These

expressions are defined to be

zCσ3 :=
(

zC 0
0 z−C

)
, ef(z)σ3 :=

(
ef(z) 0
0 e−f(z)

)
.

• The matrix σ̂ij is defined to be the 4 × 4 matrix which permutes the ith and jth row/column. For

example, the matrix σ̂24 would be

σ̂24 =

(
1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

)
.

The matrix σ̂ij permutes the ith and jth row and column of a given matrix A by conjugation; again

using our example of σ̂24,

σ̂24Aσ̂24 = σ̂24

(
a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44

)
σ̂24 =

(
a11 a14 a13 a12
a41 a44 a43 a42
a31 a34 a33 a32
a21 a24 a23 a22

)
.

• For readability purposes, blocks of zeros in matrices will be denoted simply by zero, where there is no

cause for ambiguity. For example, the if A is a 3× 3 matrix, then the expressions

(
1 0 0 0
0
0 A
0

)
=

 1 03×1

01×3 A

 =

1 0

0 A


all have identical meaning.

• If A is an n×n matrix and B is an m×m matrix, we define the matrix A⊕B to be the block diagonal

matrix

A⊕B :=

A 0

0 B

 .

• If X(z) is the solution to a Riemann Hilbert problem defined on the contour γ, we write JX(z) : γ → C

as its jump matrix: i.e.,

X+(z) = X−(z)JX(z), z ∈ γ.

We will also sometimes write γX or ΓX to denote the contour γ corresponding to the Riemann-Hilbert

problem for X(z).
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CHAPTER 2

THE ISING MODEL

In this section, we discuss probably the first lattice model to be intensively studied: the Ising model.

Historically, the model was suggested to E. Ising by his advisor, W. Lenz, as a simplistic model of ferro-

magnetism. As part of his thesis, Ising solved the 1-dimensional version of the model [60] (what we will

call “the Ising model on Z”), and incorrectly predicted that the model did not exhibit a finite-temperature

phase transition. However, it was subsequently noted that higher-dimensional versions of the model likely

did exhibit a phase transition [87] (the spontaneous magnetization transition). It was not until over 20

years later that an exact solution to the 2-D version of the model (the Ising model on Z2) was announced

by L. Onsager [86], with credit due in part to his postdoc B. Kaufmann. However, Onsager’s solution was

not completely mathematically sound, and it took an additional decade for a fully rigorous solution to be

provided by C. Yang [108]. Since, the model has been celebrated as one of the most important models of a

phase transition, and the model’s surprisingly rich mathematical structure has been picked apart.

In what follows, we will first define the Ising model on generic graphs, discuss the Kramers-Wannier

duality, and then study the solution of the 2-dimensional Ising model first introduced by M. Kac and J.C.

Ward [92]. We indicate the universal nature of the phase transition. Essentially all of what is stated in this

chapter is now part of the classical literature on statistical mechanics. For further details, one should consult

[7], for example.

2.1 Definition of the Model and Basic Properties.

Most of the graph-theoretic notions we introduce are fairly standard; we refer to [15] for further details

on the relevant graph theory topics.

Definition 2.1. Let G = (V,E) be a finite graph1, and consider the collection of maps

Σ := {σ : V → {±1} }. (2.1)
1Our notion of graph is actually a multigraph; in other words, we allow multiple edges between vertices and loops (an edge

between a vertex and itself) in our definition. We will continue to refer to these as simply graphs, for ease of exposition.
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We define a probability measure P on Σ (with the power set 2Σ as a σ-algebra), dependent on two parameters,

β > 0, the inverse temperature, and h ∈ R, the external field strength. We call this measure the Boltzmann

distribution. The measure is defined to be

P(σ;β, h) :=
1

Z
e−βH(σ), (2.2)

where

H(σ;h) = −
∑

(x,y)∈E

σ(x)σ(y)− h
∑
x∈V

σ(x) (2.3)

is the Ising Hamiltonian, and

Z = Z(β, h) :=
∑
σ∈Σ

e−βH(σ) (2.4)

is a normalization constant, called the partition function. We will sometimes simply write P(σ), H(σ)

when the dependence on the other variables is clear. We will also sometimes write Z = ZG, to denote the

dependence of the partition function on the particular graph we are working on.

We refer to the elements σ ∈ Σ as configurations, and the values of σ(x) as spins. We define expected

values of quantities like X(σ) : Σ → R as

⟨X⟩ := 1

Z

∑
σ∈Σ

X(σ)e−βH(σ) (2.5)

For most of our considerations, we will set h = 0; unless otherwise stated, we will assume from here on

that h = 0. Let us make a few elementary remarks about this model. First, we see that the model favors

configurations where all of the spins are aligned, i.e., configurations in which all the values of σ(x) are the

same are more probable. This is because such configurations have a smaller (more negative) energy, and

thus their probability is larger, according to the definition (2.2). Another important property of the model

is its Z2 symmetry: if h = 0, then

⟨σ⟩ = 0. (2.6)

This follows from the fact that, for every configuration σ ∈ Σ, there exists a configuration σ′ such that

σ′ = −σ; furthermore, H(σ) = H(−σ). So, the collective contribution of these two configurations in the

sum (2.5) is

σe−βH(σ) + σ′e−βH(σ′) = σe−βH(σ) − σe−βH(σ) = 0.

Since we can pair up the entire set of configurations Σ in the same manner, we find that ⟨σ⟩ = 0.
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The main object of interest in what follows will be the free energy, which is defined as

F (β) = − 1

β
logZ(β). (2.7)

If the graph G = (V,E) is infinite in size, i.e., |V |= +∞, then the partition function Z(β) may diverge, and

thus F (β) is ill-defined as well. In such a situation, we will be interested in the free energy per unit site:

f(β) := − lim
|V |→∞

1

β|V |
logZG′(β), (2.8)

where the limit is taken over an appropriate finite-size cutoff of the graph of interest. For example, one

situation we shall meet is G = Zn, where the points of Zn are treated as vertices, and two elements of Zn are

connected by an edge if their coordinates differ by ±1 in only one place. A common regularization procedure

is to take the sequence of graphs GN := Zn ∩ ([−N,N ]n), the cutoff of Zn inside the cube of size 2N + 1.

Then, one defines the free energy per unit site as

fZn(β) := − lim
N→∞

1

β|GN |
logZGN

(β) = − lim
N→∞

1

β(2N + 1)n
logZGN

(β). (2.9)

Let us briefly explain why the free energy is of such fundamental importance. We begin by re-expressing

the free energy as

F (β) = U − 1

β
S, (2.10)

where U is the average internal energy of the system, defined to be U := ⟨H⟩, and S is the entropy of the

system, defined as

S := −
∑
σ∈Σ

P(σ) logP(σ) = −⟨logP⟩. (2.11)

We state this as a proposition:

Proposition 2.2. The two expressions (2.7), (2.10) are equivalent.
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Proof. Let us start with the second expression, (2.10). We have that

F (β) = U − 1

β
S = ⟨H(σ) +

1

β
logP(σ)⟩

=
∑
σ

[
H(σ) +

1

β
log

(
e−βH(σ)

Z

)]
e−βH(σ)

Z

=
∑
σ

[
H(σ)−H(σ)− 1

β
logZ

]
e−βH(σ)

Z

=
∑
σ

(
− 1

β
logZ

)
e−βH(σ)

Z
= − 1

β
logZ.

The reason we consider the free energy is this: when the system is in thermal equilibrium with a heat

bath at temperature T = β−1, the free energy is minimized. In other words, it is not the energy of the

system itself that is minimized, but rather the energy of the system available to do work : some of the energy

is tangled up in the entropy, and is inaccessible to the system.

We make this idea a little more precise as follows. Let Q(σ) be an arbitrary probability distribution on

the space of configurations Σ (note that, since |Σ|<∞, the space of all such measures is a finite-dimensional

submanifold of R|Σ|), and denote the space of all such distributions as P(Σ). For such distributions Q ∈ P(Σ),

we can define a notion of free energy of Q as

F (β;Q) := ⟨H⟩Q − 1

β
SQ, (2.12)

where ⟨H⟩Q denotes the mathematical expectation of H(σ) with respect to the measure Q, and SQ is the

entropy of the distribution Q, that is,

SQ = −
∑
σ∈Σ

Q(σ) logQ(σ). (2.13)

Then, we have the following proposition:

Proposition 2.3. For any fixed β > 0,

F (β) = F (β;P) = min
Q∈P(Σ)

F (β;Q), (2.14)

where P(σ) = P(σ, β) is the measure defined in (2.2). In other words, among all probability distributions on

Σ, the one which minimizes the free energy is the Boltzmann distribution (2.2).
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Proof. Let Q∗ be an extremum of the functional (2.12); we will show that Q∗ is the Boltzmann distribution

(2.2). Let t > 0 be sufficiently small, and let δQ be a signed measure on Σ, such that the measure Qt(σ) :=

Q∗ + tδQ(σ) belongs to the class P(Σ). Since Q∗ was extremal, we must have that the first variation
dF (β;Qt)

dt

∣∣∣∣
t=0

must vanish on the space P(Σ). We have that:

F (β;Qt)− F (β;Q∗) = t
∑
σ

[
H(σ) +

1

β
( logQ∗(σ) + 1)

]
δQ(σ) +O(t2).

Since Q∗(σ) is extremal, we must have that the first variation vanishes identically. Considered along with a

Lagrange multiplier which fixes Qt as a probability measure, we find that, for each σ ∈ Σ,

H(σ) +
1

β
( logQ∗(σ) + 1) = λ,

for some constant λ. Solving for Q∗(σ), we obtain that

Q∗(σ) = const. × e−βH(σ). (2.15)

The requirement that Q∗ be a probability measure uniquely determines the constant of proportionality to

be Z(β); thus, Q∗ is the Boltzmann distribution.

This proposition justifies why the free energy is fundamental to equilibrium thermodynamics. There are

also several more practical reasons the free energy is important to us. Many other thermodynamic quantities

of interest, such as the average energy U = ⟨H⟩, and the average magnetization (at non-zero h, of course)

M(β) := ⟨σ⟩, can be computed as derived quantities from the free energy. In the two examples we have

given, it is easy to check from Equation (2.7) that (and here we assume h ̸= 0)

U = ⟨H⟩ = ∂

∂β
[βF (β)] , (2.16)

M = ⟨σ⟩ = − ∂

∂h
[F (β)] . (2.17)

Let us now define what we mean by phase transition.

Definition 2.4. Let X be a thermodynamic system (such as the above), with free energy F (β, x1, ..., xN ),

dependent on temperature, and possibly some other macroscopic variables x1, ..., xN . X is said to have an

nth order phase transition if one of its nth order derivatives with respect to β, x1, ..., xN has a discontinuity

for some fixed 0 < β <∞.
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If the system in question is infinite in size, the above definition is modified to a discontinuity in the

free energy per unit site. In our situation, the Ising free energy on a fixed graph depends in general on

two parameters, the inverse temperature β and external field strength h. There is a very simple argument,

which dates back to Peierls, that demonstrates that the Ising model on a finite graph never exhibits a phase

transition:

Proposition 2.5. Let G = (V,E) be a finite graph, and F (β, h) the free energy of the Ising model in external

field h on G. Then, the Ising model on this graph does not exhibit a phase transition.

Proof. Note that this is equivalent to showing that the partition function is an analytic function of β, h.

Indeed, each Boltzmann factor eβH is an analytic function of β, h, since H is a linear function of these

parameters. Since G is finite, the sum over Boltzmann factors is finite as well, and so the partition function

is a finite sum of analytic functions. It follows that Z is analytic.

Thus, if we are interested in describing phase transitions, we need to look to infinite-size graphs. What

we shall see in the following sections is that the Ising model on Z2 (and, more generally, on the triangular

and hexagonal lattices) exhibits a second-order phase transition in the magnetization parameter h at finite

temperature 0 < βc <∞.

2.2 High and Low Temperature Expansions: Kramers-Wannier Duality

We shall see that there is a duality between the high and low temperature expansions of the Ising model;

these expansions will in fact allow us to predict the phase transition for the square-lattice Ising model.

Formally speaking, these expansions are essentially obtained by “integrating out” the spin degrees of freedom

in two different ways, to obtain an expression which depends only on the properties of the underlying graph.

These results will show that the high temperature expansion of ZG(β) for the graph G is the same (up to a

multiplicative factor) as the low-temperature expansion of ZG∗(β), where G∗ is the dual graph to G. This

relation is known as Kramers-Wannier duality, named after its discoverers Hendrik Kramers and Gregory

Wannier [73].

Let us begin by searching for a high temperature (β → 0) expansion of the partition function. For infinite

graphs, this expansion should be interpreted as an asymptotic one; however, for finite graphs, we are lucky

enough to be able to derive an exact expression in a small parameter t := tanhβ for the partition function.

First, we need a few graph-theoretic definitions.
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Figure 2.1. Three examples of closed curves on a given graph G, shown in red. The leftmost closed curve
contributes a factor of t3 to the partition function, and the central closed curve contributes a factor of t7.
Finally, the rightmost closed curve contributes a factor of t6.

Definition 2.6. Let G = (V,E) be a finite graph. A subcollection of edges A ⊂ E in which every vertex in

the graph (V,A) has even degree is called a closed curve2 in G. The set of closed curves is written as C(G).

If c ∈ C(G), then |c| denotes the cardinality of the set of edges corresponding to c.

Such subgraphs are sometimes called even subgraphs in graph theory; however, we prefer the terminology

closed curve, as it is more intuition-friendly. Some examples of closed curves on a graph G are shown in

Figure (2.1); the naming “closed curve” is apparent from here.

Theorem 2.7. Let G = (V,E) be a finite graph, and Z(β) be the partition function for the Ising model on

G. Set t = tanhβ. Then

Z(β) = 2|V | [coshβ]
|E| ∑

c∈C(G)

t|c| = 2|V | [coshβ]
|E|

|E|∑
k=0

ckt
k, (2.18)

where ck is the number of closed curves of size k in G (the number of closed curves of size 0 is defined to be

1).

The above is called the high temperature expansion of the partition function, since β small is equivalent

to t small, which follows from the asymptotic x ∼ tanhx.

Proof. Note that, since a product of spins can only take on one of two values, σ(x)σ(y) = ±1, we can rewrite

the expression

eβσ(x)σ(y) = coshβ + sinhβσ(x)σ(y) = coshβ [1 + tσ(x)σ(y)] ,

2Colloquially, such subsets are often referred to as loops in the physics literature. However, this notation is rather vague, as
there are many other things that are often referred to as loops in physics; even within graph theory, there is already another
object going by the name “loop”. For this reason, we avoid this terminology, and prefer to use closed curve.

13



where we have introduced a new parameter t = tanhβ. Then, the partition function can be rewritten as

Z =
∑
σ∈Σ

eβ
∑

(x,y)∈E σ(x)σ(y)

=
∑
σ∈Σ

∏
(x,y)∈E

eβσ(x)σ(y)

= [coshβ]
|E| ∑

σ∈Σ

∏
(x,y)∈E

[1 + tσ(x)σ(y)] .

We may further expand the product inside the sum:

∑
σ∈Σ

∏
(x,y)∈E

[1 + tσ(x)σ(y)] =
∑
σ∈Σ

∑
E′⊂E

t|E
′|

∏
(x,y)∈E′

σ(x)σ(y)

=
∑

E′⊂E

t|E
′|
∑
σ∈Σ

∏
(x,y)∈E′

σ(x)σ(y)

In other words, we are summing over all possible subgraphs of G. We can actually explicitly evaluate

the contribution from each subgraph; note that if any vertex does not have even degree, when we sum

over all configurations, this particular subgraph will contribute nothing. To see this, suppose the vertex

x0 ∈ V has odd degree in (V,E′); without loss of generality, suppose it appears exactly once, say in the

edge e0 := (x0, z). Partition Σ as Σ := Σ+ ∪ Σ−, where Σ+ := {σ : V → {±1} | σ(x0) = 1}, and

Σ− := {σ : V → {±1} | σ(x0) = −1}. Finally, denote Σ′ to be the set of maps from V \{x0} to {±1}. Then,

∑
σ∈Σ

∏
(x,y)∈E′

σ(x)σ(y) =
∑
σ∈Σ

σ(x0)σ(z) ∏
(x,y)∈E′\e0

σ(x)σ(y)


=
∑

σ∈Σ+

σ(x0)σ(z) ∏
(x,y)∈E′\e0

σ(x)σ(y)

+
∑

σ∈Σ−

σ(x0)σ(z) ∏
(x,y)∈E′\e0

σ(x)σ(y)


=
∑
σ∈Σ′

σ(z) ∏
(x,y)∈E′\e0

σ(x)σ(y)

−
∑
σ∈Σ′

σ(z) ∏
(x,y)∈E′\e0

σ(x)σ(y)


= 0.

On the other hand, if every vertex has even degree, since σ(x)2 ≡ 1 for any x ∈ V , we get that

∑
σ∈Σ

∏
(x,y)∈E′

σ(x)σ(y) =
∑
σ∈Σ

1 = 2|V |.

The set of subgraphs with this property is precisely C(G); a few examples of closed curves and their corre-

sponding contributions to the partition function are shown in Figure (2.1). This concludes the proof.
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Figure 2.2. A graph G, shown in black, and its dual, G∗, shown in blue. The vertices of the dual graph G∗

are the faces of the graph G; any two vertices of G∗ are connected by an edge if their corresponding faces
share an edge of G.

What we have proven is that the partition function for the Ising model on a graph G acts as a generating

function for closed curves on G. We can express the first few terms of this expansion in graphical form:

C ·Z(β) = 1+#

{ }
·t+#

{
, ,

}
·t2+#

{
, , , , ,

}
·t3+O(t4), (2.19)

where C := 2−|V | [coshβ]
−|E|, and the notation #{·} is interpreted as the number of subgraphs in G isomor-

phic to one of the graphs ‘·’. We remark that disconnected graphs also contribute to the above sum.

We can similarly obtain a low temperature (β → ∞) expansion. In this case, we notice the following:

if β is very large, e−βH is exponentially small, and so the factors contributing the most to the sum are the

ones with the smallest energy H. At this point, we specialize to planar graphs, for which there is a simple

graphical interpretation of this expansion. A planar graph is a graph which admits an embedding into the

plane without self-intersection. Planarity is needed for the following reason: there is a clear notion of a

face of a planar graph: it is a region bounded by some collection of edges. Since none of the edges are

overlapping, this region is well-defined. In order to calculate the low-temperature expansion, we again need

another graph-theoretic notion: the dual of a planar graph.

Definition 2.8. Let G = (V,E) be a planar graph. The dual graph of G, denoted G∗, is the graph formed

by the following procedure: for each face of G, we place a vertex of G∗. Any two vertices of G∗ are connected

by an edge if their corresponding faces share an edge of G.

A depiction of a graph and its dual are shown in Figure (2.2). The use of the word dual is indeed justified;

the dual of the dual graph is isomorphic to the original graph, G∗∗ = G. Another readily apparent fact is

that the number of edges in the dual graph, |E∗|, is the same as the number of edges in the original graph,

|E|. With these points in place, we can proceed to construct the low temperature expansion of the Ising

model.
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Figure 2.3. Two example configurations with one and two spins misaligned on the graph G; the dual
graph G∗ is shown in blue. Note that the dashed edges on the dual graph correspond to the bonds (edges)
which are frustrated, i.e. contribute a higher energy to H(σ). These edges form a closed curve c in G∗.
Since |E∗|= |E|, we have that the contribution from each of these configurations is s|c|. For the leftmost
configuration, this evaluates to s5; for the rightmost configuration, this evaluates to s7.

Theorem 2.9. Let G = (V,E) be a finite graph, and ZG(β) be the partition function for the Ising model on

G. Set s = e−2β. Then,

ZG(β) = 2eβ|E|
∑

c∈C(G∗)

s|c| = 2eβ|E|
|E∗|∑
k=0

c̃ks
k, (2.20)

where c̃k is the number of closed curves of size k in G∗ (the number of closed curves of size 0 is defined to

be 1).

Proof. We again note that, if β is very large, then e−βH is exponentially small, and so the factors contributing

the most to the sum are the ones with the smallest energy H. Obviously, the largest contribution to the sum

comes from those configurations σ which minimize H(σ); there are two of these, σ(v) ≡ 1 and σ(v) ≡ −1.

These contribute a factor of eβ|E|. What about the next-lowest contribution? Consider a configuration with

one (two) spin(s) misaligned on the graph G, as shown in Figure 2.3. Note that the dashed edges on the

dual graph correspond to the bonds (edges) which have frustration, i.e. contribute a higher energy to H(σ).

These edges form a closed curve c in G∗. Now, since |E∗|= |E|, we have that the contribution from this

configuration is eβ(|E|−2|c|). For each closed curve in the dual graph, there are precisely two configurations

σ which correspond to this curve, one of which is minus the other. We therefore see that we can write the

partition function as a sum over closed curves in the dual graph:

ZG(β) =
∑

c∈C(G∗)

2eβ(|E|−2|c|) = 2eβ|E|
∑

c∈C(G∗)

s|c|, (2.21)

where we have set s = e−2β . This concludes the proof.
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Thus, we have obtained two expansions of the Ising partition function, at high and low temperature. Both

expressions are in terms of a sum over closed curves, either in G or G∗; we see that, identifying parameters

tanhβhigh = t = s = e−2βlow ,

the high temperature expansion on G is equivalent to the low temperature expansion on the dual graph G∗.

This is the essence of the Kramers-Wannier duality :

Theorem 2.10. Let G = (V,E) be a planar graph, and G∗ its dual graph. Let ZG(β), ZG∗(β) denote the

partition function for the Ising model on G and G∗, respectively. Then,

ZG∗(β) = 2eβ̃|E|2|V
∗| [cosh(β)]

|E|
ZG(β̃), (2.22)

where β̃ = − 1
2 log [tanhβ].

Proof. On one hand, we can express ZG∗(β) using the high-temperature expansion:

2−|V ∗| [cosh(β)]
−|E|

ZG∗(β) =

|E|∑
k=0

c̃kt
k,

where t = tanhβ, and c̃k is the number of closed curves of size k in G∗. On the other hand, we can write

the low-temperature expansion of the Ising model on G as

2e−β̃|E|ZG(β̃) =

|E|∑
k=0

c̃ks
k, (2.23)

where s = e−2β̃ , and c̃k again counts the number of closed curves of size k in G∗. Thus, if we set β̃ =

− 1
2 log [tanhβ] in the above expression, the right hand sides of both expressions we have derived become

identical, and so we find that

2−|V ∗| [coshβ]
−|E|

ZG∗(β) = 2e−β̃|E|ZG(β̃),

when β̃ = − 1
2 log [tanhβ]. Rearranging yields the desired result.

Remark 2.11. This duality allows us to predict the temperature at which the phase transition occurs

in the case of the square lattice Ising model. We shall later prove that this is indeed the case, but it is

still instructive to note the argument made originally by Kramers and Wannier [73]. As we have previously

mentioned, since Z2 is of infinite size, we are interested in the free energy per unit site, f(β). It is also apparent
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that, since the graph is indeed of infinite size, it is possible for a phase transition to occur. Assuming that

there are indeed only two phases, a high-temperature and low-temperature one, we see that the two phases

must meet at some point of non-analyticity of f(β), say β = βc. This means that the high-temperature

expansion of f(β) (respectively, low temperature expansion) should converge all the way up to this critical

temperature. Moreover, since Z2 is self-dual, the high-temperature and low-temperature expansions should

be proportional, and we must have the equality

βc = −1

2
log [tanhβc] . (2.24)

Solving this equation for βc, we obtain that

βc =
1

2
log(1 +

√
2), (2.25)

which is indeed the critical temperature of the Ising model on Z2.

2.3 Exact Solution of the 2D Ising Model: Combinatorial Method

We now discuss the combinatorial approach to the solution to the 2D Ising model; this technique was first

introduced by Kac and Ward in [64], and later refined by Potts and Ward in [92]. See also the expository

article [24], which revisits some of these methods with more detail.

Recall that the partition function for the Ising model on a graphG = (V,E) admits the (high-temperature)

expansion

Z(β) = 2|V |[coshβ]|E|
∑

c∈C(G)

[tanhβ]|c|; (2.26)

here, C(G) denotes the set of all closed curves (possibly disconnected) inG. We make use of the combinatorial

fact that the logarithm of a generating function counting the number of objects of a given kind produces

the generating function for the number of connected objects of the same kind (cf. R.P. Stanley’s book [98],

Chapter 5). Furthermore, if the graph in question is vertex transitive 3, this sum reduces to a sum over loops

based at a fixed vertex v0:

β · F (β) := − logZ(β) = −|V |log 2− |E|log(coshβ)− |V |
∑

c∈C0(G)

[tanhβ]|c|; (2.27)

here, C0(G) denotes the set of all loops in G based at v0 ∈ V .
3Intuitively, one can think a vertex transitive graph is one which ‘looks the same’ from the point of view of every vertex v.

The proper definition is as follows (cf. [15]): G is vertex-transitive if any two vertices can be mapped into each other by an
automorphism of the graph.
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Let us now further specialize to the case of a specific graph: the square lattice Ising model (i.e., the Ising

model on Z2). In this case, if we take a finite cutoff, then take the limit as N → ∞, dividing by |E|, we

obtain that (note that the handshaking lemma gives us that 4|V |= 2|E|):

βf(β) := lim
|E|→∞

β

|E|
logZ(β) = −1

2
log 2− log(coshβ)− 1

2

∑
c∈C0(Z2)

[tanhβ]|c|

= −1

2
log 2− log(coshβ)− 1

2

∞∑
k=0

Rkt
k, (2.28)

where Rk is the number of loops in Z2 based at the origin, and we have again abbreviated t = tanhβ.

Thus, the problem of computing the free energy has been reduced to a combinatorial one: we have only to

count the number of loops (closed curves) based at the origin appearing in the lattice. We remark that the

same technique applies to any vertex transitive graph, and so in particular this method also applies to the

triangular and hexagonal lattices. For now, we shall stick with G = Z2. With this technique in mind, we

state the following theorem:

Theorem 2.12. Let f(β) denote the free energy per unit site for the Ising model on Z2. Then,

βf(β) = −1

2
log 2 +

1

2

∫
T2

log∆(β; θ1, θ2)
dθ1dθ2
(2π)2

, (2.29)

where the function ∆(β; θ1, θ2) is given by

∆(β; θ1, θ2) := cosh2(2β)− sinh [2β(cos(θ1) + cos(θ2)] . (2.30)

Proof. We give a sketch of the proof found in [64, 92]; for further details, one should consult these works.

The main idea is to calculate the generating function

∞∑
k=0

Rkt
k, (2.31)

where Rk is the number of closed curves based at the origin in Z2, and t is a parameter. It is clear that, if we

can accomplish this, we are done. For each path γ in Z2 starting at the origin (closed or not), we introduce

a weight ρ(γ), or, as we shall sometimes refer to it, an amplitude, thought of as a weight on the vertices.

The identity path γ0 (where we remain at the origin) is assigned weight ρ(γ0) = 1, and the weights of the

other paths are defined iteratively. If the path γn continues into the next vertex in a straight line, as shown

in the leftmost picture of Figure (2.4), then the weight of the path γn+1 is given as ρ(γn+1) = tρ(γn). If the

path γn approaches the next vertex from the left (respectively, right), then the weight of γn+1 is set to be
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ρ(γn+1) = αtρ(γn) (respectively, ρ(γn+1) = ᾱtρ(γn)), where α = eπi/4, and accounts for the turning of the

path. We again refer to Figure (2.4). Obviously, any path γ of length n satisfies |ρ(γ)|= tn; if the path γ

returns to the origin, it is also clear that the weight ρ(γ) is real-valued.

For each (x, y) ∈ Z2, and every n ≥ 0, we define the function Un(x, y), Dn(x, y), Ln(x, y) and Rn(x, y)

as the amplitudes that a path γ reaches the position (x, y) in exactly n steps from above, below, the left,

and the right, respectively. In other words, Un(x, y) is, for example,

Un(x, y) =
∑

γ:0→(x,y)

ρ(γ),

where the sum is taken over all paths γ of length n whose terminal vertex is (x, y), and reach this vertex by

approaching at the final step (x, y) from (x, y + 1). All other amplitudes are defined in a similar manner.

Since paths cannot double back on the place they came from, we obtain the following recursive formulae

for the amplitudes Un(x, y), Dn(x, y), Ln(x, y) and Rn(x, y):

Un(x, y) = tUn−1(x, y − 1) +0 +tαLn−1(x, y − 1) +tᾱRn−1(x, y − 1),

Dn(x, y) = 0 +tDn−1(x, y + 1) +tᾱLn−1(x, y + 1) +tαRn−1(x, y + 1),

Ln(x, y) = tᾱUn−1(x+ 1, y) +tαDn−1(x+ 1, y) +tLn−1(x+ 1, y) +0,

Rn(x, y) = tαUn−1(x− 1, y) +tᾱDn−1(x− 1, y) +0 +tRn−1(x− 1, y).

Now, suppose Fn ∈ {Un, Dn, Ln, Rn}, and define the function

F̂n(u, v) :=
∑

x,y∈Z2

Fn(x, y)u
xvy,

for |u|= |v|= 1. It follows by Fourier inversion that

Fn(x, y) =

∫
|u|=1

∫
|v|=1

F̂n(u, v)u
−xv−y du

2πiu

dv

2πiv
.

The recursions on the amplitudes Un(x, y), Dn(x, y), Ln(x, y) and Rn(x, y) in turn imply recursions for the

functions Ûn(u, v), D̂n(u, v), L̂n(u, v), R̂n(u, v):

Ûn(u, v) = tvÛn−1(u, v) +0 +tαvL̂n−1(u, v) +tᾱvR̂n−1(u, v),

D̂n(u, v) = 0 +tv̄D̂n−1(u, v) +tᾱv̄L̂n−1(u, v) +tαv̄R̂n−1(u, v),

L̂n(u, v) = tᾱūÛn−1(u, v) +tαūD̂n−1(u, v) +tūL̂n−1(u, v) +0,

R̂n(u, v) = tαuÛn−1(u, v) +tᾱuD̂n−1(u, v) +0 +tuR̂n−1(u, v).
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Alternatively, defining the column vector ψ̂n(u, v) := ⟨Ûn(u, v), D̂n(u, v), L̂n(u, v), R̂n(u, v)⟩T , one can write

the above system of equations compactly as the matrix equation

ψ̂n(u, v) = tK(u, v;α)ψ̂n−1(u, v),

where

K(u, v;α) :=



v 0 αv ᾱv

0 v̄ ᾱv̄ αv̄

ᾱū αū ū 0

αu ᾱu 0 u


.

It follows that

ψ̂n(u, v) = tnKn(u, v;α)ψ̂0(u, v),

and, by the Fourier inversion formula, we see that the total number of oriented closed curves of size n

(unbased, but passing through zero) is given by

Ant
n = −1

2

∫
|u|=1

∫
|v|=1

trKn(u, v;α)
du

2πiu

dv

2πiv
.

If we only want to count the closed curves based at 0, we have only to divide by the combinatorial factor of

n:

Rnt
n = −1

2

∫
|u|=1

∫
|v|=1

1

n
trKn(u, v;α)

du

2πiu

dv

2πiv
.

Thus, the generating function we were looking for is

∞∑
n=0

Rnt
n = −1

2

∞∑
n=0

∫
|u|=1

∫
|v|=1

1

n
trKn(u, v;α)

du

2πiu

dv

2πiv

= −1

2

∫
|u|=1

∫
|v|=1

log det [I− tK(u, v;α)]
du

2πiu

dv

2πiv
.

Evaluation of this determinant yields the desired result.

Remark 2.13. This is not the only solution method for calculating the exact free energy of the two-

dimensional Ising model, and in fact is not even the original method employed by Onsager to derive the

free energy. Onsager and Kaufman used the so-called transfer matrix method to calculate the free energy,

correlation functions, and spontaneous magnetization [68, 69, 86]. This method makes a very important

aspect of this model much more transparent: its quantum group symmetry, and connection to quantum
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t tᾱ tα

Figure 2.4. The loop ‘building blocks’. Each vertex is assigned a weight t, tα, tᾱ, which depends on the
direction the path turns in Z2.

Figure 2.5. (Left). An average configuration of the Ising model below the critical temperature (β > βc).
Note the appearance of large-scale features, and the absence of most “noise”. (Middle). The critical Ising
model (β = βc). Here, the correlation length diverges, and we see features of every scale. (Right). The high
temperature Ising model (β < βc). There is an absence of any large-scale features, the model is mostly noise.

integrable systems. Confer with [7] for a general introduction to the transfer matrix method, and [63] for

details on the quantum integrability of the 2D Ising model and related lattice models.

From this result, Onsager was able to infer the formula for the spontaneous magnetization of the Ising

model, as well as obtain a formula for the correlation length. We state the following propositions without

proof:

Proposition 2.14. (C.N. Yang, [108]). The spontaneous magnetization of the Ising model, defined as

M := lim
h→0

M(β, h) = lim
h→0

∂f(β, h)

∂h
, (2.32)
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is given by the explicit expression

M(β) =


[1− sinh−4(2β)]

1/8
, β > βc,

0 β < βc.

(2.33)

Proposition 2.15. Let ⟨σ00σNN ⟩ denote the diagonal correlation of the spins at sites (0, 0) and (N,N), on

the square [0, N ]× [0, N ]. Then,

⟨σ00σNN ⟩ = det
1≤n<m≤N

φn−m, (2.34)

where φk = 1
2π

∫ 2π

0
Φ(θ)e−ikθdθ is the kth Fourier coefficient of the function

Φ(θ) =

(
sinh2(2β)− e−iθ

sinh2(2β)− eiθ

)1/2

. (2.35)

Furthermore, as N → ∞, putting t := [sinh(2β)]−2,

⟨σ00σNN ⟩ =


(1− t)1/4

[
1 +O(N−2)

]
, β > βc,

C
N1/4

[
1 +O(N−2)

]
, β = βc,

tN/2

(πN)1/2(1−t)1/4

[
1 +O(N−2)

]
β < βc,

(2.36)

where the constant C = 21/12e3ζ
′(1), and ζ(s) is Riemann’s zeta function.

One often writes tN as exp{Nξ}, where ξ := log t is called the correlation length. It is apparent that,

at low temperatures, the Ising model has residual magnetization, and the correlation length is finite. This

is apparent even in simulations of the Ising model, as Figure (2.5) shows: the leftmost panel of this figure

depicts the typical configuration of the Ising model at some fixed temperature β > βc (i.e., below the

critical temperature). The large-scale features indicate that the correlation length is finite and positive:

approximately speaking, the average size of the magnetic domains (the large patches of white or black)

should be on the order of the correlation length. At the critical temperature β = βc, the correlation length

diverges logarithmically; this is visible in the appearance of magnetic domains of arbitrary scales.

Remark 2.16. We additionally remark on the fact that the correlations of the Ising model can be represented

as a Toeplitz-type determinant. We do not give a full account of the theory of Toeplitz determinants here, as

it will take us too far from the topic of the current work. However, we feel it is important to acknowledge this

connection, as most of the modern theory of Toeplitz determinants was developed to study the correlations

of the Ising and other exactly solvable lattice models. Most of the modern interest in the Ising model comes
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from the rigorous calculation of its correlation functions, and is intimately tied to the Riemann-Hilbert

analysis and Painlevé equations we shall meet in the subsequent chapters of this thesis.

The connection of Toeplitz matrices and correlations in the Ising model was first noted in [107], and

would rely on Szëgo’s famous limit formula for Toeplitz determinants [99] to compute the large N limit.

However, Szëgo’s formula required the symbol Φ(θ) to be strictly positive, whereas the symbol coming from

the correlations of the Ising model has an apparent algebraic singularity (2.35). This led M. E. Fisher and

R. E. Hartwig to formulate a conjecture for the form of the limiting determinant of a Toeplitz matrix with

algebraic singularities [46], which allowed one to write down the formulas given in the proposition above. This

became the famous Fisher–Hartwig conjecture. Some partial results were obtained by various authors in [6,

16, 42, 104]. The full resolution to the conjecture came in the work of P. Deift, A. Its, and I. Krasovsky [28],

who used Riemann-Hilbert techniques for orthogonal polynomials on the unit circle to verify the conjecture.
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CHAPTER 3

MATRIX MODELS & 2D QUANTUM GRAVITY.

In this chapter, we introduce matrix models, and explain their connection to 2D quantum gravity. We

begin introducing some basic matrix models, and discuss the connection to orthogonal and (for the 2-matrix

model) biorthogonal polynomials. We discuss the combinatorial interpretation of matrix integrals, and show

how certain matrix integrals can be interpreted as models of D < 1 matter theories coupled to topological

quantum gravity.

3.1 The 1-Matrix Model: Invariant Ensembles.

Let n ≥ 1 be a fixed integer, and X an n × n Hermitian matrix, i.e. X† = X, where “†” denotes the

conjugate transpose. We let Hn denote the space of all such matrices. We denote the entries of this matrix

in terms of its real and imaginary components: Xij = xij + iyij . Note that the Hermitian constraint implies

that the diagonal entries Xii are purely real. The space of Hermitian matrices forms an n2-dimensional

vector space over R; as such, it is naturally equipped with an invariant (Haar) measure:

dX =

n∏
i=1

dxii
∏

1≤i<j≤n

dxijdyij . (3.1)

This is, of course, just the product measure on all of the entries of the matrix. Now, let V (x) be a monic

polynomial of even degree. We define the following probability measure on Hn:

dP(X) = dPV (X) := Z−1 exp {−n trV (X)} dX. (3.2)

Here, Z is a constant which makes dP a probability measure: Z =
∫
exp {−n trV (X)} dX. We often call Z

the partition function.

Definition 3.1. A Hermitian 1-matrix model is a probability measure of the form (3.2) equipped on the

space of Hermitian matrices Hn.
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Remark 3.2. Note that we took V to be a monic polynomial of even degree so as to guarantee the conver-

gence of the partition function Z. However, we will often allow for an extension of this definition to arbitrary

polynomials, with the interpretation that we are taking the integral not over the space of Hermitian matrices

any longer, but rather over some suitably chosen contours in the complex plane. We think of the resulting

object as being an “analytic continuation” of what appeared in the case where the integral was well-defined.

If f : Hn → C, we denote its expected value, if defined, by

⟨f(X)⟩n :=

∫
Hn

f(X)dP(X) =
1

Z

∫
Hn

f(X) exp {−n trV (X)} dX. (3.3)

Of particular interest are expected values of class functions, i.e., functions such that, for any fixed X ∈ Hn,

and any unitary transformation U ∈ U(n),

f(U†XU) = f(X). (3.4)

Consequentially, we can think of f as a function of only the eigenvalues of the matrix X.

There are many celebrated examples of matrix models. One of the oldest is the Gaussian Unitary

ensemble (GUE):

Example 3.3. The Gaussian Unitary ensemble (GUE). This is the ensemble of n × n matrices equipped

with the “Gaussian” probability measure

dP(X) = Z−1 exp

{
−N

2
trX2

}
dX. (3.5)

(Here N > 0 is a parameter). Indeed, the descriptor “Gaussian” is correct: if we write out this measure in

terms of the entries of the matrix X, we find that

dP(X) = Z−1 exp

−N
2

n∑
i=1

x2ii −N
∑

1≤i<j≤n

(
x2ij + y2ij

)
n∏

i=1

dxii
∏

1≤i<j≤n

dxijdyij , (3.6)

i.e., the matrix X is constructed out of Gaussian random variables:

Xij ∼ N (0, N) + iN (0, N), i < j, Xii ∼ N (0,
1

2
N). (3.7)
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Additionally, Equation (3.6) allows us to compute the normalization constant explicitly, since we know how

to integrate Gaussians:

Z = ZGUE = 2n/2πn2/2N−n2

. (3.8)

We shall discuss the GUE in more detail later on.

An important observation is that the density of the probability measures above are invariant with respect

to unitary conjugation: this follows immediately from the fact that trV (X) is a class function:

trV (U†XU) = trV (X), (3.9)

for any U ∈ U(n). Since we are typically only interested in expected values of class functions, one may

wonder if the measure dX admits a decomposition dX = h(λ1, ..., λn)
∏

n dλig(U)dU , where dU is the Haar

measure on the unitary group, and
∏

n dλi is the product measure on the eigenvalues of X. If this were the

case, then, for any class function f ,

⟨f(X)⟩n =
1

Z

∫
Hn

f(X) exp {−n trV (X)} dX

=
1

Z

∫
Rn

f(λ1, ..., λn) exp

{
−n

n∑
k=1

V (λi)

}
h(λ1, ..., λn)

n∏
k=1

dλk

∫
U(n)

g(U)dU

=
1

Z ′

∫
Rn

f(λ1, ..., λn) exp

{
−n

n∑
k=1

V (λi)

}
h(λ1, ..., λn)

n∏
k=1

dλk,

where we have absorbed the integral over the unitary group (the volume of the unitary group, in fact) into

the partition function. Thus, we would be able to reduce the integral over n2 variables to an integral over n

variables. This is indeed possible to do:

Proposition 3.4. Write X ∈ Hn as X = U†DU , where U is a unitary matrix, and D := diag(λ1, ..., λn).

Then, the Haar measure on Hn can be decomposed as

dX = [∆(λ1, ..., λn)]
2
∏
n

dλig(U)dU, (3.10)

where g(U) is a function only of the ‘angular’ variables of X, and

∆(λ1, ..., λn) :=
∏

1≤i<j≤n

(λi − λj) (3.11)

is called the Vandermonde determinant.
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Proof. The factor (3.11) appears as the Jacobian of the transformation from the matrix variables {xij , yij}

to the eigenvalue-angular variables {λi, uij}. This is most easily seen by considering the induced Riemannian

metric on the space of Hermitian matrices, canonically given by

g = tr(δX†δX) =

n∑
i=1

dx2ii + 2
∑

1≤i<j≤n

(
dx2ij + dy2ij

)
, (3.12)

where here δX denotes the Hermitian matrix of covectors

(δX)ij =


dxij + idyij , i < j,

dxii, i = j.

Consider new coordinates on the space of matrices, induced by the diagonalization X = U†DU , where

U ∈ U(n) is defined up to multiplication on the left by a diagonal unitary matrix, and D = diag (λ1, ..., λn).

Since U is a unitary matrix, we have that

0 = δI = δ
[
UU†] = UδU† + δUU†,

so the matrix of covectors δu := δUU† is anti-Hermitian, and independent of the representative we chose for

U ∈ U(n). We can rewrite the matrix of covectors δX in these new coordinates:

δX = U† (δuD + δD +Dδu†
)
U = U† (δD − [D, δu])U,

so that

g = tr(δX†δX) = tr(δD)2 − 2 tr(δD[D, δu]) + tr([D, δu]2).

By cyclicity of trace, we have that tr(δD[D, δu]) = 0; by definition of δD, tr(δD)2 =
∑n

i=1 dλ
2
i . It remains

to compute tr([D, δu]2). Using the fact that Dij = λiδij , we have that

([D, δu])ij =

n∑
k=1

(Dikδukj − δuikDkj)

=

n∑
k=1

(λiδikδukj − δuikλkδkj)

= (λi − λj)δuij .
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It follows that

tr([D, δu]2) = 2
∑
i<j

(λi − λj)
2|δuij |2,

so that

g = tr(δX†δX) =

n∑
i=1

dλ2i + 2
∑
i<j

(λi − λj)
2|δuij |2.

Now, the volume form corresponding to this metric is invariant under translations in the space of Hermi-

tian matrices, since the metric is; thus, the volume form here is the Haar measure, up to some irrelevant

normalization constant. Since the Riemannian volume element is given by (cf. [22]):

volg := dX =
√
det g

n∏
i=1

dλi
∏
i<j

duij ,

we obtain that

dX = 2n(n−1)/2
∏
i<j

(λi − λj)
2

n∏
i=1

dλi
∏
i<j

duij ,

which is precisely the form of (3.10).

The fact that the Jacobian factors into a product of eigenvalue and angular components indicates that

the eigenvalues of the above matrix ensembles, considered as random variables, are independent from the

eigenvectors, which are represented by the angular component of the integration. Since we are eventually

only interested in spectral properties of these matrices (i.e., expected values of functions of the eigenvalues),

we can ‘integrate out’ angular variables and work with the remaining measure, as we had hoped for. Indeed,

we have the following corollary:

Corollary 3.5. If f : Hn → C is a class function, then

⟨f(X)⟩n :=
1

Z

∫
Hn

f(X) exp {−nV (X)} dX

=
1

Z ′

∫
Rn

f(λ1, ..., λn)
∏
i<j

(λi − λj)
2

n∏
i=1

en
∑n

i=1 V (λi)dλi, (3.13)

where the constants Z, Z ′ are related by a constant independent of V (X):

Z = Z ′vol [U(n)/Udiag(n)] 2
n(n−1)/2. (3.14)
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In fact, one can determine the partition function Z ′ even more explicitly. One of the most useful relations

in random matrix theory is the connection to the theory of orthogonal polynomials. For this reason, we will

briefly digress into the theory of orthogonal polynomials.

3.2 Orthogonal Polynomials.

Many canonical objects in random matrix theory can be computed explicitly in terms of quantities

related to orthogonal polynomials. For the invariant ensembles, it will suffice to consider the family of

(monic) orthogonal polynomials defined by the relation

⟨pk, pj⟩ :=
∫
R
pk(λ)pj(λ)e

−V (λ)dλ = hjδjk, (3.15)

where V (λ) is again a monic polynomial of even degree. Here, we will review some of the properties of such

orthogonal polynomials. The first fact that we shall recall is that the above family of polynomials always

satisfies a 3-term recursion relation.

Proposition 3.6. Suppose {pk(λ)} satisfy the orthogonality relation (3.15). Then, there exist constants an,

bn such that

pn+1(λ) = (λ+ an)pn(λ) + bnpn−1(λ), (3.16)

for each n ≥ 1.

Proof. Fix n ≥ 1, and consider the polynomial λpn(λ) = λn+1 + .... As a polynomial of degree n+1, we can

express λpn(λ) as a linear combination of the first n+ 1 monic orthogonal polynomials:

λpn(λ) = pn+1(λ) +

n∑
k=0

α
(n)
k pk(λ).

Note that we have taken pn+1(λ) with coefficient 1, so that λpn(λ) is indeed monic. Now, for any 0 ≤ k ≤ n,

we have that

⟨λpn, pk⟩ = ⟨pn, λpk⟩ = ⟨pn, pk+1 + ...⟩,

which can only be nonzero if k = n, or k = n− 1. We thus have that

λpn(λ) = pn+1(λ) + α(n)
n pn(λ) + α

(n)
n−1pn−1(λ);
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taking an = −α(n)
n , bn = −α(n)

n−1 yields the desired result. We can also use the orthogonality relation to

explicitly evaluate the coefficients an, bn; taking inner products of (3.16) with pn−1(λ), we have that

⟨pn+1, pn−1⟩ = ⟨λpn, pn−1⟩+ an⟨pn, pn−1⟩+ bn⟨pn−1, pn−1⟩

⇔ 0 = ⟨pn, λpn−1⟩+ bnhn−1

⇔ 0 = ⟨pn, pn + ...⟩+ bnhn−1 = hn + bnhn−1,

so that bn = − hn

hn−1
.

Of course, when n = 0, the same argumentation as above holds, and we have the alternate expression

λp0(λ) = λ = p1(λ) + a0p0(λ), (3.17)

for some constant a0.

The 3-term recursion relation leads to another useful identity for the projector onto the first n orthogonal

polynomials, called the Christoffel-Darboux kernel :

Kn(λ, µ) :=

n−1∑
k=0

pk(λ)pk(µ)

hk
. (3.18)

This kernel has the following reproducing property; for any polynomial q(λ) of degree at most n− 1,

q(λ) =

∫
R
Kn(λ, µ)q(µ)e

−V (µ)dµ. (3.19)

In particular, the kernel itself is a degree n− 1 polynomial in λ, and so we have that

Kn(λ, µ) =

∫
R
Kn(λ, ν)Kn(ν, µ)e

−V (ν)dν. (3.20)

The 3-term recursion relation (3.16) allows us to provide a simpler expression for the kernel Kn(λ, µ).

Proposition 3.7. For any n ≥ 1,

Kn(λ, µ) =
1

hn−1

pn(λ)pn−1(µ)− pn−1(λ)pn(µ)

λ− µ
. (3.21)
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Proof. Using the recursion relation (3.16), we have that

(λ− µ)Kn(λ, µ) =

n−1∑
k=0

λpk(λ)pk(µ)

hk
−

n−1∑
k=0

pk(λ)µpk(µ)

hk

=

n−1∑
k=0

1

hk
pk(µ)(pk+1(λ)− akpk(λ)− bkpk−1(λ))

−
n−1∑
k=0

1

hk
pk(λ)(pk+1(µ)− akpk(µ)− bkpk−1(µ))

=

n−1∑
k=0

1

hk
pk(µ)(pk+1(λ)− bkpk−1(λ))−

n−1∑
k=0

1

hk
pk(λ)(pk+1(µ)− bkpk−1(µ)).

Now, using the fact that bk = − hk

hk−1
, and that b0 is vacuously 0 we find that the series above telescopes to

(λ− µ)Kn(λ, µ) =
1

hn−1
[pn(λ)pn−1(µ)− pn−1(λ)pn(µ)] .

This concludes the proof.

We now have a number of useful lemmas involving determinants.

Lemma 3.8. Suppose f(λ, µ) is a function satisfying the reproducing property

f(λ, µ) =

∫
R
f(λ, ν)f(ν, µ)e−V (ν)dν, (3.22)

and consider the n× n matrix Mn with entries (Mn)i,j = f(λi, λj). Then,

∫
R
det(Mn)e

−V (λn)dλn = (C − n+ 1) det(Mn−1), (3.23)

where C =
∫
f(λ, λ)e−V (λ)dλ.
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Proof. Denote by Sn the set of permutations of {1, 2, . . . , n} and by Sn,−j to be the set of bijective maps

σ′ : {1, 2, . . . , n} 7→ {1, 2, . . . , n} with σ′(j) = n. By Leibniz formula for determinants, we have that

∫
det(Mn)e

−V (λn)dλn =
∑
σ∈Sn

(−1)σ
n∏

i=1

∫
f(λσ(i), λi)e

−V (λn)dλn

=

n∑
j=1

∑
σ′∈Sn,−j

(−1)σ
′+1

n∏
i=1

∫
f(λσ′(i), λi)e

−V (λn)dλn

=

n−1∑
j=1

∑
σ′∈Sn,−j

(−1)σ
′+1

n−1∏
i ̸=j,i=1

f(λσ′(i), λi)

∫
f(λσ′(n), λn)f(λn, λj)e

−V (λn)dλn

+
∑

σ∈Sn−1

(−1)σ
n−1∏
i=1

f(λσ(i), λi)

∫
f(λn, λn)e

−V (λn)dλn

By the reproducing property (3.22) for f , and the definition of C, we find that

∫
det(Mn)e

−V (λn)dλn =

n−1∑
j=1

∑
σ′∈Sn,−j

(−1)σ
′+1

n−1∏
i ̸=j,i=1

f(λσ′(i), λi)f(λσ′(n), λj)

+ C
∑

σ′∈Sn,−n

(−1)σ
′
n−1∏
i=1

f(λσ′(i), λi)

= −
n−1∑
j=1

∑
σ′∈Sn,−j

(−1)σ
′
n−1∏
i=1

f(λσ′(n), λj) + C det(Mn−1)

= −
n−1∑
j=1

∑
σ∈Sn−1

(−1)σ
n−1∏
i=1

f(λσ(n), λj) + C det(Mn−1)

= (C − n+ 1) det(Mn−1).

Proposition 3.9. Let {pk(λ)} be the orthogonal polynomials defined by (3.15), and consider the matrix

Pn :=



p0(λ1) p1(λ1) . . . pn−1(λ1)

p0(λ2) p1(λ2) . . . pn−1(λ2)

...
...

. . .
...

p0(λn) p1(λn) . . . pn−1(λn)


. (3.24)

Then, ∫
Rn

[det(Pn)]
2e−

∑n
i=1 V (λi)

n∏
i=1

dλi = n!

n−1∏
i=0

hi. (3.25)
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Proof. Define Hn := diag(h0, ..., hn−1). Then, since [det(Pn)]
2 = det(Hn) · det[PnH

−1
n PT

n ], we have that

[det(Pn)]
2 = det(Hn) · det[PnH

−1
n PT

n ] = det[Kn(λi, λj)],

where Kn(λ, µ) is the reproducing kernel (3.18). This kernel satisfies the hypotheses of Lemma (3.8), with

norming constant
∫
RKn(λ, λ)dλ = n. Thus, we find that

∫
Rn

[det(Pn)]
2e−

∑n
i=1 V (λi)

n∏
i=1

dλi = det(Hn)

∫
Rn−1

∫
R
det
n×n

[Kn(λi, λj)]dλn

n−1∏
i=1

dλi

= det(Hn)

∫
Rn−1

det
(n−1)×(n−1)

[Kn(λi, λj)]

n−1∏
i=1

dλi;

proceeding inductively using Lemma (3.8), we obtain finally that

∫
Rn

[det(Pn)]
2e−

∑n
i=1 V (λi)

n∏
i=1

dλi = n! det(Hn).

Since det(Hn) =
∏n−1

i=0 hi, we are done.

Consequentially, we see that

Corollary 3.10. The partition function Z ′ in (3.13) is

Z ′ = n!

n−1∏
i=0

hi, (3.26)

where hi are the norming constants for the monic orthogonal polynomials with respect to the weight enV (λ).

Proof. This follows immediately from the fact that the determinant of the matrix (called the Vandermonde

matrix )

det



1 λ1 . . . λn−1
1

1 λ2 . . . λn−1
2

...
...

. . .
...

1 λn . . . λn−1
n


=
∏
i<j

(λi − λj) = ∆(λ1, ..., λn), (3.27)
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and from the fact that the matrix Pn can be obtained from



1 λ1 . . . λn−1
1

1 λ2 . . . λn−1
2

...
...

. . .
...

1 λn . . . λn−1
n


by adding scalar multiples of the columns to the left of any given one, an operation which does not change

the determinant of the matrix.

The partition function is one of the most fundamental objects in random matrix theory; the above shows

that this function can be computed explicitly in terms of quantities related to the orthogonal polynomials.

The next theorem shows that many other quantities of interest can be computed in terms of the orthogonal

polynomials.

Proposition 3.11. (Heine Formula). Fix n ≥ 1, and consider the invariant ensemble defined in (3.2).

Then,

pn(λ) = ⟨det(λI−X)⟩n, (3.28)

Kn(λ, µ) = ⟨det(λI−X) det(µI−X)⟩n−1. (3.29)

Proof. Let us begin with the first identity; obviously, the right hand side ⟨det(λI − X)⟩n is a degree n

polynomial in λ, and so it suffices to prove that

∫
R
⟨det(λI−X)⟩nλ

kenV (λ)dλ = 0, k = 0, ..., n− 1. (3.30)

By integrating out angular variables, we have that

⟨det(λI−X)⟩n =
1

Z ′

∫
Rn

n∏
i=1

(λ− λi)∆(λ1, ..., λn)
2e−n

∑n
i=1 V (λi)

n∏
i=1

dλi

=
1

Z ′

∫
Rn

∆(λ1, ..., λn)∆(λ1, ..., λn;λ)e
−n

∑n
i=1 V (λi)

n∏
i=1

dλi,
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where ∆(λ1, ..., λn;λ) denotes the Vandermonde determinant in the variables λ1, ..., λn and λ. Thus, for any

fixed 0 ≤ k ≤ n− 1, labelling λ ≡ λn+1:

∫
R
⟨det(λI−X)⟩nλ

ke−nV (λ)dλ =
1

Z ′

∫
Rn

∫
R
∆(λ1, ..., λn;λ)λ

k∆(λ1, ..., λn)e
−n

∑n
i=1 V (λi)dλ

n∏
i=1

dλi

=
1

n+ 1

n+1∑
ℓ=1

∫
Rn+1

∆(λ1, ..., λn, λn+1)∆(λ1, ..., λn, λ
k
ℓ )e

−n
∑n

i=1 V (λi)
n+1∏
k=1

dλk

=
1

n+ 1

∫
Rn+1

∆(λ1, ..., λn, λn+1) detP (λ1, ..., λn+1)e
−n

∑n
i=1 V (λi)

n+1∏
k=1

dλk,

where P is the matrix

P (λ1, ..., λn+1) =



1 λ1 . . . λn−1
1 λk1

1 λ2 . . . λn−1
2 λk2

...
...

. . .
...

...

1 λn+1 . . . λn−1
n+1 λkn+1


,

which vanishes identically when 0 ≤ k ≤ n− 1. This uniquely fixes ⟨det(λI−X)⟩n as the monic orthogonal

polynomial with respect to the weight e−nV (λ). A similar calculation yields that Kn(λ, µ) = ⟨det(λI −

X) det(µI−X)⟩n−1.

3.3 The 2-Matrix Model and Other Generalizations

In this section, we consider the 2-matrix model, and its connection to the theory of biorthogonal poly-

nomials. Let n ≥ 1, and suppose V (X),W (Y ) are monic polynomials of even degree. The 2-matrix model

is defined by the following probability measure on Hn ×Hn:

dP(X,Y ) = Z−1 exp{n tr [τXY − V (X)−W (Y )]}dXdY, (3.31)

where 0 < τ < 1, and dX, dY denote the Haar measures on the space of n × n Hermitian matrices. The

normalization constant Z is again called the partition function, and is given by the integral

Z =

∫∫
exp{n tr [τXY − V (X)−W (Y )]}dXdY. (3.32)

Expected values in this matrix ensemble of functions f(X,Y ) : Hn ×Hn → C are defined by

⟨f(X,Y )⟩n :=
1

Z

∫∫
f(X,Y ) exp{n tr [τXY − V (X)−W (Y )]}dXdY (3.33)

36



We will again be interested in expected values of class functions, i.e., functions which are invariant under

unitary conjugations:

f(U†
1XU1, U

†
2Y U2) = f(X,Y ), (3.34)

for any U1, U2 ∈ U(n). Consequentially, the function f depends only on the eigenvalues of X and Y , which

we will denote by {xi}, {yi}, respectively. We will use the same sort of abuse of notation as in the previous

section, and write f(X,Y ) = f(x1, ..., xn, y1, ..., yn) for class functions. From our previous discussion on the

1-matrix model, it is clear that the measures dX, dY factorize into eigenvalue and angular components:

dXdY =
∏
i<j

(xi − xj)
2
∏
i<j

(yi − yj)
2

n∏
i=1

dxidyidU1dU2, (3.35)

where U1, U2 are invariant measures on independent copies of the unitary group. However, it is now far

less obvious that the measure on the eigenvalues is still independent of the measure on the eigenvectors,

due to the presence of the term tr(XY ) in the exponent. Let us try to write the expected value of a class

function f(X,Y ) as an integral only on eigenvalue variables. Set X = U†
1DXU1, Y = U†

2DY U2, where

DX = diag (x1, ..., xn), and DY = diag (y1, ..., yn). We abbreviate the Vandermonde factors ∆(x1, ..., xn),

∆(y1, ..., yn) as ∆X and ∆Y , respectively. We then have that

⟨f(X,Y )⟩n =
1

Z

∫∫
f · exp{−n

n∑
i=1

V (xi) +W (yi)}∆2
X∆2

Y exp{nτ trXY }
n∏

i=1

dxidyidU1dU2, (3.36)

where dUi here are invariant measures on the unitary group U(n)/Udiag(n). Now, we can rewrite

exp{nτ trXY } = exp{nτ tr(U†
1DXU1)(U

†
2DY U2)} = exp{nτ tr(U2U

†
1DXU1U

†
2DY )} (3.37)

Making the change of variables (in U1, say) to Ũ = U1U
†
2 , and using the invariance of the Haar measure

(i.e., dU1 = dŨ), we have that

⟨f(X,Y )⟩n =
1

Z

∫∫
f · e−n

∑n
i=1[V (xi)+W (yi)]∆2

X∆2
Y e

nτ tr(Ũ†DX ŨDY )dŨdU2

n∏
i=1

dxidyi

=
1

Z ′

∫∫
Rn×Rn

f · e−n
∑n

i=1[V (xi)+W (yi)]∆2
X∆2

Y

∫
enτ tr(Ũ†DX ŨDY )dŨ

n∏
i=1

dxidyi. (3.38)

From here, we see that the only obstruction to computing expected values in eigenvalue variables is the

integral over the unitary group ∫
enτ tr(Ũ†DX ŨDY )dŨ . (3.39)
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In its current form, the dependence on the eigenvalue coordinates {xi}, {yi} is unclear. However, we are

in luck: this integral is well-studied in the random matrix community, and has been explicitly evaluated

for us by a number of sources [62, 80, 112]. It is called the Itzykson-Zuber or Harish-Chandra integral; we

reproduce its evaluation in the following proposition:

Proposition 3.12. (Itzykson-Zuber integral over the unitary group). Set

I(DX , DY ; τ) :=

∫
enτ tr(Ũ†DX ŨDY )dŨ . (3.40)

Then,

I(DX , DY ; τ) = (nτ)−n(n−1)/2 det(e
nτxiyi)

∆X∆Y
. (3.41)

Proof. Consider the heat equation on the space of n× n Hermitian matrices Hn:

 ∂

∂t
− 1

2

 n∑
i=1

∂2

∂X2
ii

+
1

2

∑
i<j

(
∂2

∂Re(Xij)2
+

∂2

∂Im(Xij)2

) f(X; t) = 0.

Since Hn
∼= Rn2

, we can easily write down the heat kernel for the above equation:

K(X,Y ; t) =
( n

2πt

)n2/2

exp
[
− n

2t
tr(X − Y )2

]
.

In other words, K(X,Y ; t) satisfies the PDE (3.3), subject to the boundary condition

K(X,Y ; t) → δ(X − Y ) (3.42)

Let us consider a solution to (3.3) with class-function initial data f(X) = f(U†XU), for any U ∈ U(n).

By the convolution theorem, u(X, t) = (f ∗ u)(X, t), where ∗ here denotes convolution. Evaluating this

convolution, and switching over to eigenvalue variables, X = U†
1DXU1, Y † = U†

2DY U2, we obtain that

u(X, t) =
1

(2πt)n2/2

∫
Rn

∆2
Y f(Y ) exp

(
− n

2t
tr(X2 + Y 2)

) n∏
i=1

dyi

×
∫
U(n)/Udiag(n)

dW exp (
1

t
trXWYW †), (3.43)

where W = U1U
†
2 . Note that the inner integral is the object we want to compute. Furthermore, the above

formula implies that if the initial data satisfies f(X) = f(U†XU), for any U ∈ U(n), then u(X) = u(U†XU, t)

for all t > 0 as well. Let us see examine the above equation in eigenvalue coordinates. Now, a classical formula
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from Riemannian Geometry (cf. [22], for example) tells us that, on a Riemannian manifold M with metric

g, the Laplace-Beltrami operator is given in local coordinates (z1, ..., zm) by the formula

D̂LBf =
1√
det g

m∑
i=1

∂

∂zi

√det g

m∑
j=1

gij
∂f

∂zj


With the help of this formula, and our formula for the metric on Hn in eigenvalue coordinates (3.12), we

can derive a formula satisfied by u(X, t) in the eigenvalue coordinates:

0 =

(
∂

∂t
− 1

2
D̂Hn

)
u(X, t) =

(
∂

∂t
− 1

2
D̂eigenvalues

)
u(X, t)

=
∂u

∂t
− 1

2

1

∆2
X

n∑
i=1

∂

∂xi

(
∆2

X

∂u

∂xi

)

=
∂u

∂t
− 1

2

1

∆2
X

n∑
i=1

(
2∆X

∂∆X

∂xi

∂u

∂xi
+∆2

X

∂2u

∂x2i

)
;

Multiplying the above equation by the Vandermonde determinant ∆X , and using the fact that
∑n

i=1
∂2∆X

∂x2
i

=

0, the above equation becomes

0 =
∂∆Xu

∂t
− 1

2

n∑
i=1

(
2
∂∆X

∂xi

∂u

∂xi
+∆X

∂2u

∂x2i

)

=
∂∆Xu

∂t
− 1

2

n∑
i=1

u∂2∆X

∂x2i︸ ︷︷ ︸
=0

+2
∂∆X

∂xi

∂u

∂xi
+∆X

∂2u

∂x2i


=

(
∂

∂t
− 1

2

n∑
i=1

∂2

∂x2i

)
∆Xu(X, t),

and so ∆Xu(X, t) satisfies a heat equation of a different form. The generic solution for initial data g(x1, ..., xn)

to the above heat equation is

v(x1, ..., xn, t) =

∫
Rn

1

(2πt)n/2
exp

(
− 1

2t

n∑
i=1

(xi − yi)
2

)
g(y1, ..., yn)

n∏
i=1

dyi;

In particular, for initial data g(X) = ∆Xf(X), which depends only on the eigenvalues of X, we obtain the

formula

∆Xu(X, t) =

∫
Rn

1

(2πt)n/2
exp

(
− 1

2t

n∑
i=1

(xi − yi)
2

)
∆Y f(Y )

n∏
i=1

dyi (3.44)
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multiplying the previous equation by ∆X , we see that we have two expressions for the same function

∆Xu(X, t), given by equations (3.43) and (3.44). Equating these expressions yields

∆X
1

(2πt)n2/2

∫
Rn

dY∆2
Y f(Y ) exp

(
− 1

2t
tr(X2 + Y 2)

)∫
U(n)/Udiag(n)

dW exp (
1

t
trXWYW †)

=

∫
Rn

1

(2πt)n/2
exp

(
− 1

2t

n∑
i=1

(xi − yi)
2

)
∆Y f(Y )

n∏
i=1

dyi

Setting f(Y ) =
∏n

i=1 δ(Y − Y0), we obtain that

∆X∆2
Y0

1

(2πt)n2/2
exp

(
− 1

2t
tr(X2 + Y 2

0 )

)∫
U(n)/Udiag(n)

dW exp (
1

t
trXWY0W

†)

=
1

(2πt)n/2
exp

(
− 1

2t
tr(X − Y0)

2

)
∆Y0 .

Rearranging, and relabelling Y0 = Y , we get

∫
U(n)/Udiag(n)

dW exp (
1

t
trXWYW †) = (2πt)−n(n−1)/2 exp(

1
t trXY )

∆Y ∆X
;

finally, ∫
U(n)/Udiag(n)

dW exp (
1

t
tr XWYW †) = (2πt)−n(n−1)/2 det e

1
t xiyj

∆X∆Y
,

as desired.

With the explicit evaluation of this integral completed, we see that the expected value of the class function

f(X,Y ) can now be expressed explicitly in eigenvalue coordinates:

Corollary 3.13. For any class function f : Hn ×Hn → C,

⟨f(X,Y )⟩n =
1

Z ′′

∫∫
f ·∆X∆Y e

n
∑n

i=1[τxiyi−V (xi)−W (yi)]
n∏

i=1

dxidyi, (3.45)

where Z ′′ is related to Z by the equation

Z = Z ′′vol (U(n)/Udiag(n)) · (nτ/2)−n(n−1)/2 (3.46)

Just as the 1-matrix model was intimately connected with orthogonal polynomials, we shall see that the

2-matrix model is intimately connected with biorthogonal polynomials.
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3.4 Biorthogonal Polynomials: A Special Case of Multiple Orthogonality

Let V,W be monic polynomials of even degree, 0 < τ < 1. The monic biorthogonal polynomials {pk(x)},

{qk(y)} with respect to the weights V,W are defined by the relation

∫
R

∫
R
pk(x)qj(y)e

τxy−V (x)−W (y)dxdy = hjδkj . (3.47)

Biorthogonal polynomials enjoy many of the properties that classical orthogonal polynomials satisfy, such

as finite-term recursion relations, possession of a closed-form expression for the Christoffel-Darboux kernel,

moment-determinant formulas for the partition function, and so on (see [44] and references therein, for

example). However, the tools available to study the asymptotics of orthogonal polynomials, in particular, a

Riemann-Hilbert formulation for the polynomials (which we shall discuss in Chapter 4), is not immediately

present. Suppose deg V = v, degW = q. Then we have the following theorem realizing biorthogonal

polynomials as a special case of multiple orthogonality [75]:

Theorem 3.14. (A.B.J. Kuijlaars and K.T-R. McLaughlin) Set D := degW − 1 = q − 1. Let k ≥ 1, and

consider the monic biorthogonal polynomial pk(x) of degree k. Let nk =
[
k+j
D

]
, j = 0, ..., D, where [·] denotes

the integral part. Then, we have that

∫
R
pk(x)x

iwj(x)dx = 0, for i = 0, ..., nj − 1, j = 0, ..., D, (3.48)

where the weights wj(x) are defined to be

wj(x) :=

∫
R
yjeτxy−V (x)−W (y)dy. (3.49)

Moreover, these conditions uniquely determine pk(x) among all monic polynomials of degree k.

There is of course an equivalent proposition characterizing the polynomials qk(y). This theorem is the

key that allows us to analyze the asymptotics of biorthogonal polynomials, as there is a well-established

literature on the asymptotics of multiple orthogonal polynomials [1, 4, 85], as well as a Riemann-Hilbert

formulation of such polynomials [5], which we will discuss in Chapter 4. We now proceed to the proof of the

theorem.
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Proof. The proof essentially follows from an integration by parts argument. Since degW = q, we have that,

for any fixed j = 0, ..., q − 1, setting D := q − 1,

di

dyi

[
yje−W (y)

]
= πDi+j(y)e

−W (y), (3.50)

where πDi+j(y) is a polynomial of degree exactly Di+ j. Now, for any function g(x), integrating by parts k

times (and using the fact that boundary terms cancel), we find:

∫∫
g(x)πDi+j(y)e

τxy−V (x)−W (y)dxdy

=

∫
g(x)e−V (x)

∫
di

dyi

[
yje−W (y)

]
eτxydydx

= (−1)i
∫
g(x)e−V (x)

∫
yje−W (y) d

i

dyi
[eτxy] dydx

= (−τ)i
∫
g(x)xie−V (x)

∫
yje−W (y)+τxydydx

= (−τ)i
∫
g(x)xiwj(x)dx.

Now, taking g to be the monic biorthogonal polynomial pk(x), we see that the left hand side of the above

equation is zero provided Di + j < k. This implies the integral is zero for i < nj − 1, for j = 0, ..., q − 1,

where nj are as defined in the theorem; thus, this implies that the biorthogonal polynomial pk(x) satisfies

0 =

∫
pk(x)x

iwj(x)dx, for i = 0, ..., nj − 1, j = 0, ..., q − 1.

Conversely, suppose that g is a monic polynomial of degree k, satisfying the relations (3.48). Then, the left

hand side of the equation for g vanishes for i < nj − 1, j = 0, ..., q − 1. On the other hand, the polynomials

πDi+j for i < nj − 1, j = 0, ..., q − 1 form a basis for the space of polynomials of degree ≤ k − 1; it follows

that g must be the monic biorthogonal polynomial pk(x).

3.5 Matrix Models and Graph Combinatorics.

We now discuss the elegant connection between the Hermitian matrix models and the combinatorics of

planar graphs. Most of what we will say here is not new; we refer to the excellent surveys [49, 113] for

further details about these connections. We begin with the more widely known connection of the 1-matrix

model to the combinatorics of planar (more generally, genus g) graphs. We will then proceed to discuss the

2-matrix model, and its relation to counting the number of 2-colored graphs. This connection allows us to

link the discussion of the 2-matrix model to the Ising model on random graphs.
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3.5.1 Combinatorics of the 1-Matrix Model.

Our starting point will be the Gaussian Unitary ensemble: we will compute a generating function for its

moments.

Proposition 3.15. Let J ∈ Hn be a fixed Hermitian matrix, and consider the quantity

f(J) := ⟨exp(tr JX)⟩n. (3.51)

Then,

f(J) = exp

[
1

2N
tr J2

]
. (3.52)

Proof. The proof of this proposition is a direct computation, which follows by “completing the square”, and

utilizing the cyclicity of trace:

⟨exp(tr JX)⟩n =
1

Z

∫
Hn

exp

[
−N

2
tr

(
X2 − 2

N
JX

)]
dX

=
exp( 1

2N tr J2)

Z

∫
Hn

exp

[
−N

2
tr

(
X − 1

N
J

)2
]
dX

=
exp( 1

2N tr J2)

Z

∫
Hn

exp

[
−N

2
tr

(
X − 1

N
J

)2
]
d(X − 1

N
J)

= exp

[
1

2N
tr J2

]
,

where in the last line we have used the translation invariance of the Haar measure on Hn.

It follows at once that we can compute any moment of the GUE, as f(J) acts as a generating function.

This is made precise by the following corollary:

Corollary 3.16. For any 1 ≤ i, j, k, ℓ ≤ n, if Xij, Xkℓ are entries of a GUE matrix, then

⟨Xij⟩n = 0, ⟨XijXkℓ⟩n =
1

N
δiℓδjk. (3.53)

Proof. Notice that
∂f

∂Jji

∣∣∣∣
J=0

= ⟨Xij⟩n,
∂2f

∂Jji∂Jℓk

∣∣∣∣
J=0

= ⟨XijXkℓ⟩.

Calculating the derivatives explicitly yields the result. Note that the factor of two is accounted for because

the matrix J is Hermitian.
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We could have already guessed the formulae (3.53) from the fact that the GUE measure (3.6) is made

up of Gaussians. Indeed, this is essentially the trick that we have used: we have calculated the moment

generating function of a collection of Gaussian variables. In fact, since the entries are Gaussian, we actually

have enough information here to calculate any higher order moment as a polynomial in the moments (3.53).

This result is known as Wick’s theorem 1:

Theorem 3.17. Let ϕ1, ..., ϕN be a collection of centered normal random variables. Then,

〈
N∏
i=1

ϕi

〉
=
∑

π∈ΠN

∏
(a,b)∈π

⟨ϕaϕb⟩, (3.54)

where ΠN denotes the set of all pairings of the set 1, ..., 2N .

Some remarks are in order.

Remark 3.18. It is worth developing some intuition for the set of all pairings, ΠN . If N = 4, for example,

then we have that

Π4 =

{
{{1, 2}, {3, 4}} , {{1, 4}, {2, 3}} , {{1, 3}, {2, 4}}

}
. (3.55)

So, for example, if ϕ1, ϕ2, ϕ3, ϕ4 are centered normal random variables, then

⟨ϕ1ϕ2ϕ3ϕ4⟩ = ⟨ϕ1ϕ2⟩⟨ϕ3ϕ4⟩+ ⟨ϕ1ϕ4⟩⟨ϕ2ϕ3⟩+ ⟨ϕ1ϕ3⟩⟨ϕ2ϕ4⟩. (3.56)

In fact, the theorem is still valid if we consider repetitions of the random variables ϕk: in this case, we treat

the set of indices as a multiset, and apply Wick’s theorem. As an example of this, we have that

⟨ϕ21ϕ2ϕ3⟩ = ⟨ϕ21⟩⟨ϕ2ϕ3⟩+ ⟨ϕ1ϕ3⟩⟨ϕ1ϕ2⟩+ ⟨ϕ1ϕ2⟩⟨ϕ1ϕ3⟩

= ⟨ϕ21⟩⟨ϕ2ϕ3⟩+ 2⟨ϕ1ϕ2⟩⟨ϕ1ϕ3⟩. (3.57)

Furthermore, ifN = 2M+1 is odd, then it is apparent that ΠN is empty, and the expected value
〈∏N

i=1 ϕi

〉
=

0. In general, there are (2N)!
2N (N)!

possible pairings of the set {1, ..., N}.

The above theorem is useful in that it shows us that, in order to compute any moment of a collection

of Gaussian variables, {ϕa}, it is enough to know their covariances ⟨ϕaϕb⟩. In our situation, the collection

of Gaussian variables of interest are the matrix variables {Xij}, which, by our previous observations, satisfy

the hypotheses of Wick’s theorem. We can therefore compute any expected value of moments of interest.
1The theorem is named after its popularizer, the Italian physicist Gian Carlo Wick, who rediscovered and popularized the

theorem in theoretical physics [103]. The theorem in fact dates back to a 1918 paper of the Russian probabilist Leon Isserlis
[61].
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We will sometimes call the process of rewriting of an expected value of products of centered Gaussians in

terms of pairings Wick expansion.

Our main focus will be on expected values of products of traces of the matrix variables, for example

⟨trX4⟩n, or ⟨(trX3)2⟩n. From here on, we will take the parameter N in the GUE to be N := n, the size of

the matrix.

As a first example let us compute ⟨trX4⟩n using Wick’s theorem, and Equations (3.53).

Example 3.19. ⟨trX4⟩n. First, we have that

⟨trX4⟩n =

n∑
i1,i2,i3,i4=1

⟨Xi1i2Xi2i3Xi3i4Xi4i1⟩;

using Wick’s theorem on the index set {i1, i2, i3, i4}, we find that

⟨trX4⟩n =

n∑
i1,i2,i3,i4=1

⟨Xi1i2Xi2i3Xi3i4Xi4i1⟩

=

n∑
i1,i2,i3,i4=1

(
⟨Xi1i2Xi2i3⟩⟨Xi3i4Xi4i1⟩+ ⟨Xi1i2Xi4i1⟩⟨Xi2i3Xi3i4⟩+ ⟨Xi1i2Xi3i4⟩⟨Xi2i3Xi4i1⟩

)
.

Using Equation (3.53), we obtain that

⟨trX4⟩n =

n∑
i1,i2,i3,i4=1

1

n2
δi1i3 +

n∑
i1,i2,i3,i4=1

1

n2
δi2i4 +

n∑
i1,i2,i3,i4=1

1

n2
δi2i3δi1i4δi3i4δi1i2

= n+ n+
1

n
= 2n+

1

n
.

So, two of the pairings from the Wick formula contributed a factor of n, whereas the remaining term

contributed a factor of 1
n . Before trying to calculate things in general, let’s consider another example:

⟨(trX3)2⟩n.

Example 3.20. ⟨(trX3)2⟩n. In this case, we can write

⟨(trX3)2⟩n =

〈 n∑
i1,i2,i3=1

Xi1i2Xi2i3Xi3i1

2〉
n

=

n∑
i1,i2,i3=1

n∑
j1,j2,j3=1

⟨Xi1i2Xi2i3Xi3i1Xj1j2Xj2j3Xj3j1⟩n.
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Wick’s theorem tells us that there are 6!
233! = 15 contributing pairings to the expected value; let us compute

a few of these pairings. For example, the pairing

π :=

{
{(i1, i2), (i2, i3)}, {(i3, i1), (j1, j2)}, {(j2, j3), (j3, j1)}

}

contributes a factor of

n∑
i1,i2,i3=1

n∑
j1,j2,j3=1

⟨Xi1i2Xi2i3⟩n⟨Xi3i1Xj1j2⟩n⟨Xj2j3Xj3j1⟩n

=

n∑
i1,i2,i3=1

n∑
j1,j2,j3=1

(
1

n
δi1i3

)(
1

n
δi3j2δi1j1

)(
1

n
δj2j1

)
= 1

to the sum; on the other hand the pairing

π′ :=

{
{(i1, i2), (j1, j2)}, {(i2, i3), (j2, j3)}, {(i3, i1), (j3, j1)}

}

contributes a factor of

n∑
i1,i2,i3=1

n∑
j1,j2,j3=1

⟨Xi1,i2Xj1,j2⟩n⟨Xi2,i3Xj2,j3⟩n⟨Xi3,i1Xj3,j1⟩n

=

n∑
i1,i2,i3=1

n∑
j1,j2,j3=1

(
1

n
δi1j2δi2j1

)(
1

n
δi2j3δi3j2

)(
1

n
δi3j1δi1j3

)
=

1

n2
.

Carefully calculating the contributions from the remaining pairings, we find that

⟨(trX3)2⟩n = 12 +
3

n2
. (3.58)

With the above examples worked out, a pattern starts to emerge. We now develop a diagrammatic

approach to calculating expected values of the form

〈
V∏

p=1

trXip

〉
n

(3.59)

By Wick’s theorem, we can decompose the above expected value into a sum over D :=
∑V

p=1 ip pairings of

the indices of the trace, with each pairing π contributing a factor of

∑
I

∏
{(ja,jb),(jc,jd)}∈π

⟨XjajbXjcjd⟩n, (3.60)
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where the summation I runs over all of the index sets of the traces trXip , p = 1, ..., V , and i⃗ := (i1, ..., iV )

is a V -tuple of positive integers. To each such pairing π, we associate the following diagram Rπ:

1. Draw V vertices, each with degree i1, ..., iV , with half-edges labelled by the indices of the trace of the

corresponding vertex.

2. Pair the edges according to the pairing prescribed by π.

The resulting diagram is called a ribbon graph or fat graph. To each such ribbon graph Rπ, we can associate

a quantity known as the genus of the graph. The genus of a ribbon graph R is the smallest genus g such

that the ribbon graph R can be embedded onto this surface without self-intersection. If the ribbon graph is

disjoint, its genus is the sum of the genera of its connected components.

The ribbon graph associated to the pairing π will by construction have V vertices, and D
2 edges, by the

handshaking lemma (note that, if D is not even, then the full expected value is automatically zero). Each

face in the resulting ribbon graph corresponds to a collection of indices which will be identified by Wick’s

theorem, since ⟨XabXcd⟩n = 1
nδadδbc. Thus, the number of independent summation indices I ′ left over after

accounting for the identified indices is the same as the number of faces, which we shall denote by F . The

result is that

∑
I

∏
{(ja,jb),(jc,jd)}∈π

⟨XjajbXjcjd⟩n =
∑
I

1

nD/2

∏
{(ja,jb),(jc,jd)}∈π

δjajdδjbjc =
∑
I′

1

nD/2
= nF−D/2. (3.61)

Now, since the number of edges is E := D/2, and the total number of vertices is V , we see that the

contribution of the pairing π (equivalently, the ribbon graph Rπ) is

nχ(Rπ)−V , (3.62)

where χ(Rπ) := V − E + F is the Euler characteristic of the surface on which Rπ embeds. If we now sum

over all such ribbon graphs, we obtain the following theorem:

Theorem 3.21. Let X be an n × n GUE matrix, and let V ≥ 1, i⃗ := (i1, ..., iV ) a V -tuple of positive

integers. Then,

nV

〈
V∏

p=1

trXip

〉
n

=
∑
g≥0

eg (⃗i)

n2g−2
, (3.63)

where eg (⃗i) counts the number of genus g ribbon graphs on V vertices, with degrees (i1, ..., iV ).
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i2

i1

i2 i3

i1 i4

i3

i4

{
{(i1, i2), (i3, i4)}, {(i2, i3), (i4, i1)}

}

{
{(i1, i2), (i4, i1)}, {(i2, i3), (i3, i4)}

}

{
{(i1, i2), (i2, i3)}, {(i3, i4), (i4, i1)}

}

Figure 3.1. (Left). The “bare” diagram contributing to ⟨trX4⟩n; there are four outgoing half-edges from
the vertex, corresponding to the four matrix indices of trX4 that need to be paired. (Right). The three
possible pairings of the half-edges, and the corresponding surfaces they embed onto. There are two genus 0
contributions, and one genus 1 contribution.

Proof. As before, let D :=
∑

p ip; without loss of generality, assume D is even. The diagrammatic interpre-

tation of Wick’s theorem yields that the left hand side of Equation (3.63) is

nV

〈
V∏

p=1

trXip

〉
n

= nV
∑
Rπ

nχ(Rπ)−V =
∑
Rπ

nχ(Rπ),

where the sum runs over all D!
2D/2(D/2)!

possible ribbon graphs (pairings) of the half edges. The result then

follows immediately, due to the relation χ = 2− 2g.

Corollary 3.22. With the notations of the previous theorem,

∑
g≥0

eg (⃗i) =
D!

2D/2(D/2)!
. (3.64)

One may go back and re-perform the calculations in Examples 3.19 and 3.20, using the diagrammatic

techniques explained above. The “bare” diagram for the calculation of ⟨trX4⟩n, as well as the set of pairings

(diagrams), are shown in Figure (3.1). The “bare” diagram for the calculation of ⟨(trX3)2⟩n is shown in

Figure (3.2); the 15 contributing diagrams are shown in Table (1).

48



i1
i3

i1
i2

i3

i2

j3
j1

j1

j2

j3
j2

Figure 3.2. The “bare” diagram contributing to ⟨(trX3)2⟩n. There are two cubic vertices, one for each
copy of trX3. A pairing of the indices π results in a corresponding pairing of the edges. The 15 possible
pairings of the edges are shown in Table (1).

Table 1. The 15 contributing diagrams for the expected value ⟨(trX3)2⟩n = 12+ 3
n2 . Note that all diagrams

are planar, except for the first three: these contribute a factor of 1
n2 each, instead of a factor of 1 (as in the

planar case).
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The above expansion is often called the genus expansion or topological expansion, for obvious reasons.

Often, one is interested in the genus expansion for a particular class of graphs, which admit some “regularity”.

We will consider the following generating integral:

⟨ exp
[
−Nt trX4

]
⟩n =

1

ZGUE

∫
Hn

exp

{
−N tr

[
1

2
X2 + tX4

]}
dX, (3.65)

where t > 0 is some parameter. Since ZGUE is some explicit constant which we have already calculated, we

will drop it from further considerations and consider the integral in (3.65) alone. Historically, this integral

is what led to many of the intriguing connections between random matrices and the combinatorics of ribbon

graphs [19, 62]. The integral acts as a generating function for 4-regular graphs, in the following sense.

Making the change of variables X̃ = N1/2X, and relabelling X̃ to X, the integral (3.65) becomes (up to an

overall factor of Nn2

, which we absorb into ZGUE):

Z(t;N) :=

∫
Hn

exp

{
− tr

[
1

2
X2 +

t

N
X4

]}
dX (3.66)

If we expand exp
[
− t

N trX4
]

as a perturbation series, we obtain

exp

[
− t

N
trX4

]
=

∞∑
m=0

1

m!

(
− t

N

)m (
trX4

)m
. (3.67)

Upon taking the expected value, we obtain

Z(t;N) =

∞∑
m=0

1

m!

(
− t

N

)m

⟨
(
trX4

)m ⟩n

(Theorem (3.21)) =
∞∑

m=0

1

m!

(
− t

N

)m∑
Nm+χ

=

∞∑
m=0

1

m!
(−t)m

∑
Nχ,

where the internal sum runs over all ribbon graphs (pairings) contributing to the term ⟨(trX4)m⟩n, i.e.

all 4-regular ribbon graphs with n vertices. The above object is almost what we want, but there is one

remaining calculation which must be performed. Note that there was no assumption on the connectedness

of the diagrams in question. Indeed, in general, the diagrams contributing to ⟨(trX4)m⟩n need not be

connected; this is first apparent at m = 2. In principle, we would like to consider only connected diagrams.

We are in luck: it is a commonly known fact in combinatorics that taking logarithms achieves this goal. The

general principle is this: if we have an exponential generating function which counts the number of labelled
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objects, then its logarithm counts the number of connected objects of the same kind. We again refer to R.P.

Stanley’s book [98], Chapter 5, for further details on this fact. Using this, the result we are interested in is

the following:

logZ(t;N) =

∞∑
m=1

(−t)m

m!

∑ ′
Nχ, (3.68)

where the inner sum
∑ ′

now runs over all connected ribbons graphs contributing to the term ⟨(trX4)m⟩n.

Now, the largest Euler characteristic that can appear is χ = 2, coming from the planar or spherical diagrams;

these diagrams contribute a factor of N2 each. If we divide Equation (3.68) by N2, then the planar diagrams

contribute a factor of 1 each, and all other diagrams contribute a factor subleading in N . Interchanging the

order of summation, what we have shown is the following:

Theorem 3.23. Consider the function

F (t;N) :=
1

N2
logZ(t;N) =

1

N2
log

〈
exp

[
t

N
trX4

]〉
n

, (3.69)

where the average ⟨·⟩n is taken in the n× n GUE with parameter N set to 1. Then,

F (t;N) =

∞∑
g=0

fg(t), (3.70)

where the function fg(t) is given by

fg(t) =

∞∑
m=0

(−t)m

m!
Ng(m), (3.71)

where Ng(m) is the number of 4-regular, connected ribbon graphs of genus g on m vertices.

The above should be interpreted as an asymptotic expansion, not an actual convergent series. Theorem

(3.23) first appeared (without mathematical proof, albeit) in the mid-1970s work of the Saclay school of

theoretical physics [19, 62]. Since this time, there has been much work in the mathematical physics commu-

nity making the above result fully rigorous (cf. [11, 12, 44, 45], and references therein), as well as related

results, such as for the “cubic” model, involving powers of trX3, which very apparently needs some care in

its definition. The tools used to make such results rigorous are tools we have already met: the method of

orthogonal polynomials. For instance, for the above model, one would consider the family of polynomials

orthogonal with respect to the weight w(z; t) := exp
[
1
2z

2 + tz4
]
:

∫
pn(z; t)pm(z; t) exp

[
1

2
z2 + tz4

]
dz = δnm. (3.72)
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We have been intentionally vague in defining the contour of integration; in principle, it should be taken to

be the real line. However, if t < 0, the integral is divergent for any choice of polynomials anyways, and so

one must make sense of the above by defining an appropriate analytic continuation of the polynomials in

the variable t. This amounts to redefining the contour of orthogonality. The analysis of these polynomials

has been the subject of extensive research [10, 12, 38, 47, 48]. This analysis in turn informs us about

the combinatorics of the associated ribbon diagrams. Here, we list some selected results regarding these

enumerative problems; the original ideas can likely be attributed to [19]; rigorous proofs of these results can

be found in the aforementioned mathematical physics literature.

Theorem 3.24. 1. Define the function ξ(t) as

ξ = ξ(t) :=
−1 +

√
1 + 48t

24t
. (3.73)

For g = 0, 1, 2, with the notations of Theorem (3.23),

f0(t) =
1

24
(ξ − 1)(9− ξ)− 1

2
log ξ, (3.74)

f1(t) =
1

12
log(2− ξ), (3.75)

f2(t) =
1

6!
(82 + 21ξ − 3ξ2)

(1− ξ)3

(2− ξ)5
(3.76)

2. The numbers Ng(m) have the following asymptotics

Ng(m) = Kg48
mm!m

5g−7
2 [1 +O(m−1/2)], m→ ∞, (3.77)

For some explicit constants Kg (cf. [12]).

3.5.2 Combinatorics of the 2-Matrix Model

Just as the 1-matrix model is connected to the combinatorics of genus g graphs, the 2-matrix model is

connected to the combinatorics of colored or labelled graphs. This connection is what allows us to make a

link between the 2-matrix model and the Ising model on random graphs. This idea was introduced in [70].

Subsequently, these ideas were expanded upon in the theoretical physics literature [17, 18, 25, 26, 34, 56],

but no real mathematical treatment of this model has appeared in the literature to date. In this subsection,

we discuss some of the basic combinatorial interpretations of the 2-matrix model, in analogy to the previous

section. With the right parameter identification, we show that the logarithm of the partition function of the

2-matrix model acts as a generating function for the Ising model on random graphs of a certain kind.
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Similarly to before, we begin by considering the Gaussian 2-matrix model, which is defined as the following

probability measure on Hn ×Hn:

dP(X,Y ) := Z−1
n exp

{
N tr

[
τXY − 1

2
X2 − 1

2
Y 2

]}
dXdY, (3.78)

where Zn := Zn(τ,N) is a normalization constant, chosen so that dP(X,Y ) is indeed a probability measure.

By writing out the above measure in the matrix variables, we again see that all of the entries Re Xij , Im Xij ,

Re Yij , Im Yij are centered Gaussian random variables. What makes the 2-matrix model more interesting

structurally than the 1-matrix model is the fact that the X and Y entries have nontrivial covariance. We

summarize this idea in the next proposition, in which we compute the moment generating function for the

measure (3.78).

Proposition 3.25. Let J,K ∈ Hn be a fixed Hermitian matrices, and consider the quantity

f(J,K) := ⟨exp(tr JX +KY )⟩n, (3.79)

where the expected value is taken with respect to the measure (3.78). Then,

f(J,K) = exp

{
1

N(1− τ2)
tr

[
1

2
J2 +

1

2
K2 − τJK

]}
. (3.80)

Proof. The proof is similar in technique to Proposition (3.15), so we only sketch the proof here, and omit

further details. The essence of the proof is to again “complete the square”, except that now we deal with a

‘vector’ of Hermitian matrices, X⃗ := (X,Y )T , and write the measure (3.78) as

dP(X,Y ) = Z−1
n exp

{
N

2
tr⟨X⃗,QX⃗⟩

}
dXdY,

where the matrix Q := Q(τ) is

Q = Q(τ) :=

1 τ

τ 1

 .

The problem of calculating f(J,K) is thus reduced to making an appropriate change of variables; since the

measures dX, dY are translation invariant, this is an achievable task. The solution is

f(J,K) = exp

{
1

2N
tr⟨J⃗ , Q−1J⃗⟩

}
,

where J⃗ := (J,K)T . Rewriting the inner product in terms of its components yields the result.
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Corollary 3.26. For any 1 ≤ i, j, k, ℓ ≤ n,

⟨Xij⟩n = 0, ⟨Yij⟩n = 0,

⟨XijXkℓ⟩n = ⟨YijYkℓ⟩n = 1
N(1−τ2)δiℓδjk, ⟨XijYkℓ⟩n = ⟨YijXkℓ⟩n = τ

N(1−τ2)δiℓδjk.
(3.81)

Proof. Notice that
∂f

∂Jji

∣∣∣∣
J,K=0

= ⟨Xij⟩n,
∂f

∂Kji

∣∣∣∣
J,K=0

= ⟨Yij⟩n,

and that
∂2f

∂Jji∂Jℓk

∣∣∣∣
J,K=0

= ⟨XijXkℓ⟩n,
∂2f

∂Jji∂Kℓk

∣∣∣∣
J,K=0

= ⟨XijYkℓ⟩n,

and similarly for all other expected values of interest. Calculating the derivatives explicitly yields the result.

Note that the factor of two is again accounted for because the matrices J,K are Hermitian.

The key observation to make here is that there we can now distinguish between the covariances of “alike”

matrix entries (X-X and Y -Y type covariances) and “unalike” covariances (X-Y covariances). Thus, we

expect the underlying combinatorics should reflect this difference. This is indeed the case; as before, it will

be useful to first consider a few examples; as before, we take the parameter N := n, the size of the matrix.

Example 3.27. ⟨trX4⟩n. This example is calculated in an identical manner as before (cf. Example (3.19)),

the only difference being an overall multiplicative factor:

⟨trX4⟩n =

(
1

1− τ2

)2(
2n+

1

n

)
. (3.82)

We remark that an identical formula for ⟨trY 4⟩n holds.

Example 3.28. ⟨(trX3)2⟩n. This example is again essentially identical to its 1-matrix model analog, with

the exception being an overall multiplicative factor: factor:

⟨(trX3)2⟩n =

(
1

1− τ2

)3(
12 +

3

n2

)
. (3.83)

An identical formula for ⟨(trY 3)2⟩n holds. However, this example is slightly more instructive, as it admits

a counterpart which does not appear in the 1-matrix model, as illustrated in the next example.

Example 3.29. ⟨trX3 trY 3⟩n. Here, we have the possibility of both types of covariances appearing in the

Wick expansion of the expected value. We have that:

⟨trX3 trY 3⟩n =

n∑
i1,i2,i3=1

n∑
j1,j2,j3=1

Xi1i2Xi2i3Xi3i1Yj1j2Yj2j3Yj3j1 ,
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Which, by Wick’s theorem, we can write as a sum over all pairings of the indices. Let us consider the

following contributing pairings:

πa :=

{
{(i1, i2), (i2, i3)}, {(i3, i1), (j1, j2)}, {(j2, j3), (j3, j1)}

}
,

πb :=

{
{(i1, i2), (j1, j2)}, {(i2, i3), (j3, j1)}, {(i3, i1), (j2, j3)}

}
,

πc :=

{
{(i1, i2), (j1, j2)}, {(i2, i3), (j2, j3)}, {(i3, i1), (j3, j1)}

}
.

(Note that these three pairings correspond to the three nonisomorphic types of graphs contributing to the

Wick expansion in the 1-matrix model; the first two are planar, and the last is non-planar). The pairing πa

contributes a factor of

⟨Xi1i2Xi2i3⟩n⟨Xi3i1Yj1j2⟩n⟨Yj2j3Yj3j1⟩n =

(
1

1− τ2

)3

τ ;

a similar calculation shows that the pairing πb contributes a factor of

⟨Xi1i2Xj1j2⟩n⟨Xi2i3Yj3j1⟩n⟨Xi3i1Yj2j3⟩n =

(
1

1− τ2

)3

τ3.

Finally, the pairing πc contributes a factor of

⟨Xi1i2Xj2j2⟩n⟨Xi2i3Yj2j3⟩n⟨Xi3i1Yj3j1⟩n =

(
1

1− τ2

)3

τ3 · 1

n2
.

All other pairings come from ribbon graphs which are isomorphic to the ones represented by one of the above

three; thus, summing up, we find that

⟨trX3 trY 3⟩n =

(
1

1− τ2

)3(
9τ + 3τ3 +

3τ3

n2

)
.

The last two examples show that the 2-matrix model can “detect” something the 1-matrix model could

not: colorings (or labellings, as we shall sometimes say) of the vertices 2. The factor of τ in the last calculation

accounted for the number of edges connecting an X vertex to a Y vertex. We now develop a diagrammatic
2In fact, the 2 matrix model is able to distinguish edge colors, if we consider expected values of the form ⟨trXYXY ⟩n.

However, for simplicity (and because it is the situation we are interested in), we confine ourselves to consider only products of
traces of Xip ,Y jq .
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approach to calculating expected values of the form

〈
k∏

p=1

trXip

ℓ∏
q=1

trY jq

〉
n

, (3.84)

where (i1, ..., ip) and (j1, ..., jp) are sequences of positive integers. Let K =
∑k

p=1 ip, L =
∑ℓ

q=1 jq, and

E = K + L (this will be the total number of edges in the associated ribbon graph Rπ). As was the case

before, we can Wick expand the above into a sum over all possible pairings of the indices, with each pairing

π contributing a factor of ∑
I

∏
{(ra,rb),(rc,rd)}∈π

⟨ZrarbZrcrd⟩n, (3.85)

where the sum I runs over all of the indices of the traces trXip , p = 1, ..., k, and trY jq , q = 1, ..., j, and

Zrarb :=


Xrarb , (ra, rb) belongs to the index set of one of the traces trXip , p = 1, ..., k,

Yrarb , (ra, rb) belongs to the index set of one of the traces trY iq , q = 1, ..., j.

(3.86)

To each such pairing π, we associate a (colored) ribbon graph Rπ as follows:

1. Draw k X-colored vertices, each with degree ip, p = 1, ..., k, with half-edges labelled by the indices of

the trace of the corresponding vertex.

2. Draw ℓ Y -colored vertices, each with degree jq, q = 1, ..., ℓ, with half-edges labelled by the indices of

the trace of the corresponding vertex.

3. Pair the edges according to the pairing prescribed by π.

The resulting diagram is called a 2-colored ribbon graph. We will sometimes denote a 2-colored ribbon graph

(associated to a pairing π) on V := k + ℓ vertices, with k vertices of the first color, and j := V − k of the

second color, by Rπ(k, j). The size of such a ribbon graph is the number of vertices, denoted |Rπ(k, j)|= V .

We call such a coloring a coloring of type (k, j). The contribution of such a graph to the sum we will denote

by w[Rπ(k, j)], or by w[Rπ], when the coloring type is clear. Given a pairing π, we see that all of the factor

accounted for in the first theorem appear again (i.e., accounting for the number of edges, vertices, faces,

etc.), with one additional factor here: the contribution will be multiplied by a power of τD, where D counts

the number of edges connecting X-colored vertices to Y -colored vertices. Thus, we see that w[Rπ] is (upon

identifying N := n):

w[Rπ] =
1

nE

(
1

1− τ2

)E

nF τD =

(
1

1− τ2

)E

nχ(Rπ)−V τD. (3.87)
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Let U denote the number of edges in Rπ connecting X-colored vertices to X-colored vertices and Y -colored

vertices to Y -colored vertices. Then, we have the equality D + U = E, the total number of edges in Rπ. If

we define S := D − U , then D = 1
2 (E + S), and we can express the weight w[Rπ] finally as

w[Rπ] =

(
τ1/2

1− τ2

)E

nχ(Rπ)−V τ
1
2S (3.88)

(note that, E is always even, as the graph comes from a pairing, so there is no problem defining the square

root). What we have proven is the following theorem:

Theorem 3.30. Let X,Y be Gaussian random matrices, distributed according to the measure (3.78), with

parameter N := n. Let (i1, ..., ik), (j1, ..., jℓ) be a k- (respectively, ℓ)-tuple of positive integers, and set

V := k + l. Furthermore, put E := 1
2

(∑
p ip +

∑
q jq

)
. Then,

nV

〈
k∏

p=1

trXip

ℓ∏
q=1

trY jq

〉
n

=

(
τ1/2

1− τ2

)E∑
g≥0

eg(τ)

n2g−2
, (3.89)

where eg(τ) is a polynomial in τ , defined by

eg(τ) =
∑
Rπ

τ
1
2S(Rπ) (3.90)

where the sum runs over all genus g unordered (k, j)-colored ribbon graphs, and S(Rπ) is the number of edges

in Rπ between like-colored vertices minus the number of edges between unalike vertices.

Note that, in the case when all of the vertices are of one color (say, X-colored), the internal sum eg(τ)

reduces to its analog in Theorem (3.21).

We now consider the generating function

Zn(t, τ ;N) :=

∫
Hn

∫
Hn

exp

{
tr

[
τXY − 1

2
X2 − 1

2
Y 2 − t

N
X4 − t

N
Y 4

]}
dXdY, (3.91)

which is the 2-matrix analog of the generating function (3.65), after a suitable rescaling. Expanding

exp
[
− t

N trX4
]
, exp

[
− t

N trY 4
]

as series in t, we obtain that

exp

[
− t

N
trX4

]
exp

[
− t

N
trY 4

]
=

∞∑
M=0

(−t/N)M

M !

∑
k+j=M

M !

k! j!
(trX4)k(trY 4)j . (3.92)
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If we insert this expression into Equation (3.91), and divide by the “Gaussian” partition function Zn(0, τ ;N),

we obtain that
Zn(t, τ ;N)

Zn(0, τ ;N)
=

∞∑
M=0

(−t/N)M

M !

∑
k+j=M

M !

k! j!
⟨(trX4)k(trY 4)j⟩n. (3.93)

It is important to notice that, provided k + j = M , M !
k!j! counts the number of 2-colorings of M objects,

with k of the first color and j of the second. Expanding the expected value ⟨(trX4)k(trY 4)j⟩n using Wick’s

theorem and the diagrammatic rules we established, we obtain that

Zn(t, τ ;N)

Zn(0, τ ;N)
=

∞∑
M=0

(−t/N)M

M !

∑
k+j=M

M !

k! j!

∑
|Rπ(k,j)|=M

w[Rπ(k, j)] (3.94)

where the innermost sum runs over all 2-colored ribbon graphs on M vertices with k edges of the first color

and j of the second, k + j = M . The colorings in this case are unlabelled, in the sense that any graph of a

fixed type with coloring (k, j) are considered to be the same. However, we can count labelled colorings by

noticing that:

1. If we color any labelled ribbon graph Rπ in two different ways with precisely k vertices of the first

color and j of the second, the resulting weights these diagrams contribute to the sum are identical,

2. If k + j =M , there are precisely M !
k!j! possible colorings of type (k, j) on a given graph on M vertices.

Thus, we see that inner sum over k, j can be interpreted as a sum over the distinct possible colorings of the

vertices, and we have that
Zn(t, τ ;N)

Zn(0, τ ;N)
=

∞∑
M=0

(−t/N)M

M !

∑
|Rπ|=M

w[Rπ], (3.95)

where the internal sum now runs over all labelled, 2-colored ribbon graphs on N -vertices, with any coloring

scheme. For our purposes, it is useful switch the order of summation over colorings and graphs, i.e., to write

the above as
Zn(t, τ ;N)

Zn(0, τ ;N)
=

∞∑
M=0

(−t/N)M

M !

∑
ribbon
graphs
Rπ

∑
colorings of

Rπ

w[Rπ], (3.96)

where the sum ∑
ribbon
graphs
Rπ
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is a sum over all uncolored, labelled ribbon graphs on M vertices, and

∑
colorings of

Rπ

runs over all possible 2-colorings of Rπ. Now, using the formula for the weights w[Rπ] of colored ribbon

graphs we derived earlier (cf. Equation (3.88)), and using the fact that E = 2M by the handshaking lemma,

we have that (again putting N := n):

Zn(t, τ ;n)

Zn(0, τ ;n)
=

∞∑
M=0

1

M !

(
−tτ

(1− τ2)2

)M ∑
ribbon
graphs
Rπ

nχ(Rπ)
∑

colorings of
Rπ

τ
1
2S(Rπ). (3.97)

For a fixed graph Rπ, this sum is nothing but the partition function for the Ising model on this graph, with

the parameter identification τ = e−2β . Thus, we have shown that

Zn(t, τ ;n)

Zn(0, τ ;n)
=

∞∑
M=0

1

M !

(
−tτ

(1− τ2)2

)M ∑
ribbon
graphs
Rπ

nχ(Rπ)ZRπ

(
−1

2
log τ

)
. (3.98)

As was the case in the previous section, taking logarithms of the above expression yields instead a sum over

connected ribbon graphs:

log
Zn(t, τ ;n)

Zn(0, τ ;n)
=

∞∑
M=1

1

M !

(
−tτ

(1− τ2)2

)M ∑
ribbon
graphs
Rπ

′
nχ(Rπ)ZRπ

(
−1

2
log τ

)
, (3.99)

where ′ denotes the sum only over connected diagrams. If we divide through by n2, and take the limit as

n→ ∞, we obtain the following theorem.

Theorem 3.31. Define the function

Fn(t, τ,N) :=
1

n2
log

Zn(t, τ ;n)

Zn(0, τ ;n)
, (3.100)

where Zn(t, τ ;N) is as in (3.91). Set

f(t, τ) := lim
n→∞

1

n2
Fn(t, τ, n). (3.101)
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Then,

f(t, τ) =

∞∑
M=0

(
−tτ

(1− τ2)2

)M

ZM (τ), (3.102)

where

ZM (τ) =
∑

|Rπ|=M

ZRπ

[
−1

2
log τ

]
, (3.103)

and the sum runs over all 4-regular, connected, planar ribbon graphs on M vertices, and ZRπ
(β) is the

partition function for the Ising model on Rπ.

It is the result of this thesis, and a forthcoming work with Maurice Duits and Seung-Yeop Lee, to give a

rigorous analysis of the above generating function, and prove a theorem analogous to Theorem (3.23). One

such result, which has been known for quite some time (and actually predates the interpretation of f(t, τ) as

a generating function for the Ising model on random graphs) [17, 70, 80] gives an exact formula for f(t, τ):

Theorem 3.32.

f(t, τ) =
1

2
log

τz(τ, t)

2t
−
∫ z(τ,t)

0

dζ

ζ

[
k(ζ; τ, t)− 1

2
k2(ζ; τ, t)

]
− log

τ

2(1− τ2)
− 1, (3.104)

where k(ζ; τ, t) is defined as

k(ζ; τ, t) :=
ζ

t

[
1

(1− 3ζ)2
− τ2 + 3τ2ζ2

]
, (3.105)

and z = z(τ, t) is implicitly determined as the unique solution of the fifth-order equation

t = z

[
1

(1− 3z)2
− τ2 + 3τ2z2

]
(3.106)

which satisfies

lim
t→0

z(τ, t)

t
=

1

(1− τ2)
. (3.107)

In Chapter 5, we provide the first fully rigorous proof of this theorem.

3.6 Matrix Models and Quantum Gravity.

In this section, we summarize some of the progress made using matrix models in the theory of quantum

gravity coupled to conformal matter. This is a subject that was extensively studied in the 1980s through

the 1990s by various authors [17, 18, 25, 26, 34, 47, 48, 56, 58, 70, 72, 91], with an especially well-studied

treatment of the “pure” gravity case (see in particular references [47, 48], and further results related to the

associated Painlevé transcendent [10, 38, 66, 67]). We do not attempt to give an overarching survey of the
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aspects of the theory of 2D gravity. Here, our goal is to give a flavor of the approach some of the theoretical

physicists working in this area took during this time period. We also try to demonstrate how matrix models

became a central tool for answering a number of questions in this theory, and point out some of the results

that are known rigorously, as well as some interesting conjectures that were made that were never rigorously

proven. Most of what we write here should be taken with a grain of salt: everything is conjectural and

non-rigorous unless otherwise stated. We mainly follow some review articles on the subject, put out by P.

Ginsparg, G. Moore, and their collaborators [50, 55, 57].

Let us begin by attempting to describe a “pure” theory of quantum gravity, that is, with no external

matter fields present. In 2 dimensions, classical (relativistic) gravity on a fixed compact 2-manifold M

without boundary, with cosmological constant Λ, is described by the extrema of the Einstein-Hilbert action:

S[g] :=

∫
M

[
µ

2π
R(g)− Λ

]
√
gdxdy, (3.108)

where g is a metric on M , R(g) is the scalar curvature (= twice the Gaussian curvature) of g, and √
gdxdy

is the area element on M . By the Gauss-Bonnet Theorem [21], the above can be rewritten as

S[g] = µχ(M)− ΛA(M), (3.109)

where χ(M) is the Euler characteristic of M , and A(M) is the Riemannian area of M with respect to the

metric g. The above formula tells us that any classical theory of gravity is essentially trivial, because the

essential part of the action, the part involving the scalar curvature, is a topological invariant. However,

in a quantum theory of gravity, we are interested in the interpretation of the following formal generating

function, called the Feynman integral or partition function:

Z(µ,Λ) :=
∑
h

∫
eS[g]Dg =

∑
h

∫
eµχ(M)−ΛA(M)Dg, (3.110)

where the sum is taken over all possible genera of surfaces, and the integration is carried out over all

(conformal equivalence classes) of metrics on M . This sum over genera, or “sum over topologies”, as it is

commonly referred to, is what makes quantum gravity in 2 dimensions interesting. To quote Di Francesco,

Ginsparg, and Zinn-Justin [50],

In the quantum case, however, even two dimensional gravity is non-trivial because large quantum

fluctuations may change the genus of the surface and the partition function hence involves a sum
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over surfaces of all genus. In addition, on higher genus surfaces there are non-trivial topological

sectors.

In parallel to statistical physics, in quantum field theory (in our situation, quantum gravity), the main

object of interest is the partition function (3.110). However, we immediately arrive at an issue: the partition

function (3.110) is ill-defined, as the integral over the metric Dg is not properly defined. Thus, we must

try to give an appropriate interpretation of Z(µ,Λ), and hope that any way we regularize the integral, the

results will agree. A possible approach that garnered attention in the theoretical physics community was

the so-called Liouville approach, introduced by Polyakov [91]. The method involves quantum field-theoretic

techniques, which places it on shaky mathematical footing; however, this by no means discounts the results

obtained in this direction.

Another possible approach to interpreting the partition function Z(µ,Λ) is to discretize the surfaces we

are summing over first, and then perform a continuum limit. In this case, the true partition function is

approximated by

Zapprox(µ,Λ) =
∑
h

∑
T

eµχ(T )−ΛA(T ), (3.111)

where the internal sum is taken over all triangulations, or perhaps quadrangulations of a surface of genus g,

depending on the context. If we assert that all triangles in our triangulation have equal area, by possible

rescaling of Λ, we can take A(T ) to be the number of triangles in the triangulation. This puts us in a

situation very close to the one of the previous two sections: a sum over all possible graphs of a given size,

with weights given by a constant to the Euler characteristic of that graph. Since triangulations of a surface

are dual to 3-regular graphs, and quadrangulations dual to 4-valent graphs (cf. Figure (3.3)), we see that

Zapprox(µ,Λ) and the generating function

F (t;N) =
1

N2
logZ(t;N) =

1

N2
log

〈
exp

[
t

N
trX4

]〉
n

defined in Theorem (3.23) are closely linked. In F (t;N), graphs of all sizes participate. To match a theory of

quantum gravity, we want to take a “double scaling limit” in which we tune the coupling parameter t in the

right way so that surfaces of infinite size (i.e., quadrangulations with an infinite number of vertices dominate

F (t,N). In other words, we want to consider the large M coefficient of the series F (t;N) (see (3.68)), as this

is precisely the generating function we are interested in. Calculation of the radius of convergence of the series

F (t,N) (as per standard complex variables, this is equivalent to calculating the nearest singularity of F (t;N)

to the origin in the t plane) determines the critical value of the coupling constant t at which we must consider

F (t,N). As it turns out, F (t,N) is an analytic function of t, and there is a critical value of t, tc = − 1
48 ,
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Figure 3.3. The quartic graphs generated by ⟨exp(−t trX4)⟩n are dual to “quadrangulations”, that is,
graphs in which every face is a quadrilateral. Thus, one can think of this generating function as a generating
function of quadrangulations.

in our current normalization, where the function F (t,N) diverges. In the language of statistical mechanics,

this means that F (t,N) has a phase transition occurring at t = tc. This value was first calculated in [19],

and the characterization of the transition was subsequently given in [34, 47, 48, 58]. The relevant theorem is

the following (and this is indeed a theorem, in the honest mathematical sense). The statement is given for

critical point of the 1-matrix model with cubic interactions trX3, which is located at t2c = 1/(108
√
3) [19].

Theorem 3.33. (P. Bleher, A. Deaño) Given ε > 0 and δ > 0, consider the double scaling regime N4/5(t−

tc) = c1λ, c1 = 2−12/53−7/4, and fix a neighborhood in the complex plane DR = {λ ∈ C : |λ|< R}. Let

{λα,j}Jj=1 be the set of poles of y(λ) (a special solution to the Painlevé I equation, cf. [10]) in DR. The

partition function ZN (t) can be written in the following way:

ZN (t) = Zreg
N (t)Zsing

N (λ)
(
1 +O(N−ε)

)
, (3.112)

for λ ∈ DR \ ∪jD(λj , δ). Here the regular part is

Zreg
N (t) = eN

2[A+B(t−tc)+C(t−tc)
2]+D, (3.113)

where the constants A, B, C and D are explicit in terms of the genus 0 partition function. The singular part

of the partition function is

Zsing
N (λ) = e−Y (λ), (3.114)
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where Y (λ) solves the differential equation

Y ′′(λ) = y(λ), (3.115)

with boundary condition

Y (λ) =
2
√
6

45
(−λ)5/2 − 1

48
log(−λ) +O((−λ)−5/2), (−λ) → ∞. (3.116)

A similar result is implicit in the earlier work of [38] for the quartic matrix model, although they make

no direct statement about the partition function, only the recursion coefficients.

It is also of great interest to calculate how different matter fields ϕ(z) interact with the pure theory

of gravity. One class of quantum field theories relevant to statistical physics are the minimal models of

conformal field theory.

In short, a conformal field theory (CFT) can be thought of mathematically as follows. We will be

extraordinarily vague, as the full definition of a conformal field theory (more precisely, a vertex operator

algebra) will take us too far astray from our original goal. For a full treatment of conformal field theory, one

should consult [51, 54], for the relevant physical context, and [52] for the relevant mathematical treatment

of the theory. A CFT is a (possibly infinite) collection of representations of the local conformal algebra (in 2

dimensions, this is the celebrated Virasoro algebra), along with a rule for how such representations interact,

called the operator product expansion. Normally, the product of two such representations is a third, unrelated

representation, and, upon taking an any number of products, we obtain any number of new representations.

The minimal models are distinguished among in that their operator product content is finitely generated.

To the layman, this means that minimal models can be characterized by a finite set of parameters: the

central charge c, which is indexed by a pair of coprime integers (p, q):

c = c(p, q) := 1− 6
(p− q)2

pq
, (3.117)

and the conformal dimensions of its primary fields:

∆r,s :=
(pr − qs)2 − (p− q)2

4pq
, (3.118)

for 1 ≤ r ≤ q − 1, 1 ≤ s ≤ p − 1. These models were introduced originally in [8] as some of the very

first examples of exactly solvable quantum field theories; their introduction was for the primary purpose of

describing universality classes of phase transitions in 2 dimensions. The general theory was this: each minimal
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model corresponded to the universality class of some 2D phase transition. The first few correspondences

were:

1. The (4, 3) minimal model describes the critical Ising universality class,

2. The (5, 2) minimal model describes the Yang-Lee edge singularity (cf. [51, 109, 110])

3. The (6, 5) minimal model describes the critical 3-Potts model universality class (cf. [7, 51]),

and so on. The word “describe” here is intentionally vague; with the techniques allowed by CFT, physicists

were only able to compute the critical exponents and a few very basic correlation functions of these theories.

This being said, one should not discount their achievements: it took a great deal of effort and ingenuity

to calculate this, and it was already apparent to them that much heavier machinery would be needed to

compute more.

One direction of interest which would add more significance to the idea of universality was to see how

CFTs (in particular, the minimal models) reacted when coupled to 2D gravity. Let us describe what is

meant by coupling to gravity in this context. Suppose we are given a classical (scalar) field theory on a fixed

Riemannian manifold (M, g), described by the action

Smatter[ϕ] :=

∫
L(ϕ, ∂µϕ)

√
gd2x, (3.119)

where L(ϕ, ∂µϕ) is some coordinate-invariant density on M (note that this means in general that L has

an implicit dependence on the metric g). As a bare quantum field theory, one is then interested in the

calculation of

Zmatter(h̄) =

∫
e−

1
h̄Smatter[ϕ]Dϕ. (3.120)

By coupling to quantum gravity, we mean that we now consider the quantity

Zcoupled(µ, λ, h̄) =
∑
h

∫
eS[g]− 1

h̄Smatter[ϕ]DϕDg. (3.121)

The above (formal) integral does not in general split into a product of two integrals, as Smatter[ϕ] often

depends on the metric in a non-trivial way. The problem of describing how a given field theory “reacts”

when coupled to gravity was one of the most important problems in the original theory of 2D gravity, as

free theories (i.e., theories of gravity in the absence of any matter) could only provide a limited amount of

information. One of the first results in this direction was the result of Vladimir Kazakov [70], who predicted

how the critical exponents of the Ising model should react when coupled to gravity. His prediction led was
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based purely on matrix model techniques: one could couple the Ising field to gravity by appropriately tuning

the parameters of the generating function Fn(t, τ ;N), defined in (3.100), so that infinite-size graphs again

dominate, as in the 1-matrix case. Kazakov’s result led to progress in the continuum theory of quantum

gravity: after some preliminary work of Polyakov [90], A. Knizhnik, A. Polyakov, and A. Zamolodchikov

(KPZ) derived a general formula for how the critical exponents of the (p, q) minimal model change when

coupled to 2d gravity [72]. Their result was as follows: the coupled primary field dimensions ∆r,s are related

to the gravitationally-coupled primary field dimensions ∆̂r,s by the relation

∆̂r,s −∆r,s =
∆̂r,s(1− ∆̂r,s)

c+ 2
, (3.122)

where c is the central charge (3.117) of the theory. This formula, along with the groundbreaking work of

Kazakov and company, motivated the Douglas-Shenker [35], Brézin-Kazakov [20], and Gross-Migdal [58,

59] program. Their goal in part was to construct a unified theory of all 2D critical phenomena, with

renormalization group flows between all of the critical points. The key insight that allowed these groups to

perform computations previously inaccessible in the continuum theory was the observation that the 2-matrix

model contained all of the (p, q)-minimal models coupled to gravity as critical points. This was an completion

of the 1-matrix model, which contained only the series of minimal models indexed by (2, 2p+1), for p ≥ 1. In

the works [50, 55, 57], the general program is outlined, and many explicit computations are performed, but

these computations are still lacking in that they rely on non- convergent matrix integrals to describe phase

transitions in the 2-matrix model. In Chapter 5, we shall prove a result about the partition function of the

2-matrix model at the Ising critical point, analogous to Theorem (3.33). In the language of this section, this

gives a rigorous description of the (4, 3)-minimal model (corresponding to the critical Ising model) coupled

to 2D gravity.
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CHAPTER 4

STEEPEST DESCENT ANALYSIS: AN OVERVIEW

In this chapter, we outline the basic ideas of steepest descent analysis for Riemann-Hilbert problems,

focusing in particular on the application to orthogonal polynomial ensembles. By now, these ideas are well-

established in the literature (cf. [29, 30], for example). Nothing we present here is new; the purpose is this

chapter is to introduce the main methods of steepest descent, and to provide a “simplest” example of the

problem, so that the ideas in the next chapter (where the application of this method is less straightforward)

is more palatable.

4.1 The Riemann-Hilbert Problem: Existence and Uniqueness Theorems

4.1.1 Preliminaries

In this section, we establish some notations, and the relevant background information about Cauchy-type

integrals. This material is by now well-established in the literature (see for example [53, 84]). In the interest

of brevity, we only state the relevant results, and omit the proofs. The interested reader should consult the

aforementioned references for full details.

We call a family of contours Γ ⊂ C complete if it divides C into two complementary regions, say, D+

and D−. Examples of such systems of contours are shown in Figure (4.1). We will always assume that the

D+

D+

D+

D−

D−

D−

Figure 4.1. A complete system of contours, dividing the plane into regions D+ and D−.
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contours Γ are piecewise smooth; this is overkill, but in what follows we will not meet any situation where

this is not the case.

Then, if f(z) is any function defined in C \ Γ, and z ∈ Γ, we set

f+(z) := lim
ζ→z
ζ∈D+

f(ζ), (4.1)

f−(z) := lim
ζ→z
ζ∈D−

f(ζ). (4.2)

Since we are often interested in limits of functions defined in terms of Cauchy-type integrals, we assert that

the above limits are actually non-tangential limits, i.e., ζ approaches z from within an angle from within D+

(respectively, D−). By a slight abuse of notation (which is mainly made for ease of notation), we will often

just write “lim”, and the prefix non-tangential will be implied. This being said, we shall continue through

this section to emphasize that the limits taken are nontangential.

Suppose φ : Γ → C is Hölder-α continuous on Γ. We define a function C[φ](z), holomorphic in C \Γ, via

the Cauchy-type integral

C[φ](z) :=
1

2πi

∫
Γ

φ(ζ)

ζ − z
dζ. (4.3)

A well-known theorem in complex analysis which is attributed to mathematicians J. Sokhotski and J. Plemelj,

asserts that C[φ](z) has well-defined (non-tangential!) boundary values, which are given by, for z ∈ Γ,

C[φ]+(z) =
1

2
φ(z) +

1

2πi
−
∫
Γ

φ(ζ)

ζ − z
dζ, (4.4)

C[φ]−(z) = −1

2
φ(z) +

1

2πi
−
∫
Γ

φ(ζ)

ζ − z
dζ. (4.5)

An important observation is that we can rearrange (4.4), (4.5) to obtain

C[φ]+(z)− C[φ]−(z) = φ(z), (4.6)

C[φ]+(z) + C[φ]−(z) =
1

πi
−
∫
Γ

φ(ζ)

ζ − z
. (4.7)

An important generalization of the above theorems is to the case of square-integrable functions, i.e., the case

when φ ∈ L2(Γ):

L2(Γ) :=

{
f : Γ → C

∣∣∣∣ ||f ||L2(Γ):=

(∫
Γ

|f(z)|2|dz|
)1/2

<∞

}
. (4.8)
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In this situation, it happens that the boundary values of C[φ](z) exist pointwise almost everywhere (a.e.),

and moreover belong to L2(Γ) themselves1. Consequentially, the operators

C+[φ](z) := lim
ζ→z
ζ∈D+

C[φ](ζ), (4.9)

C−[φ](z) := lim
ζ→z
ζ∈D−

C[φ](ζ) (4.10)

are well-defined bounded operators from L2(Γ) to L2(Γ). These operators satisfy several important relations.

Proposition 4.1. The operators C± : L2(Γ) → L2(Γ) have the following properties:

1. C+ −C− = 1, where 1 is the identity operator on L(Γ),

2. C+ ◦C− = C− ◦C+ = 0, and finally

3. C+ ◦C+ = C+, and similarly (−C−) ◦ (−C−) = −C−.

This proposition follows essentially from Cauchy’s theorem, combined with the Plemelj formulae. Indeed,

1. is just a rewriting of (4.6). The above proposition establishes that the operators ±C± are orthogonal

projections on L2(Γ), whose sum is the identity operator.

4.1.2 Riemann-Hilbert Problems and ‘‘Small-Norm” Theory

We will now apply the technology of the previous section to an important class of boundary value problems

known as Riemann-Hilbert problems (RHPs). The standard version of a RHP we shall meet is formulated

as follows:

Problem 4.2. Suppose we are given a complete system of contours Γ, and an n× n matrix-valued function

J : Γ → C with entries Jij(z) ∈ L2(Γ), i, j = 1, ..., n, with det J(z) ≡ 1. We must construct a matrix-valued

function X(z), with entries holomorphic Xij(z) in C \ Γ, such that


X+(z) = X−(z)J(z), z ∈ Γ,

X(z) = I+O(z−1), z → ∞.

(4.11)

Here, the interpretation of +/− is that the boundary values are taken entrywise. If the system of contours

contains an arc which goes off to infinity, the limit in the second equation meant to be taken off of this arc.
1This result is non-trivial; the fact that the Hölder-α functions remain Hölder-α can be traced back to Plemelj and Privalov.

However, the corresponding result for L2(Γ) functions did not appear for some time in the literature; the result is nowadays
often attributed to Coifman, McIntosh, and Meyer [23].
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We call J(z) the jump matrix for X(z); consequentially, the first condition is called the jump condition.

Condition 2 regarding the asymptotics of X(z) is called the normalization condition.

RHPs such as (4.2) appear commonly in mathematics and mathematical physics, and it is of vital impor-

tance to establish the existence and uniqueness of solutions to such problems. As it turns out, uniqueness is

almost a triviality, as the following proposition will show.

Proposition 4.3. If Problem (4.2) has a solution, it is unique.

Proof. First, suppose X(z) is a solution to the Riemann-Hilbert problem (4.2), and set f(z) := detX(z).

Then, the f(z) is a holomorphic function in C \ Γ, with boundary values

f+(z) = detX+(z) = det [X−(z)J(z)] = detX−(z) = f−(z), z ∈ Γ,

by virtue of the fact that det J(z) ≡ 1. Thus, f(z) extends to a continuous function in C, which is holomorphic

off of Γ. By Morera’s theorem, it follows that f(z) is entire. Furthermore, the normalization condition

X(z) = I+O(z−1) implies that

f(z) = 1 +O(z−1), z → ∞.

Thus, by Liouville’s theorem, f(z) ≡ 1. It follows that solutions to Problem (4.2) are invertible.

Now, suppose X(z), X̃(z) are solutions to Problem (4.2), and set

E(z) := X̃(z)X−1(z).

The entries of E(z) are holomorphic in C\Γ, since X(z) is invertible. Furthermore, E(z) is continuous across

Γ, since, for z ∈ Γ,

E+(z) = X̃+(z)X
−1
+ (z) = X̃−(z)J(z)J

−1(z)X−1
− (z) = X̃−(z)X

−1
− (z) = E−(z).

Thus, the entries of E(z) extend to entire functions. The normalization condition X(z) = I + O(z−1) can

then be used entrywise to determine the entries Eij(z). On the diagonal, we have that, for i = 1, ..., n,

Eii(z) = 1 +O(z−1), z → ∞,

and so Liouville’s theorem implies that Eii(z) ≡ 1. Similarly, for i ̸= j, i, j = 1, ..., n,

Eij(z) = O(z−1), z → ∞,
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and so Liouville’s theorem implies that Eij(z) ≡ 0. Thus, we have shown that E(z) ≡ I; equivalently,

X̃(z) ≡ X(z).

This sort of argumentation is standard in Riemann-Hilbert analysis, and we shall meet it frequently in

practice. Now, the previous proposition indeed establishes the uniqueness for the RHPs we will be interested

in. However, we need additionally to show that a solution actually exists. As is typical in existence-type

results, this is not an easy task. We will find that this is possible to do, provided that the jump matrix

is “close” (in a sense that we will establish below) to the identity matrix I. Formally speaking, the general

principle is as follows: if ||J(z)− I|| is small (in some appropriately chosen sense), then a solution to Problem

X(z) exists, and satisfies ||X(z)− I|| is small (again, in some appropriately chosen sense). Such a Riemann-

Hilbert problem will be called a small norm Riemann-Hilbert problem. We now prove existence of small

norm RHPs; this is done by establishing an equivalence of the RHP (4.2) and a certain singular integral

equation.

In the interest of generality, suppose the jump matrix J(z) admits a factorization into a pair of invertible

matrices:

J(z) = v−1
− (z)v+(z), (4.12)

where v±(z) are defined on Γ. Of course, we always have the trivial factorization v+(z) := J(z), v−(z) = I;

however, in practice, other factorizations can be more convenient. Additionally, this factorization makes the

presentation of results more symmetric. Set

w+(z) := v+(z)− I, w−(z) := I− v−(z). (4.13)

We define the singular integral operator

Cw[X](z) := C+[Xw−](z) +C−[Xw+](z), (4.14)

where here C± are defined as the Cauchy operators (4.9),(4.10), applied element-wise to the quantity in

square brackets (we express these operators in an identical manner, by a slight abuse of notation). Then, we

have the following proposition.
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Proposition 4.4. Consider the singular integral equation

R(z)−Cw[R](z) = I, z ∈ Γ (4.15)

Then, both problem the Riemann-Hilbert problem (4.2) and Equation (4.15) simultaneously have solutions,

or not.

Proof. Suppose R(z) is the solution to the singular integral equation (4.15). We claim that

X(z) := I+ C[Rw+](z) + C[Rw−](z). (4.16)

is the solution to the Riemann-Hilbert problem (4.2). To see that this is the case, we must check that the

jump condition and normalization condition are satisfied; the fact that the solution is holomorphic off of Γ

is obvious, by properties of the Cauchy integral. Let us calculate the jump condition first. On one hand, we

have that

X+(z) = I+C+[Rw+](z) +C+[Rw−](z)

= R(z) +C+[Rw+](z)−C−[Rw+](z)

= R(z) + (C+ −C−) [Rw+](z)

= R(z)(I+ w+(z)) = R(z)v+(z),

where the second line comes directly from rearrangement of the singular integral equation, and we have used

the fact that C+ −C− = 1. On the other hand, we have that

X−(z) = I+C−[Rw+](z) +C−[Rw−](z)

= R(z)−C+[Rw−](z) +C−[Rw−](z)

= R(z)− (C+ −C−)[Rw−](z)

= R(z)(I− w−(z)) = R(z)v−(z).

Thus, since J(z) = v−1
− (z)v+(z), we see that

X+(z) = R(z)v+(z) = R(z)v−(z)[v
−1
− (z)v+(z)] = X−(z)J(z),
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and so X(z) satisfies the jump condition of (4.2). The normalization condition is much easier to check, since,

as z → ∞, the Cauchy transform of an integrable function behaves like O(z−1). In other words,

C[Rw+](z) = O(z−1), z → ∞, C[Rw−](z) = O(z−1), z → ∞.

Thus, we have that

X(z) = I+O(z−1), z → ∞.

We have therefore shown that solvability of the singular integral equation (4.15) implies solvability of the

RHP (4.2).

Conversely, suppose the Riemann-Hilbert problem (4.2) has a solution. Without loss of generality, let us

take v+(z) = J(z), v−(z) = I. Then, since (4.2) has a solution, we can write

X+(z) = X−(z)J(z) = X−(z)(J(z)− I) +X−(z),

or, rearranging,

X+(z)−X−(z) = X−(z)(J(z)− I);

since X−(z) exists, the above additive Riemann-Hilbert problem can be resolved using the Plemelj formulae:

X(z) = I+ C[X−(J − I)](z);

note that the addition of the identity matrix is due to the identity normalization of the Riemann-Hilbert

problem for X(z). If we take the limit as z → Γ from the − side of the contour, we find that X−(z) solves

the singular integral equation

X−(z) = I+ C[X−(J − I)](z).

Comparison with (4.15) in the case where v+(z) = J(z), v−(z) = I shows that the singular integral equation

has a solution; namely, X−(z).

We have now reduced the problem of existence of a solution to Problem (4.2) to the existence of the

solution to the singular integral equation (4.15). Note that this equation is of the form

(1−Cw)R(z) = I; (4.17)
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thus, we see that if the norm of the operator Cw is sufficiently small (less than one), the operator (1−Cw)

will be invertible, with the inverse given explicitly by the Neumann series

(1−Cw)
−1 = 1+Cw +Cw ◦Cw + ... = 1+

∞∑
k=1

(Cw)
k,

where (Cw)
k is interpreted as Cw composed with itself k times. Thus, in order to guarantee the existence of

the original RHP, it is enough to guarantee that the operator Cw indeed has sufficiently small norm. Indeed,

since the Cauchy operators C± were bounded as operators on L2(Γ), we have that

||Cw||L2(Γ)≤MΓ (||w+||∞+||w−||∞) , (4.18)

where here ||·||L2(Γ) is the operator norm for operators from L2(Γ) to L2(Γ), and ||·||∞ is the supremum

norm, taken entrywise. In practice, we have very little control over the constant MΓ, but often we do

have control over the supremum norms of the matrix functions w±(z). In particular, if there exists ϵ > 0

sufficiently small such that ||w+||∞, ||w+||∞< ϵ
2M , then the singular integral equation (4.15), and thus the

Riemann-Hilbert problem (4.2) has a unique solution. In the situation we will be interested in, we will have

a family of Riemann-Hilbert problems of the form (4.2), where the jump matrix J(z) := J(z; ϵ) satisfies

||J(z; ϵ)− I||∞< Cϵ, (4.19)

for some positive constant C > 0. In this case, we have the following proposition:

Proposition 4.5. Consider a family of Riemann-Hilbert problems of the form (4.2), depending on ϵ, whose

jump matrix satisfies the condition (4.19). Then, this family has a solution for all ϵ > 0, sufficiently small.

Furthermore, the solution may be expanded as a series in powers of ϵ:

X(z) = I+X1ϵ+X2ϵ
2 +O(ϵ3), (4.20)

for some matrix-valued functions X1(z), X2(z), etc., independent of ϵ.

Proof. By what we have already established above, it is enough to show that the matrices w+(z), w−(z)

have sufficiently small supremum norm. Indeed, if we take the factorization of J(z, ϵ) = v−1
− (z)v+(z), with
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v+(z) = J(z, ϵ), v−(z) = I, we have that

||w−(z)||∞ = ||I− v−(z)||∞= 0,

||w+(z)||∞ = ||v+(z)− I||∞= ||J(z; ϵ)− I||∞< Cϵ.

So, for sufficiently small ϵ > 0, we can arrange for the operator norm of Cw to be less than 1, and so the

singular integral equation has a solution, and so the Riemann-Hilbert problem (4.2) has a solution. The

Neumann series expansion of the inverse operator (1−Cw)
−1 yields that the solution to the singular integral

equation has an expansion in powers of ϵ; since the solution of the Riemann-Hilbert problem is explicit in

terms of the solution of the integral equation, it has such an expansion as well. This proves (4.20).

Remark 4.6. If J(z; ϵ) furthermore has an expansion of the form

J(z; ϵ) = I+ ϵJ1(z) + ϵ2J2(z) +O(ϵ3),

where J1(z), J2(z), · · · are some uniformly bounded functions on Γ, then we can actually explicitly express

the corrections to the ϵ-expansion of R(z). By writing

R(z) = I+ ϵR1(z) + ϵ2R2(z) +O(ϵ3),

and inserting into the small-norm Riemann Hilbert problem, we obtain additive RHPs for the Rj(z)’s, which

can be immediately solved via the Plemelj formula. For example, the first few equations determining the

Rj(z)’s are

R1,+(z) = R1,−(z) + J1(z),

R2,+(z) = R2,−(z) + J2(z) +R1,−(z)J1(z),

and so on. All Rj(z) = O(z−1) as z → ∞, so that R(z) is identity normalized. Thus, we have that

R1(z) = C[J1](z),

so that, to first order in ϵ, R(z) = I+ ϵC[J1](z) +O(ϵ2). This solution can then be inserted into the second

equation determining R2(z), and so forth. In principle, one can write down a system of Riemann-Hilbert

problems that can be solved iteratively as we have shown above; however, in practice, one typically only
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Figure 4.2. The contour Γ, and ‘deformed’ contour Γ̃ := Γ ∪ γ̃. The solid curve connecting the points z, w
is γ, the dotted contour connecting these points is γ̃.

needs the first few terms in this series expansion. What we have demonstrated above is sufficient for our

purposes.

4.1.3 Standard Riemann-Hilbert Techniques.

We will meet Riemann-Hilbert problems in later sections which characterize certain quantities of interest,

such as orthogonal polynomials or biorthogonal polynomials. However, these RHPs will not be in the form

of a small norm-type problem. The method of steepest descent is based on the following idea: we can

make a series of explicit and invertible transformations on the given Riemann-Hilbert problem, to obtain

a small-norm Riemann-Hilbert problem. By Proposition (4.19), we find that a solution exists whenever a

certain parameter is small enough; by inverting the sequence of transformations we made, we thus have also

proved existence for the original RHP. We will illustrate this idea in more detail in the forthcoming sections.

However, it will be useful to first introduce some of the transformations we will meet.

Let us suppose Γ is a single smooth contour. Suppose X(z) is analytic in C \ Γ, and satisfies the jump

condition

X+(z) = X−(z)J(z), (4.21)

for some invertible matrix-valued function J : Γ → C. The first kind of transformation we will come across

is the analog of deformation of contour in Cauchy’s integral theorem.

Proposition 4.7. (Deformation of Contour). Suppose the jump matrix J(z) extends analytically to the

closure of a bounded domain G, as shown in Figure (4.2). Set γ := ∂G∩Γ, γ̃ := ∂G\Γ, and Γ̃ := (Γ\γ)∪ γ̃,
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with orientations as in the Figure. Finally, define

X̃(z) :=


X(z)J−1(z), z ∈ G,

X(z), otherwise.

(4.22)

Then, X̃(z) is analytic in C \ Γ̃, and is the unique solution to the following Riemann-Hilbert problem:


X̃+(z) = X̃−(z)J(z), z ∈ Γ̃,

X̃(z) = I+O(z−1), z → ∞.

(4.23)

Proof. The fact that X̃(z) ≡ X(z) for z sufficiently large (since G is a bounded domain) yields that X̃(z) is

also identity-normalized. It remains to check the jump condition. For z ∈ Γ̃ \ γ̃, X̃(z) and X(z) have the

same boundary values, and so

X̃+(z) = X+(z) = X−(z)J(z) = X̃−(z)J(z).

On the other hand, for z ∈ γ̃, the function X(z) is analytic, and so

X̃+(z) = X(z) = X(z)J−1(z)J(z) = X̃−(z)J(z),

by the definition of X̃(z) in the region G. Finally, we must check that the jump of X̃(z) on γ is eliminated.

Indeed, we have that, for z ∈ γ,

X̃+(z) = X+(z)J
−1(z) = X−(z)J(z)J

−1(z) = X−(z) = X̃−(z).

It follows that X̃(z) extends to an analytic function in a neighborhood of γ, by Morera’s theorem.

Remark 4.8. Note that, if the region G were unbounded, the same proof as the above applies; the only

detail that changes is that there is possibly different behavior of X̃(z) if we approach infinity in the region G.

However, if J(z) = I+O(z−1), z → ∞ in the region G, them the same statement as the above Proposition

holds.

The next proposition is an extremely useful technique called lens opening. Often, we will meet jump

matrices which are highly oscillatory on the jump contour, however, certain components become exponentially
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Figure 4.3. The contour structure for the ‘opening of lenses’ transformation.

small if we move above or below the contour just a little. The following lensing proposition tells us how to

properly “break apart” the jump so that oscillations can be removed.

Proposition 4.9. (Lens opening). Consider the family of contours and regions depicted in Figure (4.3).

Suppose the jump matrix J(z) admits a factorization

J(z) = v−(z)D(z)v+(z), (4.24)

where v−(z) admits an analytic continuation into the closure of the region G−, and v+(z) admits an analytic

continuation into the closure of the region G+. Then, set γ0 := G+ ∩ Γ(= G− ∩ Γ), γ+ := ∂G+ \ Γ,

γ− := ∂G− \ Γ, with orientations as given in the Figure, and define

X̃(z) :=


X(z)v−1

+ (z), z ∈ G+,

X(z)v−(z), z ∈ G−,

X(z), otherwise.

(4.25)

Then, X̃(z) is the unique solution to the following Riemann-Hilbert problem:

X̃+(z) =



v+(z), z ∈ γ+,

v−(z), z ∈ γ−,

D(z), z ∈ γ0,

J(z), otherwise.

(4.26)

X̃(z) = I+O(z−1), z → ∞. (4.27)
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Proof. The proof is again by direct calculation: if z ∈ Γ \ γ0, then the boundary values of X(z) and X̃(z)

coincide, and so

X̃+(z) = X+(z) = X−(z)J(z) = X̃−(z)J(z).

For z ∈ γ+, we have that

X̃+(z) = X(z) = X(z)v−1
+ (z)v+(z) = X̃−(z)v+(z),

by definition of X̃(z). A similar calculation shows that X̃+(z) = X̃−(z)v−(z) on γ−. Finally, for z ∈ γ0,

X̃+(z) = X+(z)v
−1
+ (z) = X−(z)J(z)v

−1
+ (z) = X−(z)v−(z)D(z) = X̃−(z)D(z).

This completes the proof.

Remark 4.10. The region G+∪G− is often called the lens. We also remark that the lens opening proposition

is actually a generalization of Proposition (4.7), by taking D(z) = v−(z) = I, and v+(z) = J(z).

Example 4.11. There is a particularly important example of lens opening which we shall meet quite

frequently in steepest descent analysis. In this case, we specialize to the 2 × 2 situation. Suppose that the

jump matrix J(z) takes the form

J(z) :=

e−inθ+(z) 1

0 einθ−(z)

 , (4.28)

where θ+(z) extends analytically to a region above the jump contour, θ−(z) extends analytically to a region

below the contour, and θ+(z)− θ−(z) = 0 for z on the contour. Then, J(z) admits the factorization

J(z) =

 1 0

einθ−(z) 1


 0 1

−1 0


 1 0

e−inθ+(z) 1

 . (4.29)

In this situation, we would take

v±(z) =

 1 0

e∓inθ±(z) 1

 , D(z) =

 0 1

−1 0

 . (4.30)

Another common technique that appears in Riemann-Hilbert analysis is conjugation. We first provide a

simple example of this technique, then prove a more general version of the conjugation formula.
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Proposition 4.12. (The Effect of Conjugation, Version 1). Suppose X(z) satisfies the Riemann-Hilbert

problem (4.2), with jump matrix J(z), and let m(z) be an n×n matrix-valued invertible holomorphic function.

Define

M(z) := m−1(z)X(z)m(z). (4.31)

Then, M(z) is the unique solution to the following Riemann-Hilbert problem:


M+(z) = M−(z)JM(z), z ∈ Γ,

M(z) = I+O(z−1), z → ∞,

(4.32)

Here, JM(z) = m−1(z)J(z)m(z).

Proof. The proof is a direct computation: we have that

M+(z) = m−1(z)X+(z)m(z) = m−1(z)X−(z)J(z)m(z)

= m−1(z)X−(z)m(z)m−1(z)J(z)m(z) = M−(z)m
−1(z)J(z)m(z).

The asymptotic condition follows similarly, since, as z → ∞,

M(z) = m−1(z)[I+O(z−1)]m(z) = I+O(z−1),

since m(z) is invertible and holomorphic.

Remark 4.13. Note that, if we had instead only multiplied X(z) on the right by m(z), the jump matrix

J(z) would still be conjugated by m(z). However, the Riemann-Hilbert problem satisfied by X(z)m(z) would

no longer be identity-normalized: one would have the asymptotics X(z)m(z) = [I+O(z−1)]m(z), as z → ∞.

The above proposition is enough for most purposes. However, it is sometimes the case that the matrix

m(z) we are conjugating by has jumps of its own, possibly on a completely different set of contours. We

address this more general situation in the following proposition:

Proposition 4.14. (The Effect of Conjugation, Version 2). Suppose X(z) satisfies the Riemann-Hilbert

problem (4.2) with jump matrix J(z), on the system of contours Γ. Suppose further that m(z) is the solution

to the following Riemann-Hilbert problem: m(z) is analytic in C \ Γ̃, and


m+(z) = m−(z)K(z), z ∈ Γ̃,

m(z) = I+O(z−1), z → ∞.

(4.33)
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Then, the product M(z) := X(z)m(z) is the unique solution to the following Riemann-Hilbert problem: M(z)

is analytic in C \ (Γ ∪ Γ̃), and

M+(z) = M−(z)


m−1(z)J(z)m(z), z ∈ Γ \ Γ̃,

K(z), z ∈ Γ̃ \ Γ,

m−1
− (z)J(z)m+(z), z ∈ Γ ∩ Γ̃.

(4.34)

M(z) = I+O(z−1), z → ∞. (4.35)

Proof. Although the statement of the proposition might look daunting, the proof here is just as straight-

forward as it was in Proposition (4.12). First, note that the normalization condition satisfied by M(z) is

obvious. Therefore, we have only to check that M(z) has the required jumps. Let z ∈ Γ \ Γ̃; then, as ζ → z

from the +/− sides of Γ, only X(z) has a discontinuity, since m(z) is analytic there. Therefore,

M+(z) = X+(z)m(z) = X−(z)J(z)m(z) = M−(z)[m
−1(z)J(z)m(z)],

by definition of M(z). Now, suppose z ∈ Γ̃ \ Γ; only m(z) has a discontinuity there, and X(z) is analytic.

Thus,

M+(z) = X(z)m+(z) = X(z)m−(z)K(z) = M−(z)K(z).

Finally, suppose z ∈ Γ ∩ Γ̃. In this case, both X(z) and m(z) have discontinuities, and so

M+(z) = X+(z)m+(z) = X−(z)J(z)m+(z)

= X−(z)m−(z)m
−1
− (z)J(z)m+(z) = M−(z)[m

−1
− (z)J(z)m+(z)].

Remark 4.15. Note that the last jump can alternatively be written as

m−1
− (z)J(z)m+(z) = m−1

− (z)J(z)m−(z)K(z); (4.36)

this is sometimes a more useful presentation of this jump.
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4.2 A Riemann-Hilbert Problem For Orthogonal Polynomials

In this section, we define a Riemann-Hilbert problem related to orthogonal polynomials on the real line.

This is intended to be an illustrative first example of the method of steepest descent, from which we can

eventually approach more complicated examples (in particular, biorthogonal polynomials and the 2-matrix

model). This being said, we do not introduce any new ideas here; what follows has appeared in the literature

many times before [29, 30], and now appears in books such as P. Deift’s [27]. Although we will not follow

Deift’s book very closely, most of what we say here is contained in his text.

Let us first establish the kinds of orthogonal polynomials that are relevant to random matrix theory. Let

V (z) = z2p + ... be a monic of even degree 2p, and consider the family of (monic) orthogonal polynomials

defined by the relation ∫
R
πn(z)πm(z)e−NV (z)dz = hnδnm. (4.37)

Note that the requirement that the polynomials πn(z) are monic means that we cannot additionally require

that the polynomials are orthonormal. This will not be an issue for us. Note that the polynomials also

depend on the parameter N > 0; when we look for the asymptotics of these polynomials, we will eventually

take N = n. Now consider the following Riemann-Hilbert problem:

Problem 4.16. Construct a 2× 2 matrix-valued function Y(z), analytic in C \ R, such that


Y+(z) = Y−(z)

(
1 e−NV (z)

0 1

)
, z ∈ R,

Y(z) = [I+O(z−1)]znσ3 , z → ∞.

(4.38)

Here, by znσ3 , we mean the matrix

znσ3 :=
(
zn 0
0 z−n

)
. (4.39)

When relevant, we shall denote the dependence of the above RHP on N,n as Y(z) = Yn(z;N). Note that, if

N is large, this problem does have jumps that are close to the identity; however, this problem is not identity-

normalized, and so it is not a Riemann-Hilbert problem of small-norm type. Despite this, it is clear that

solutions to (4.16) are unique, provided that they exist. This follows from the fact that detY(z) = 1+O(z−1)

at infinity; the rest follows from the Liouville argument from the proof of Proposition (4.3).

The first surprising result, first noted by Fokas, Its, and Kitaev in [47], is that this Riemann-Hilbert

problem is related to the orthogonal polynomials defined by the relation (4.37).
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Proposition 4.17. The solution to the Riemann-Hilbert problem (4.16) is given by

Y(z) =

 πn(z) C[πne
−NV ](z)

− 2πi
hn−1

πn−1(z) − 2πi
hn−1

C[πn−1e
−NV ](z)

 , (4.40)

where πn(z) are uniquely defined by the relation (4.37), and C[f ](z) := 1
2πi

∫
R

f(ζ)
ζ−z dζ.

Proof. Let us consider the first column of Y. The jump condition implies that the first column in fact is

continuous across R:

Y11,+(z) = Y11,−(z), Y12,+(z) = Y12,−(z), z ∈ R,

and so Y11, Y12 extend to entire functions. The normalization condition implies that

Y11(z) = zn +O(zn−1), Y12(z) = O(zn−1).

Therefore, by Liouville’s theorem, Y11(z) is a monic polynomial of degree n, and Y12(z) is a polynomial of

degree at most n− 1. We now consider the second column. The 2-1 entry of Y satisfies the jump condition

Y21,+(z) = Y21,−(z) +Y11(z)e
−NV (z), z ∈ R;

By the Plemelj formulae, the solution to the above RHP is

Y21(z) = C[Y11e
−NV ](z) =

1

2πi

∫
R

Y11(ζ)e
−NV (ζ)

ζ − z
dζ.

Now, writing 1
ζ−z = −

∑∞
k=0

ζk

zk+1 , we see that

Y21(z) =
Y11(ζ)e

−NV (ζ)

ζ − z
dζ = − 1

2πi

∞∑
k=0

1

zk+1

∫
R
ζkY11(ζ)e

−NV (ζ)dζ.

But, the asymptotic condition on Y21(z) requires that

Y21(z) = O(z−n−1),

i.e., that the first n terms in the summation above vanish. This amounts to the vanishing of the integrals

∫
R
ζkY11(ζ)e

−NV (ζ)dζ = 0, k = 0, 1, ..., n− 1.
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Since Y11(z) was a monic polynomial of degree n, these uniquely determines Y11(z) as the nth monic

orthogonal polynomial. The same analysis applied to the second row yields the desired 2-2 entry; the

constant − 2πi
hn−1

appears so that Y22(z) = z−n +O(z−n−1), as opposed to Y22(z) = cz−n +O(z−n−1), for

some constant c.

In fact, we can derive many classical identities satisfied by such orthogonal polynomials with relative ease

using the Riemann-Hilbert formulation.

Proposition 4.18. For fixed N , V (z), and given n ≥ 0, there exists a matrix polynomial An(z) := A1z+A0

such that

Yn+1(z) = An(z)Yn(z).

Proof. We have already noted that Yn(z) is globally invertible. Next, consider the quantity

An(z) := Yn+1(z)Y
−1
n (z).

An(z) is holomorphic everywhere, except possibly the real axis. Since the jumps of Yn+1(z), Yn(z) across

R are the same, and given by an explicit invertible matrix J(z), we have that

An,+(z) = Yn+1,+(z)Y
−1
n,+(z) = Yn+1,−(z)J(z)J

−1(z)Y−1
n,−(z) = Yn+1,−(z)Y

−1
n,−(z) = An,−(z).

Thus, by Morera’s theorem, the An(z) extends to an entire matrix-valued function. Since, as z → ∞,

An(z) = Yn+1(z)Y
−1
n (z) =

[
I+O(z−1)

]
z(n+1)σ3z−nσ3

[
I+O(z−1)

]
= ( 1 0

0 0 )z +O(1).

Thus, by Liouville’s theorem, An(z) is a degree 1 polynomial of the form

1 0

0 0

 z +A0,

for some constant matrix A0. In fact, if one is more careful with the asymptotic calculations, one can

determine the matrix A0 explicitly:

A0 =

an+1 − an
hn

2πi

− 2πi
hn

0

 ,

where an is defined to be the subleading coefficient of πn(z), πn(z) = zn + anz
n−1 + ..., and hn are the

orthogonality coefficients of the polynomials.
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Comparing the 1-1 entry of the equation Yn+1(z) = An(z)Yn(z) yields the classical 3-term recurrence

relation we derived for classical orthogonal polynomials in Chapter 3. This is not the only classical formula

that can be derived from the Riemann-Hilbert formulation. In fact, one can also recover the Christoffel-

Darboux kernel, as the next proposition shows.

Proposition 4.19. The Christoffel-Darboux kernel, as defined in Equation (3.18), admits the expression

Kn(λ, µ) = − 1

2πi

[
Y−1

n (λ)Yn(µ)
]
21

λ− µ
. (4.41)

Proof. Let us calculate the 2− 1 entry of the matrix
[
Y−1

n (λ)Yn(µ)
]
21

. We have that

Y−1
n (λ)Yn(µ) =

( ∗ ∗
2πi

hn−1
πn−1(λ) πn(λ)

)(
πn(µ) ∗

− 2πi
hn−1

πn−1(µ) ∗

)
=
( ∗ ∗

2πi
hn−1

[πn(µ)πn−1(λ)−πn(λ)πn−1(µ)] ∗
)
.

Dividing through by 2πi(µ− λ), and comparing with the result of Proposition (3.7), yields the result.

However, despite all of the useful identities we can derive directly from the Riemann-Hilbert formulation,

we cannot say much about the asymptotics of the polynomials. For this, we shall need to employ the method

of steepest descent.

4.3 The Method of Steepest Descent Applied to Orthogonal Polynomials

In order to study the asymptotics of the polynomials, we must employ the method of steepest descent, a

technique first introduced in [31] to study a similar asymptotic problem in the theory of integrable systems.

The idea here is the following: we will consider 1
n =: ϵ as a small parameter, and try to convert the Riemann-

Hilbert problem (4.16) to a small-norm problem. This will be achieved by applying a sequence of explicit

and invertible transformations

Y 7 −→ T 7 −→ S 7 −→ R,

where R is a small-norm RHP. Each of the above transformations accomplishes a particular goal. Let us

formally outline them here. The first task is to remove ‘growing part’ of the asymptotics, i.e., to remove znσ3 .

This is the essence of the first transformation Y 7 −→ T, and is often called the “g-function” transformation,

due to the appearance of a function common to all such transformations in the steepest descent method.

Upon removing the ‘growing part’ of the asymptotics, we will find that the first transformation has left some

highly oscillatory jumps on the real line. In order to get rid of these oscillations, we will need to “push”

the jump off the real line and onto “lenses”; this constitutes the second transformation T 7 −→ S. After

performing this transformation, we will be left with only exponentially small, or constant jumps. From here
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on, we must try our best to find a solution to the remaining constant jump Riemann-Hilbert problem, this

“parametrix” solution must match the jumps of S, while staying identity-normalized at infinity. If we are

successful in finding such a parametrix, then “dividing out” this parametrix from S will yield a small-norm

Riemann-Hilbert problem, for which we have established existence and uniqueness. Tracing back the steps

above yields a large-n asymptotic formula for the polynomials πn(z).

Note that the jump matrix for Y depends on a parameter N . From here on, we shall take this parameter

N = n, for reasons that shall soon become clear.

4.3.1 The First Transformation

The goal of the first transformation is to bring the asymptotics of the RHP (4.16) to an identity-normalized

form. Seemingly, if we just multiply Y by z−nσ3 on the right, we have solved the problem. However, this

transformation causes problems of its own; a pole is then introduced at the origin, of order n. We therefore

need some alternative to this. One possibility is to (as it is put by P. Miller [83]) “smear out” the pole into

a branch cut, which Riemann-Hilbert analysis is better equipped to deal with. We put

g(z) :=

∫
R
log(z − x)ρ(x)dx, (4.42)

for some unit Borel measure ρ(x)dx, with compact support. Then, since g(z) = log z +O(z−1), z → ∞, the

function

e−ng(z)σ3 = z−nσ3 [I+O(z−1)], z → ∞, (4.43)

and so multiplication by this function will properly normalize the Riemann-Hilbert problem for Y. Notice

further that det e−ng(z)σ3 ≡ 1, and so we can always invert this transformation. We therefore set

U(z) := Y(z)e−ng(z)σ3 . (4.44)

This is sort of a preliminary transformation; the full first transformation will come later. We then have that

U(z) satisfies a Riemann-Hilbert problem of its own, which is identity-normalized:
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Problem 4.20. The function U(z) is holomorphic in C \ R, and is the solution to the following Riemann-

Hilbert problem:


U+(z) = U−(z)

e−n[g+(z)−g−(z)] e−n[V (z)−g+(z)−g−(z)]

0 en[g+(z)−g−(z)]

 , z ∈ R,

U(z) = I+O(z−1), z → ∞.

(4.45)

Here, g±(z) denote the boundary values from above and below the real axis.

Proof. As we have already observed, the asymptotic condition for U(z) is met by how we defined the

transformation. As for the jump condition, we have that

U+(z) = Y+(z)e
−ng+(z)σ3 = Y−(z)

(
1 e−nV (z)

0 1

)
e−ng+(z)σ3

= Y−(z)e
−ng−(z)σ3eng−(z)σ3

(
1 e−nV (z)

0 1

)
e−ng+(z)σ3

= U−(z)e
ng−(z)σ3

(
1 e−nV (z)

0 1

)
e−ng+(z)σ3 ;

a straightforward calculation completes the result.

We must choose ρ(z) in such a way that we can eventually transform our RHP into a small-norm problem.

In order to find the “right” choice of ρ(z), let us express the boundary values g±(z) more explicitly. Since

[log(z − x)]± =


log|z − x|, z > x,

log|z − x|±iπ, z < x,

(4.46)

we have that

g±(z) =

∫
R
log|z − x|ρ(x)dx± iπ

∫ ∞

z

ρ(x)dx. (4.47)

In particular, we have that

g+(z)− g−(z) = 2πi

∫ ∞

z

ρ(x)dx. (4.48)

From here, we see that, when n is large, the diagonal of the jump matrix is rapidly oscillating on the support

ρ(z). On the other hand, the off-diagonal part of the jump is characterized by the function

V (z)− g+(z)− g−(z) = 2

∫
R
log

1

|z − x|
ρ(x)dx+ V (z). (4.49)
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The key observation here is that Equation (4.49) is precisely the variational derivative of a certain energy

functional, namely,

E(ρ) :=

∫∫
R×R

log
1

|z − x|
ρ(x)ρ(z)dzdx+

∫
R
V (z)ρ(z)dz. (4.50)

In physical terms, this energy functional describes a distribution of electrons interacting through the 2-

dimensional Coulomb potential (in 2D, this potential scales with distance r as log 1
r ), confined to the real

line, which experience an external potential V (z) 2. We develop some of the relevant potential theory in

Appendix A; for a more detailed description of the general potential theory techniques involved here, we refer

to [97]. For now, we appeal to physical intuition to proceed. Existence of the minimizer to the functional

(4.50) is guaranteed on physical grounds – the charges must go somewhere, and the fact that we have chosen

V (z) to grow at infinity sufficiently fast implies that the charges must sit on some compactly supported

set. For simplicity, from here on we will assume that V (z) is additionally convex, so that the minimizer is

unique, and supported on a single interval [α, β]. In equilibrium, the charges must be stationary, within the

confining potential, and the effective potential must increase off of the support of the charges. This amounts

to the following variational equations:

2

∫
R
log

1

|z − x|
ρ(x)dx+ V (z) = ℓ0, z ∈ supp ρ, (4.51)

2

∫
R
log

1

|z − x|
ρ(x)dx+ V (z) > ℓ0, z /∈ supp ρ. (4.52)

These variational conditions are proven in Appendix A; let us see how the variational conditions apply to

the situation at hand. If we take ρ(z) to be the equilibrium measure (i.e., the measure such that the above

variational conditions are met), then g(z) is just the analytic completion of the potential of this measure.

The jump matrix for U(z) then reads, for z ∈ supp ρ,

e−n[g+(z)−g−(z)] e−nℓ0

0 en[g+(z)−g−(z)]

 (4.53)

So, the diagonal part of the jump is rapidly oscillating, and term in the upper diagonal is constant; this is

almost exactly the situation we met in Example (4.11). A slight modification of the above RHP puts the

jump into the desired form; we set

T(z) := e
n
2 ℓ0σ3U(z)e−

n
2 ℓ0σ3 = e

n
2 ℓ0σ3Y(z)e−n[ 12 ℓ0+g(z)]σ3 ; (4.54)

2The appearance of logarithmic potentials in the asymptotic theory of orthogonal polynomials can be traced back to E.A.
Rakhmanov [93], although it is interesting to note that the earlier work of the Saclay school of theoretical physics [19] makes
implicit use of the same techniques, albeit far less rigorously, and with no reference to orthogonal polynomials.
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this is the first transformation in the steepest descent method. Since det e
n
2 ℓ0σ3 = 1, we again have that the

transformation is invertible. The new function T(z) satisfies the following RHP:

Problem 4.21. The function T(z) is analytic in C\R, and is the unique solution to the following Riemann-

Hilbert problem:


T+(z) = T−(z)

e−n[g+(z)−g−(z)] e−n[V (z)−g+(z)−g−(z)−ℓ0]

0 en[g+(z)−g−(z)]

 , z ∈ R,

T(z) = I+O(z−1), z → ∞.

(4.55)

Proof. The conjugation of U(z) by e
n
2 ℓ0σ3 does not have any impact on the asymptotics. The jump matrix

of T(z) can be calculated in a similar manner as before: one finds that the jump of T(z) is just the jump of

U(z) conjugated by e
n
2 ℓ0σ3 .

There are two key observations. The first is that the transformation Y 7→ T yields an identity-normalized

RHP. Secondly, let us observe the effect of this transformation on the jump matrix. If z ∈ R \ supp ρ, then

g+(z) = g−(z), as g(z) is continuous away from the support of ρ. Thus, the jump matrix takes the form

1 e−n[V (z)−g+(z)−g−(z)−ℓ0]

0 1

 , z ∈ R \ supp ρ. (4.56)

The variational inequality (4.52) tells us that V (z)− g+(z)− g−(z)− ℓ0 > 0, and so for n sufficiently large,

the jump matrix is exponentially close to the identity matrix, away from the support of ρ. On the other

hand, if z ∈ supp ρ, the jump matrix of T(z) takes the form

e−n[g+(z)−g−(z)] 1

0 en[g+(z)−g−(z)]

 , z ∈ supp ρ, (4.57)

which follows from the variational equality (4.51). This is precisely the form of the jump matrix of (4.11).
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4.3.2 The Second Transformation

In the second transformation, we open a lens around the support of the equilibrium measure ρ, as in

Example (4.11). Define θ(z) := 1
2πi [g+(z) − g−(z)]. Then, for z ∈ supp ρ, the jump matrix of T takes the

form

JT(z) =

e−2πinθ(z) 1

0 e2πinθ(z)

 , z ∈ supp ρ. (4.58)

Since ρ(z) > 0 the function θ(z) is decreasing along the real axis, i.e. ∂θ
∂x < 0, for any point in supp ρ. Write

θ±(z) := u(z)+ iv±(z) to be the analytic continuation of θ(z) to regions just above and below the support of

ρ(z), respectively (note that v±(z) → 0 as z → a point in the support). By the Cauchy-Riemann equations,

we have that

±∂v±
∂y

=
∂u

∂x
< 0, (4.59)

this implies that, just above supp ρ, the function e−2πinθ+(z) is exponentially decreasing in n, and similarly,

just below supp ρ, the function e2πinθ−(z) is exponentially decreasing in n. Letting G+, G− be lens-shaped

regions above and below the support of ρ, as depicted in Figure (4.3), we define the matrix S by

S(z) =



T(z)

 1 0

e2πinθ+(z) 1

 , z ∈ G+,

T(z)

 1 0

e2πinθ−(z) 1

 , z ∈ G−,

T(z), otherwise.

(4.60)

It then follows that S(z) is analytic in C\Γ, where Γ consists of the real axis unioned with the lens boundaries,

and is the unique solution to the following Riemann-Hilbert problem:
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Problem 4.22. S(z) is analytic in C \Γ, where Γ consists of the real axis unioned with the lens boundaries,

and satisfies

S+(z) = S−(z)



 1 0

e−2πinθ+(z) 1

 , z ∈ γ+,

 1 0

e2πinθ−(z) 1

 , z ∈ γ−,

 0 1

−1 0

 , z ∈ supp ρ,

1 e−n[V (z)−g+(z)−g−(z)−ℓ0]

0 1

 z ∈ R \ supp ρ.

(4.61)

S(z) = I+O(z−1), z → ∞. (4.62)

Proof. This follows immediately from Proposition (4.9) and Example(4.11).

From here, it seems as though we are almost done; all of the jumps of S(z) are exponentially close to the

identity matrix; the only thing left to correct is the constant jump on supp ρ. We stress that what remains

is a Riemann-Hilbert problem with constant jumps, and thus no longer depends on V (z) or n. Our next

task is to ignore the exponentially small jumps of S(z), and try to approximate S(z) by the solution to the

remaining constant jump RHP. This is the essence of the final transformation.

4.3.3 The Final Transformation

We again point out that we have made the ansatz that supp ρ = [α, β], i.e. is connected. This is really

the first place where this assertion becomes relevant. If we ignore the exponentially small jumps of S(z), we

are left with the following Riemann-Hilbert problem for a 2× 2 matrix valued function M(z):

Problem 4.23. Global Parametrix RHP. Find a 2× 2 matrix-valued function M(z), analytic in C \ [α, β],

such that 
M+(z) =M−(z)

 0 1

−1 0

 , z ∈ [α, β],

M(z) = I+O(z−1), z → ∞.

(4.63)

91



This Riemann-Hilbert problem is often called the global parametrix. Our goal is to try and solve this

Riemann-Hilbert problem as explicitly as possible. This is indeed possible to do; the key observation here is

that the jump matrix is diagonalizable:

 0 1

−1 0

 = U†

i 0

0 −i

U, (4.64)

where U := 1√
2

(
i 1
−i 1

)
. Then, using the conjugation technique we learned in Proposition (4.12), the matrix

F (z) := UM(z)U† is the solution to the Riemann-Hilbert problem


F+(z) = F−(z)

i 0

0 −i

 , z ∈ [α, β],

F (z) = I+O(z−1), z → ∞.

(4.65)

The diagonal form of the jump matrix implies that the matrix equations “decouple” into four scalar Riemann-

Hilbert problems for the entries of F (z). The solution can readily be found by means of the Plemelj formulae:

F (z) =

(
z − β

z − α

) 1
4σ3

; (4.66)

This can be checked by direct verification. Thus, the solution to the global parametrix is

M(z) = U†
(
z − β

z − α

) 1
4σ3

U. (4.67)

We are almost done! If we multiply S(z) on the right by the matrix M−1(z), the constant jump on the

interval [α, β] cancels, and we have a good approximate solution to the Riemann-Hilbert problem, as all

remaining jumps are exponentially small. Unfortunately, this is only partially true: the global parametrix

matches S(z) well only away from the turning points z = α, β. However, it is a bad approximation near

these points, as it has a 1
4 -root singularity there. Therefore, we need to search for a better “local” model

solution near the turning points; with this idea in mind, we define small discs Dα, Dβ around z = α, β,

respectively. These local models will be called local parametrices. The local parametrices must have the

following properties:

• The local parametrices must match the jumps of S(z) exactly inside the discs Dα, Dβ ,
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• The local parametrices must agree with the global parametrix M(z) on the boundaries of the discs Dα,

Dβ .

First, we will need to know the local behavior of the function θ(z) near the endpoints of the support. This

is a standard calculation in potential theory, and is performed in Appendix A. One finds that, generically

near the turning points,

2πθ(z) = c0(z − β)3/2[1 +O(z − β)], z → β, (4.68)

and similarly near z = α with β replaced with α in the above formula. For now, we focus on the disc at

z = β; the computations at z = α are similar. Then, the function

ξ(z) := −(3/4)−2/3n2/3(2πθ(z))2/3 (4.69)

defines a conformal mapping of the disc Dβ to a neighborhood of the origin in the ξ-plane. Moreover, all of

the jumps of S(z) incident to z = β can be rewritten in terms of the local coordinate ξ. We have that, in

the ξ-plane:

S+ = S−



1 e−
4
3 ξ

−3/2

0 1

 , ξ > 0,

 0 1

−1 0

 , ξ < 0,

 1 0

e
4
3 ξ

3/2

1

 , ξ ∈ ξ(γ±).

(4.70)

Because of the freedom we have in choosing the lens boundaries, we can choose γ± so that their images in

the ξ-plane are the rays arg ξ = ± 2π
3 , respectively. On the other hand, the global parametrix M(z) can also

be written locally in terms of the coordinate ξ:

M(z) = h(z)ξ
1
4σ3U, (4.71)

for some non-vanishing matrix-valued analytic function h(z) in a neighborhood of z = β (note: the function

h(z) depends on n!). Of course, left multiplication by an analytic function will not change the jumps of any

Riemann-Hilbert problem with right jumps. We therefore pose the following Riemann-Hilbert problem:
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Problem 4.24. Construct a 2× 2 matrix-valued analytic function Pβ(ξ), such that

Pβ,+(ξ) = Pβ,−(ξ)



1 e−
4
3 ξ

−3/2

0 1

 , ξ > 0,

 0 1

−1 0

 , ξ < 0,

 1 0

e
4
3 ξ

3/2

1

 , arg ξ = ± 2π
3 ,

(4.72)

Pβ(ξ) = [I+O(ξ−1)]ξ
1
4σ3U, ξ → ∞. (4.73)

If we can construct a solution to the Riemann-Hilbert problem for Pβ(ξ), then the function Ψβ(ξ) :=

h(z)Pβ(ξ) matches the jumps of S(z) exactly near z = β, and asymptotically behaves like the global

parametrix M(z), as n → ∞ (equivalently, by how we defined ξ, as ξ → ∞). As it turns out, a simple

transformation takes the above RHP into a more familiar form: If we define P̂β(ξ) = Pβ(ξ)e
− 2

3 ξ
3/2σ3 , we

reach the following constant-jump Riemann-Hilbert problem:

P̂β,+(ξ) = P̂β,−(ξ)



1 1

0 1

 , ξ > 0,

 0 1

−1 0

 , ξ < 0,

1 0

1 1

 , arg ξ = ± 2π
3 ,

(4.74)

P̂β(ξ) = [I+O(z−1)]ξ
1
4σ3Ue−

2
3 ξ

3/2σ3 , ξ → ∞. (4.75)

The asymptotic expression for P̂β(ξ) is familiar: it looks a lot like the asymptotic expansion of the Airy

function Ai(ξ):

Ai(ξ) =
ξ−1/4

2
√
π
e−

2
3 ξ

3/2

[1 +O(ξ−3/2)], ξ → ∞. (4.76)
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And so, we can hope to write the solution to the local parametrix in terms of the Airy function Ai(ξ). If

we were not so clever in recognizing this expansion, it would still have been possible to come to the same

conclusion a different way: notice that the jumps of P̂β and dP̂β

dξ agree, and so the function

B(ξ) :=
dP̂β

dξ
P̂−1
β (4.77)

extends to an entire function in the ξ plane. The usual Liouville argument then gives us that B(ξ) = B1ξ+B0,

for some matrices B1 and B0. This system reduces to a first order differential equation for one of the entries,

which eventually reads

y′′(ξ) = ξy(ξ), (4.78)

so we would have eventually come to this conclusion anyways (albeit by a longer computation). With this

in mind, we set

y0(ξ) = Ai(ξ), y1(ξ) = ωAi(ωξ), y2(ξ) = ω2 Ai(ω2ξ), (4.79)

where Ai(ξ) is the Airy function. It is well known that y′′j (ξ)+yj(ξ) = 0, j = 1, 2, 3, and that y0(ξ)+y1(ξ) =

y2(ξ) = 0. We define a 2× 2 matrix-valued function ΨAiry(ξ) by

ΨAiry(ξ) =



(
y0(ξ) −y2(ξ)

y′
0(ξ) −y′

2(ξ)

)
, 0 < arg ξ < 2π

3 ,(
−y1(ξ) −y2(ξ)

−y′
1(ξ) −y′

2(ξ)

)
, 2π

3 < arg ξ < π,(
−y2(ξ) y1(ξ)

−y′
2(ξ) y′

1(ξ)

)
, −π < arg ξ < − 2π

3 ,(
y0(ξ) y1(ξ)

y′
0(ξ) y1(ξ)

)
, − 2π

3 < arg ξ < 0.

(4.80)

The function ΨAiry(ξ) is then analytic everywhere except the rays arg ξ = ± 2π
3 and R, and is in fact the

unique solution to the following Riemann Hilbert problem:



ΨAiry(ξ) is analytic off of the rays arg ξ = ±2π

3
and R,

ΨAiry
+ (ξ) = ΨAiry

− (ξ)( 1 1
0 1 ), ξ > 0,

ΨAiry
+ (ξ) = ΨAiry

− (ξ)( 1 0
1 1 ), arg ξ = ± 2π

3 ,

ΨAiry
+ (ξ) = ΨAiry

− (ξ)
(

0 1
−1 0

)
, ξ ∈ (−∞, 0),

ΨAiry(ξ) = i
2
√
π
ξ−

1
4σ3U

[
I+O(ξ−2/3)

]
e−

2
3 ξ

3/2σ3 , ξ → ∞.

(4.81)

The contours/jumps of the Airy parametrix are shown in Figure (4.4).
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( 1 0
1 1 )

( 1 0
1 1 )

( 0 1
−1 0 ) ( 1 1

0 1 )

Figure 4.4. The jumps and contours of the Airy parametrix.

We see from here that P̂β(ξ) = −2i
√
πξ

1
2σ3ΨAiry(ξ), and therefore that

Pβ(ξ) = −2i
√
πξ

1
2σ3ΨAiry(ξ)e

2
3 ξ

3/2σ3 , (4.82)

and therefore that

Ψβ(z) = −2i
√
πh(z)[ξ(z)]

1
2σ3ΨAiry(ξ(z))e

2
3 [ξ(z)]

3/2σ3 . (4.83)

Nearly identical computations yield the parametrix at z = α, we do not repeat the calculations here, but

call the parametrix there Ψα(ξ). Finally, we can make the last transformation. Set

R(ξ) =


S(z)M−1(z), z ∈ C \ (Dα ∪Dβ),

S(z)Ψ−1
β (z), z ∈ Dβ ,

S(z)Ψ−1
α (z), z ∈ Dα.

(4.84)

Note that, by construction, the matrices M(z), Ψα(z), and Ψβ(z) all have determinant identically equal to 1,

and so this transformation is invertible. We claim that R(z) is the solution to a small-norm Riemann-Hilbert

problem:

Proposition 4.25. The function R(z) is the solution to the following Riemann-Hilbert problem:

R+(z) = R−(z)


I+O(e−n), z /∈ Dα, Dβ ,

I+O(n−1), z ∈ Dα ∪Dβ

(4.85)

R(z) = I+O(z−1), z → ∞. (4.86)
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Proof. The jumps of Ψα(z), Ψβ(z) were chosen so as to exactly match the jumps of S(z); thus, inside

the disc, there are no jumps, and R(z) extends to an analytic function there. Similarly, on the segment

[α, β] \ (Dα ∪ Dβ), the global parametrix matches the jump of S(z) exactly, and so the jump there is the

identity matrix. The jumps of S(z) on the lens boundaries γ± and on the rest of the real line are not matched,

but are exponentially close to the identity, so that

R+(z) = R−(z)[I+O(e−n)], z /∈ Dα, Dβ .

All that remains to check is the jump on the boundaries of the discs Dα, Dβ . This is tedious, but follows

from how we constructed the local parametrices: one finds that

R+(z) = R−(z)[I+O(n−1)], n→ ∞, z ∈ ∂Dα ∪Dβ . (4.87)

Thus, we have reached a small-norm RHP; by small norm theory, the solution to the Riemann-Hilbert

problem for R(z) exists, and has the expansion

R(z) = I+O(n−1), n→ ∞. (4.88)

Since the sequence of transformations we found were all invertible, we can run them backwards, and obtain

an exact asymptotic expression for the original Riemann-Hilbert problem for Y(z).

4.3.4 Universality in the 1-Matrix Model.

Let us briefly discuss some of the consequences of the above analysis. In particular, we can derive a

universality result about the local laws of the 1-matrix model. We shall not prove any of the statements

we make below, but emphasize that they can be demonstrated by explicit use of the asymptotic formulas

derived from steepest descent analysis; we indicate how one should go about calculating these quantities.

Proposition 4.26. The limiting density of eigenvalues of the 1-matrix model in external field V (x) is given

by the measure ρ(x)dx, where ρ(x)dx is the unique minimizer among all unit Borel measures supported on

R of the functional

E(ρ) :=

∫∫
R×R

log
1

|z − x|
ρ(x)ρ(z)dzdx+

∫
R
V (z)ρ(z)dz. (4.89)
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Proof. As stated before, we only indicate how to prove such a statement from the asymptotic formulae we

derived. Note that the density of eigenvalues can be computed at finite N using the Christoffel-Darboux

kernel:

ρN (x) =
1

N
KN (x, x);

since the Christoffel-Darboux kernel is explicit in terms of Y(z), we can calculate the large N limit of ρN (x)

as

ρ(x) = lim
N→∞

ρN (x) = lim
N→∞

1

N
KN (x, x) = lim

N→∞
− lim

y→x

[
Y−1

N (y)YN (x)
]
21

2πiN(y − x)
.

For the remainder of this section, we let ρ(x) denote the density of eigenvalues of the 1-matrix model in

external field V (x). We are now able to state a universality result for the 1-matrix model:

Proposition 4.27. 1. (Universality in the Bulk.) Let x be a point on the interior of the support of

ρ(x)dx, and ξ, ζ lying in a compact subset of R. Then, the limit

K(ξ, ζ) := lim
N→∞

KN

(
x+ ρ(x)

N ξ, x+ ρ(x)
N ζ

)
KN (x, x)

(4.90)

exists, and is independent of the choice of potential V (x) (as long as the matrix integral is convergent).

Moreover, K(ξ, ζ) is given by

K(ξ, ζ) =
sin(ξ − ζ)

ξ − ζ
. (4.91)

2. (Universality of the Edge.) Let x be a point on the boundary of the support of ρ(x)dx, and assume ρ(x)

is not critical (i.e., ρ(z) ∼ c0(z − x)1/2[1 + o(1)], z → x). Let ξ, ζ lie in a compact subset of R. Then,

the limit

K(ξ, ζ) := lim
N→∞

KN

(
x+ ξρ(x)

N , x+ ζρ(x)
N

)
KN (x, x)

(4.92)

exists, and is given by K(ξ, ζ) is given by

K(ξ, ζ) =
Ai(ξ)Ai′(ζ)−Ai(ζ)Ai′(ξ)

ξ − ζ
, (4.93)

where Ai(ξ) is the Airy function.

Proof. Again, since the Christoffel-Darboux kernel is given explicitly in terms of the solution to the Riemann-

Hilbert problem Y(z), and we have the asymptotics of Y(z) explicitly from the steepest descent analysis,

all one must do is apply the formula we derived for the asymptotics for Y(z). We remark that the edge
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universality result is indeed universal, since (as we can see in Appendix A, the behavior of the support of

the equilibrium measure at an endpoint of the support is generically ρ(z) ∼ c0(z − x)1/2[1 + o(1)], z → x, as

stated in the hypothesis of the proposition.

4.4 A Riemann-Hilbert Problem For Biorthogonal Polynomials.

Here, we formulate a Riemann-Hilbert problem for biorthogonal polynomials. We first must estab-

lish a Riemann-Hilbert problem for Type-II multiple orthogonal polynomials. As a definition (cf. [1]),

we say a polynomial pn⃗(x) is a multiple orthogonal polynomial of type II with respect to the weights

w1(x), w2(x), ..., wN (x) > 0 (supported on R, for example), of index n⃗ := (n1, ..., nN ), if the following

conditions are satisfied:

deg pn⃗ ≤ |n⃗|=
N∑

k=1

nk (4.94)∫
pn⃗(x)x

jwk(x)dx = 0, j = 0, ..., nk, k = 1, ..., N. (4.95)

Of course, when N = 1, we reduce back to the case of classical orthogonal polynomials with respect to the

weight w1(x). It is known that multiple orthogonal polynomials satisfy a Riemann-Hilbert problem of their

own.

Problem 4.28. Riemann-Hilbert problem for type II multiple orthogonal polynomials. Find an (N + 1) ×

(N + 1) matrix-valued function Y : C →MN+1(C), analytic in C \ R, which satisfies the conditions



Y+(z) = Y−(z)



1 w1(z) w2(z) . . . wN (z)

0 1 0 . . . 0

...
...

...
. . .

...

0 0 0 . . . 1


, z ∈ R,

Y (z) =
[
I+O(z−1)

]
diag (z|n⃗|, z−n1 , z−n2 , ..., z−nN ), z → ∞

(4.96)

The solution to Problem (4.28) is given in terms of multiple orthogonal polynomials, as the next Propo-

sition shows.
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Proposition 4.29. The solution to Problem (4.28) is

Y (z) =



Pn⃗(z) R⃗n⃗(z)

d1Pn⃗−e⃗1(z) d1R⃗n⃗−e⃗1(z)

...
...

dNPn⃗−e⃗N (z) dN R⃗n⃗−e⃗N (z)


, (4.97)

where Pn⃗(x) is the monic multiple orthogonal polynomial with respect to the weights w1(x), w2(x), ..., wN (x) >

0, of index n⃗ := (n1, ..., nN ), e⃗k is the unit vector with a 1 in the kth component and 0’s otherwise, and

R⃗m⃗(z) = (Rm⃗,1, Rm⃗,2, ..., Rm⃗,N ) is the column vector function with components

Rm⃗,j(z) =

∫
Pm⃗(x)wj(x)

dx

z − x
, j = 1, ..., N, (4.98)

and the constants dj are defined as

1

dj
=

∫
xnj−1Pn⃗−e⃗j (x)wj(x)

dx

z − x
. (4.99)

We do not prove this proposition, as it is almost identical in style to the proof of the equivalent proposition

for orthogonal polynomials, from Problem (4.16). Now by our observations from Chapter 3, biorthogonal

polynomials have reformulation as multiple orthogonal polynomials (cf. Theorem (3.14), Chapter 3). Thus,

we also have a Riemann-Hilbert problem for biorthogonal polynomials; namely, the problem (4.28). This

RHP is our main tool in the next chapter, where we shall apply it to the 2-matrix model with quartic

interactions.

100



CHAPTER 5

THE ISING MODEL COUPLED TO 2D GRAVITY.

5.1 Introduction.

This chapter is where we shall prove the main results of this thesis. In this section, we summarize what

we have learned about the Ising model and random matrices, and provide an overview of what we are going

to prove in this chapter.

5.1.1 The Ising Model Coupled to Gravity and a 2-Matrix Model.

The 2-dimensional Ising model has long been a source of interest in statistical physics, as it is an exactly

solvable lattice model which exhibits a 2nd order phase transition at finite temperature. The model describes

a ferromagnet with only nearest-neighbor interactions, and can be defined on any graph G := (V,E) with

vertices V and edges E as follows. The Hamiltonian for the ferromagnetic Ising model is a functional on

maps σ : V → {±1}, and is defined as

H(σ) = −
∑

(x,y)∈E

σ(x)σ(y). (5.1)

The partition function for this model is defined to be

ZG(β) :=
∑
σ

e−βH(σ), (5.2)

where β > 0 is a parameter called the inverse temperature, and the sum is taken over all maps σ : V → {±1},

so that there are 2|V | terms in the summation. In other words, we are considering the Boltzmann distribution

on the system at temperature β−1. To say we have exactly solved the model in this context is to say that

we have found an analytic expression for the free energy of the model, that is, an explicit expression for the

quantity

FG(β) = − 1

β
logZG(β). (5.3)
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If the graph is of infinite size (i.e., the number of vertices is countably infinite), one is instead interested in

the free energy per unit site; that is to say,

fG(β) := lim
|G|→∞

1

|G|
FG(β), (5.4)

where the limit is taken in an appropriate sense.

The model was introduced by E. Ising [60], although he only studied the 1-dimensional model, and

incorrectly conjectured that the model did not exhibit a phase transition. It was not until over 20 years later

that L. Onsager [86] announced that the 2-dimensional model indeed exhibited a phase transition1. The

universality of the critical exponents appearing in the 2-dimensional model were verified for various lattices

(cf. R.J. Baxter’s book [7], Chapter 11, and references therein), but these considerations were markedly

limited by the fact that computations could be performed explicitly only for choices of fairly regular lattices

(e.g. square lattice, triangular lattice, etc.). The advent of conformal field theory (CFT) techniques to

describe 2-dimensional critical phenomena by A.A. Belavin, A.M. Polyakov, and A.B. Zamolodchikov [8] in

1984 revived interest in the 2D Ising model, and prompted V. Kazakov to consider the Ising model coupled

to 2-dimensional gravity; that is, the Ising model on a random lattice. More precisely, he found that the

2D Ising model on a random 4-regular planar graph could be described by the large N -limit of a 2-matrix

model. Here, 4-regular means that each vertex is connected to four edges. The partition function for the

Ising model on a random 4-regular planar graph with n-vertices is defined as

Zn(β) =
∑

G:|G|=n,
G planar

ZG(β), (5.5)

where the sum is taken over all 4-regular graphs with n vertices. In [70], V. Kazakov considered the formal

generating function

Z(τ, t) =
∑
n∈N

(
−4tτ

(1− τ2)2

)n

Zn(β), (5.6)

where τ := e−2β , and t is a parameter. Kazakov then considered the partition function of the 2-matrix

model with quartic interactions:

Zmatrix(τ, t;n,N) :=

∫∫
dXdY exp

{
N tr [τXY − 1

2
X2 − 1

2
Y 2 − t

4
X4 − t

4
Y 4]

}
, (5.7)

1In fact, Onsager himself did not provide a proof, instead only furnishing the expression for the free energy. It took until
1952 for a fully rigorous proof to be published by C. Yang [108].
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where X,Y are an n × n matrices, N > 0 is a parameter, and dX, dY represent the Haar measure on the

space of n× n Hermitian matrices. The free energy of this matrix model is defined to be

F (τ, t;n,N) :=
1

N2
logZmatrix(τ, t;n,N). (5.8)

Kazakov then demonstrated that the generating function (5.6) is equivalent to the planar (n→ ∞) limit of

the free energy of the 2-matrix model (5.8), up to an additive constant independent of τ, t:

lim
n→∞

F (τ, t;n, n) = Z(τ, t). (5.9)

Kazakov’s description of the critical point turned out to be in direct agreement with the newly predicted

results of V.G. Kniznik, Polyakov and Zamolodchikov [25, 72] arising from coupling certain CFTs (for the

Ising model, the (4,3) minimal model) to matter; this is the so-called KPZ formula. Subsequent analysis for

this model and closely related ones was performed in [17, 18]. It was later shown [18, 25, 34, 56] that the

phase transition was locally well described by a particular solution to the ‘string equation’ for KdV3. These

developments happened concurrently with developments in the theory of 2D quantum gravity, in particular

descriptions of matrix models of gravity. The ‘pure gravity’ situation, in which no matter is present, was the

subject of [19], and was subsequently described rigorously in [47, 48], and more recently (in line with the

language of this work) [10, 38].

Kazakov and his collaborators from theoretical physics used formal matrix integral techniques to obtain

their results. No direct analytic derivation of this description of the Ising critical point has yet been written

down in the literature, although some closely related models [36, 37, 39, 40] have been described rigorously.

In this work, we provide a rigorous analysis of the critical point appearing in Kazakov’s work, using steepest

descent analysis for biorthogonal polynomials.

5.1.2 A Family of Biorthogonal Polynomials and Associated RHP

The 2-matrix model considered above, with partition function (5.7), can be studied using orthogonal

polynomial-type methods. Using the Itzykson-Zuber integral over the unitary group (cf. [62, 80, 112], for

example), one can convert the integral over the spaces of formal hermitian matrices to an integral over

eigenvalue coordinates; the partition function in the eigenvalue coordinates reads

Zmatrix(τ, t;n,N) = τ
−n(n−1)

2 Cn,N

∫∫
∆(x)∆(y) exp

{
N

n∑
i=1

(τxiyi −
1

2
x2i −

1

2
y2i −

t

4
x4i −

t

4
y4i )

}
n∏

i=1

dxidyi,

(5.10)
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where ∆(x),∆(y) denote the usual Vandermonde determinants in the variables {xi}, {yi}, respectively, and

Cn,N is a constant independent of the parameters τ, t:

Cn,N =
(2π)n(n−1)(∏n

p=1 p!
)2
(

n−1∏
p=1

p!

)
N−n(n−1)

2 =
1

(n! )2
(2π)n(n−1)∏n−1

p=1 p!
N−n(n−1)

2 . (5.11)

We are thus naturally led to consider the biorthogonal polynomials

∫
Γ

∫
Γ

pk(z)qj(w) exp [n(τzw − V (z)−Q(w))]dzdw = hjδkj , (5.12)

where

V (z) = Q(z) =
1

2
z2 +

t

4
z4. (5.13)

In this language, the partition function (that is, the normalizing constant that makes (5.10) a probability

measure) can be expressed in terms of the orthogonality coefficients:

Zmatrix(τ, t;n,N) = n! τ
−n(n−1)

2 Cn,N

n−1∏
j=0

hj(τ, t) (5.14)

The critical point considered by Kazakov [18, 70] corresponds to

τ =
1

4
, t = − 5

72
. (5.15)

This leads to an immediate issue: the partition function (5.14) does not converge for t < 0. Thus, we must

consider an analytic continuation of the partition function in t. We analytically continue each of the hj(τ, t)

through the upper half plane,

hj(τ, t) −→ hj(τ, te
πi) (5.16)

This can be equivalently achieved by deforming the integration contour Γ, starting where t is positive (and

so the expression is for the partition function is a convergent series, and thus analytic), and continuing by a

rotation in the z-plane of the contours so that t is allowed to take negative values. The contour Γ is defined

as starting from e3πi/4 · ∞, and ending at e−πi/4 · ∞. We remark that we have the freedom to later redefine

the contour Γ locally, as long as we retain its asymptotic properties. We shall indeed redefine Γ in a more

precise manner in the next section, in order to guarantee that certain inequalities are satisfied on it.

From here on, we thus consider the contour Γ as chosen before, and t < 0, τ > 0.
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As observed in [75], the biorthogonal polynomials defined by (5.12) admit a Riemann-Hilbert formulation,

given as follows.

Consider the following Riemann-Hilbert problem (RHP) on Γ:

Y+(z) = Y−(z)

[
I+ e−NV (z)

(
0 f(z)

f′(z)
Nτ

f′′(z)
(Nτ)2

0 0 0 0
0 0 0 0
0 0 0 0

)]
, z ∈ Γ, (5.17)

where

f(z) =

∫
Γ

exp [N(τzw − V (w))]dw (5.18)

The asymptotics of Yn(z) are chosen to be

Y(z) =

[
I+O

(
1

z

)]


zn 0 0 0

0 z−n/3 0 0

0 0 z−n/3 0

0 0 0 z−n/3


, |z|→ ∞, (5.19)

where n is a multiple of 3. This restriction is taken for simplicity of exposition; the assumption is not

essential. This RHP admits a unique exact solution, with the 1-1 entry of Y(z) being the degree n monic

biorthogonal polynomial2 defined by the relations (5.12).

The analytic continuation of the partition function of the matrix model (5.7) can be related to an

isomonodromic τ -function, given in terms of Y(z) [9]. The τ -function is defined to be

d log τn := Res
z=∞

tr
[
Y−1(z)Y′(z)dΨ0(z)Ψ

−1
0 (z)

]
, (5.20)

where Ψ0 is an explicit matrix function, and the differential is in the variables of deformation t, τ . The

differential of the partition function considered by Kazakov is proportional to this isomonodromic-τ function:

d logZmatrix(τ, t;n,N) = d log

[( τ
t2

)n
2 (n

3 −1)

τn

]
. (5.21)

2Note that, in general, the relation (5.12) in fact defines two sets of polynomials {pn(z)}, {qn(w)}, which in general do not
coincide. However, in the special case that the potentials V (z) = Q(z) are the same, the sequences of polynomials are identical,
i.e. pn(z) = qn(z).
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Thus, by computing the isomonodromic τ -function, we can compute all quantities of interest related to the

original partition function of the 2-matrix model. In [70, 80], it was formally shown that

lim
n→∞

1

n2
log

Zmatrix(τ, t;n, n)

Zmatrix(τ, 0;n, n)
=

1

2
log

τz(τ, t)

2t
−
∫ z(τ,t)

0

dζ

ζ

[
k(ζ; τ, t)− 1

2
k2(ζ; τ, t)

]
− log

τ

2(1− τ2)
+ 1, (5.22)

where k(ζ; τ, t) is defined as

k(ζ; τ, t) :=
ζ

t

[
1

(1− 3ζ)2
− τ2 + 3τ2ζ2

]
, (5.23)

and z = z(τ, t) is implicitly determined as the unique solution of the fifth-order equation

t = z

[
1

(1− 3z)2
− τ2 + 3τ2z2

]
(5.24)

which satisfies

lim
t→0

z(τ, t)

t
=

1

(1− τ2)
. (5.25)

The expression (5.22) may be further integrated explicitly; we prefer to leave it in this form.

One may calculate Zmatrix(τ, 0;n, n) explicitly (cf. [81], Appendix A.49):

Zmatrix(τ, 0;n,N) = τ
−n(n−1)

2 Cn,NN
−n(n−1)

2
(2π)n∏n−1
p=1 p!

τn(n−1)/2

(1− τ2)n2/2
(5.26)

Using steepest descent analysis, we can compute the isomonodromic τ -function defined by (5.20), and

consequentially, due to Equations (5.21), (5.26), we can prove rigorously the formula derived in [70, 80],

using the below formula:

lim
n→∞

1

n2
d log

Zmatrix(τ, t;n, n)

Zmatrix(τ, 0;n, n)
= −dt

3t
+
dτ

6τ
− 1 + τ2

τ(1− τ2)
dτ + lim

n→∞

1

n2
d log τn. (5.27)

5.1.3 Notations and Overview of the Remainder of the Paper.

The rest of the paper is devoted to a Deift-Zhou steepest descent analysis [31] of Y, i.e., a sequence of

explicit invertible transformations

Y 7 −→ X 7 −→ U 7 −→ T 7 −→ S 7 −→ R,
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with the final Riemann-Hilbert problem for R has jumps that tend to the identity matrix as n → ∞,

uniformly and in L2, with normalized behavior at infinity. We thus obtain an asymptotic expansion for R,

and thus, utilizing the invertiblity of the transformations, an asymptotic expansion of Y. This can be used

to write an expression for the partition function (5.5).

The remainder of the paper is organized as follows. Section §2 is devoted to the first transformation

Y 7→ X, the second transformation X 7→ U is performed in §3. The transformations U 7→ T 7→ S are

completed in §4. In the transformation U 7→ T, we open lenses off of the cut between the branch points;

in the transformation T 7→ S, we open lenses around the central branch cut. In §5, we construct the

parametrices, and perform the final transformation S 7→ R.

We will make use of some notations frequently; we establish them here for the convenience of the reader.

• Throughout, ω := e
2πi
3 = − 1

2 + i
√
3
2 is the principal third root of unity,

• We denote the 4× 4 matrix with a 1 in the (i, j)th entry and zeros elsewhere by Eij ,

• The third Pauli matrix σ3 :=
(
1 0
0 −1

)
. We will often write expressions such as zCσ3 , or ef(z)σ3 . These

expressions are defined to be

zCσ3 :=
(

zC 0
0 z−C

)
, ef(z)σ3 :=

(
ef(z) 0
0 e−f(z)

)
.

• The matrix σ̂ij is defined to be the 4 × 4 matrix which permutes the ith and jth row/column. For

example, the matrix σ̂24 would be

σ̂24 =

(
1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

)
.

The matrix σ̂ij permutes the ith and jth row and column of a given matrix A by conjugation; again

using our example of σ̂24,

σ̂24Aσ̂24 = σ̂24

(
a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44

)
σ̂24 =

(
a11 a14 a13 a12
a41 a44 a43 a42
a31 a34 a33 a32
a21 a24 a23 a22

)
.

• For readability purposes, blocks of zeros in matrices will be denoted simply by zero, where there is no

cause for ambiguity. For example, the if A is a 3× 3 matrix, then the expressions

(
1 0 0 0
0
0 A
0

)
=

 1 03×1

01×3 A

 =

1 0

0 A


all have identical meaning.
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• If A is an n×n matrix and B is an m×m matrix, we define the matrix A⊕B to be the block diagonal

matrix

A⊕B :=

A 0

0 B

 .

• If X(z) is the solution to a Riemann Hilbert problem defined on the contour γ, we write JX(z) : γ → C

as its jump matrix: i.e.,

X+(z) = X−(z)JX(z), z ∈ γ.

We will also sometimes write γX or ΓX to denote the contour γ corresponding to the Riemann-Hilbert

problem for X(z).

5.2 Definition and Analysis of the Spectral Curve.

In this section, we define the spectral curve and g-functions, which we will later use in the second

transformation. We also prove a number of inequalities necessary for the later “lensing” transformations.

We begin by constructing the spectral curve, and give a basic analysis of the spectral curve for all values

of the parameters (τ, t) in the region D bounded by τ/t axes, the infinite temperature line τ = 1, and the

critical curve

t(τ) =


− 1

12 + 2
9τ

2, 0 < τ < 1
4 ,

− 2
9

√
τ(
√
τ − 1)2(

√
τ + 2), 1

4 < τ < 1.

(5.28)

We call the components of this curve the low-temperature critical curve, for 0 < τ < 1
4 , and the high

temperature critical curve, for 1
4 < τ < 1. This curve is depicted in Figure (5.1). These are precisely the

critical curves that appeared in Kazakov’s original work [70]. As it will turn out, we will be able to explicitly

parameterize the spectral curve for every value of the parameters on these phase transition lines, as well as

the subcritical region depicted in the figure.

We define four different regions of the parameter space as follows:

1. The generic (non-critical) case, i.e (τ, t) ∈ int(D),

2. The low-temperature critical curve, when t = − 1
12 + 2

9τ
2, 0 < τ < 1

4 ,

3. The high-temperature critical curve, when t = − 2
9

√
τ(
√
τ − 1)2(

√
τ + 2), 1

4 < τ < 1,

4. The multi-critical case, when τ = 1
4 , t = − 5

72 .
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τ = 1

τ
t

(0,− 1
12 )

( 14 ,−
5
72 )

t(τ) = − 1
12

+ 2
9
τ 2

t(τ) = −2
9

√
τ(
√
τ − 1)2(

√
τ + 2)D

Figure 5.1. The phase portrait for the 2-matrix model with quartic interactions in the (τ, t) plane. In
this paper, we study the shaded region D, along with the critical curve and multicritical point. The low-
temperature critical curve is represented by the solid red line; the high-temperature critical curve is repre-
sented by the dashed red line. Note that the critical curve intersects the τ = 0 axis precisely at the critical
point of the 1-matrix model; this is in agreement with the intuition that the 2-matrix model decouples at 0
temperature.

t

τ(0, 0)

( 14 ,−
5
72 )

(a) The (τ, t) phase plane.
(0, 1)

a

b

(1, 1)

(b) The (a, b) phase plane.

Figure 5.2. The region D in the (τ, t) plane, and the region R in the (a, b) plane. Note that the axis τ = 0
is mapped to infinity.
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5.2.1 Definition of the Spectral Curve.

The analysis of the spectral curve and g-function is based on the ansatz that the curve is of genus zero, and

thus rationally parameterized. Let us momentarily discuss the situation formally; once we have formulated

a workable object, we shall prove that it is the correct one. Consider the partition function

Z =

∫∫
∆(x)∆(y) exp

{
−n

n∑
i=1

(
1

2
x2i +

1

2
y2i +

t

4
x4i +

t

4
y4i − τxiyi)

}
n∏

i=1

dxidyi

=

∫∫
exp

∑
i<j

log
1

|xi − xj |
+
∑
i<j

log
1

|yi − yj |
− n

n∑
i=1

(
1

2
x2i +

1

2
y2i +

t

4
x4i +

t

4
y4i − τxiyi)


n∏

i=1

dxidyi.

In the large n limit, under the appropriate scaling, we expect the eigenvalues xi, yi should accumulate to a

continuous density; this density should be subject to the stationarity conditions

X + tX3 +

∫
dµ(ζ)

ζ −X
− τY = 0,

Y + tY 3 +

∫
dµ(ζ)

ζ − Y
− τX = 0.

(Note that we have used the same density µ here to represent the density of the X and Y eigenvalues; this

is admissible since the potentials are the same). These stationarity conditions are the analog of the ones for

the 1-matrix model. Expanding at infinity, we find that

X + tX3 − 1

X
− τY = O(X−2), (5.29)

Y + tY 3 − 1

Y
− τX = O(Y −2). (5.30)

We expect that there should be a polynomial P in two variables such that P (X,Y ) = 0; this Riemann

surface is the spectral curve. The effective potential, which is constant on the support of the eigenvalues,

and gives the dominant contribution to the partition function (i.e., it is the g-function we are seeking) can

be recovered either as τΩ(X) = τ
∫
Y dX.

We now make the ansatz that the spectral curve is genus 0, i.e. that it is rationally parameterized. We

have the following proposition:
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Proposition 5.1. A 2-parameter family of solutions to the stationarity equations (5.29),(5.30) is given by

the rational functions

X(u) = A

∫ u (u2 − a2)(u2 − b2)

u4
du = A

(
u+

a2 + b2

u
− a2b2

3u3

)
, (5.31)

Y (u) = X(u−1) = A

(
1

u
+ (a2 + b2)u− a2b2

3
u3
)
, (5.32)

with A, t, τ defined parametrically in terms of a and b as:

t = t(a, b) =− a2b2(a4b4 + 3a4 + 6a2b2 + 3b4 − 3)

9(a2 + b2)2(a2b2 + 1)2
, τ = τ(a, b) =

1

(a2 + b2)(a2b2 + 1)
, (5.33)

A = A(a, b) = ab

√
− τ

3t
=

√
3(a2 + b2)(a2b2 + 1)

a4b4 + 3a4 + 6a2b2 + 3b4 − 3
. (5.34)

Proof. By symmetry of the equations (5.29), (5.30) upon interchange of X and Y , we have (without loss

of generality) that Y (u) = X(u−1); this fixes the positions of the infinities of the X and Y -coordinates in

the uniformizing plane as u = ∞, u = 0, respectively. This also makes the second stationarity equation

(5.30) redundant; if we can find a solution to (5.29) with the constraint Y (u) = X(u−1) imposed, we have

automatically also found a solution to (5.30). We can generically set

X(u) = A
[
u+ α0 + α1u

−1 + α2u
−2 + α3u

−3
]
;

this is the most general form of a rational function with poles only at u = 0,∞ which can possibly be a

solution to the stationarity equations; this is because the leading terms on the right hand side have equal

order: tX(u)3 = O(u3), and Y (u) = X(u−1) = O(u3), with all other terms of order O(u2) or lower. The

free parameters A, {αk} can then be chosen appropriately so that the rational function

R(u) := X(u) + tX(u)3 − 1

X(u)
− τY (u) = O(u−2), u→ ∞.

The quadratic term and constant term of the expansion of R(u) at infinity require that the coefficients

α2, α0 = 0. This now fixes the form of X(u) as

X(u) = A
[
u+ α1u

−1 + α3u
−3
]
.

The function X(u) has four (finite) critical points X ′(u∗k) = 0, k = 1, 2, 3, 4. The above form of X(u) fixes

the critical points to be symmetric: X ′(±u∗1) = 0, X ′(±u∗2) = 0. We take these branch points as a new set
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of parameters, and write X(u) generically as

X(u) = A

∫ u (u2 − a2)(u2 − b2)

u4
du = A

(
u+

a2 + b2

u
− a2b2

3u3

)
,

Y (u) = X(u−1) = A

(
1

u
+ (a2 + b2)u− a2b2

3
u3
)
.

Inserting this expression for X(u) into the stationarity equation (5.29), we obtain that

(
tA3 +

1

3
τAa2b2

)
u3 +

(
A+ 3tA3(a2 + b2)− τA(a2 + b2)

)
u

+

(
A(a2 + b2) + tA3(−a2b2 + (a2 + b2)2 + (a2 + b2)(2a2 + 2b2))− 1

A
− τA

)
u−1 = O(u−2);

the requirement that the stationarity equation be satisfied up to order O(X−2) is equivalent that the first

three coefficients in the above expansion vanish identically. This gives us a system of 3 equations, which we

can solve for t, τ, and A; the unique solution (up to a determination of the sign of the square root) is

t = t(a, b) =− a2b2(a4b4 + 3a4 + 6a2b2 + 3b4 − 3)

9(a2 + b2)2(a2b2 + 1)2
, τ = τ(a, b) =

1

(a2 + b2)(a2b2 + 1)
,

A = A(a, b) = ab

√
− τ

3t
=

√
3(a2 + b2)(a2b2 + 1)

a4b4 + 3a4 + 6a2b2 + 3b4 − 3
.

This completes the proof.

We have now obtained a 2-parameter family of solutions to the stationarity equations up to terms of

order O(X−2). Each fixed pair (a, b) parameterizes a Riemann surface. We claim that we can parameterize

the region D of the phase plane in terms of this family of Riemann surfaces.

Proposition 5.2. Let

R := {(a, b) | 0 < b ≤ 1, 1 ≤ a ≤ b−1}. (5.35)

Then, there is a bijection between the region R and the region D of the phase plane, induced by the mapping

(a, b) 7→ (τ(a, b), t(a, b)):

D = {(τ(a, b), t(a, b)) | (a, b) ∈ R}. (5.36)

Furthermore, we have the following identifications:

1. The low-temperature critical curve given by the boundary component a = b−1,

2. The high-temperature critical curve given by the boundary component a = 1,

3. The multicritical point given by a = b = 1.
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Proof. The proofs that (τ(b−1, b), t(b−1, b)) for 0 < b ≤ 1 parameterizes the low-temperature critical curve

t = − 1
12 + 2

9τ
2, for 0 < τ < 1

4 , and that (τ(1, b), t(1, b)) for 0 < b < 1 parameterizes the high-temperature

critical curve t = − 2
9

√
τ(
√
τ − 1)2(

√
τ + 2), for 1

4 < τ < 1, are straightforward and left to the reader.

We point out that when (a, b) = (1, 1), we obtain the multi-critical point (τ, t) = ( 14 ,−
5
72 ). We remark

that t(a, b), τ(a, b), A(a, b) defined in equations (5.33), (5.34) all have constant sign for the values of (a, b) ∈ R:

t(a, b) < 0, τ(a, b) > 0, and A(a, b) > 0.

A comparison of the phase planes are depicted in Figure (5.2). One cannot in principle approach the τ = 0

axis, since the objects we are computing are essentially one collection of eigenvalues averaged over another.

The correct limit to take is to set

a =
λ

b
, b→ 0. (5.37)

In this limit, one can approach the τ = 0 axis in the space of parameters. However, all of the relevant objects

(X,Y,Ω, etc.) are singular in this limit.

Remark 5.3. We have actually found more than just the spectral curve for the region D; if we take a ∈ iR

to be purely imaginary and b to be real, we obtain the correct asymptotics for the full range 0 < t < ∞,

0 < τ < 1. However, the integration contours for the Riemann-Hilbert problem and the weights are different

in this case, as is the basic structure of the Riemann surface. We therefore postpone analysis of this case to

a later work.

The associated Riemann surface given by the parameterization (X(u), Y (u)) is called the spectral curve.

Let us study the structure of the spectral curve; we shall treat the parametric curve (X,Y ) as a branched

covering of the sphere over the X-coordinate; by construction, the X-coordinate has branch points (X ′(u) =

0) at u = ±a, ±b, and ∞.

Away from the multicritical point, the spectral curve is 4-sheeted; this family of spectral curves have

generically the same structure, and are shown in Figure (5.4). There are 4 branch points, all of which lie on

the real axis: at ±α := X(±a), and ±β := X(±b). We have the inequalities 0 < α < β <∞. The structure

of the curve is as follows: Sheets 1 and 2 are glued along [−α, α], sheet 2 is glued to sheet 3 along the interval

(−∞,−β], and finally sheets 2 and 4 are glued along [β,∞). At the multicritical point a = b = 1, the curve

further degenerates, and the branch points ±β → ±α. The multicritical spectral curve is shown in Figure

(5.5). In this case, sheets 1 and 2 are glued along the interval [−α, α], sheet 2 is glued to sheet 3 along the

interval (−∞,−α], and finally sheet 2 is glued to sheet 4 along the interval [α,∞).
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II+

II−

I

III IV

II+

II−

I

III IV

Figure 5.3. The branch cuts in the uniformizing plane u = x+ iy away from the multicritical point (left)
and at the multicritical point. The noncritical case has a = 1.0184, b = 0.9100. The images of each sheet
under the uniformizing map are labelled I,...,IV. Note that, at criticality, the second sheet is split into two
connected components; this is consistent with the picture in the physical plane, depicted in Figures 5.4, 5.5.

In the uniformization plane, the spectral curve is shown at and away from the multicritical point (1, 1)

in Figure (5.3).

The candidate spectral curves must satisfy a number of additional properties. The curve must carry a

“g-function”, whose restrictions to each sheet must match the asymptotics of Θ̂(z) at ∞. The g-function

must also satisfy a certain collection of inequalities which will be necessary for the later lens-opening trans-

formations.

We introduce the candidate g-function as the “effective potential” which we formally discussed earlier:

g(X) := τΩ(X) = τ

∫
Y dX. (5.38)

We will not use the notation g(X) for the g-function, as we prefer to stay with the notation τΩ(X). The

function τΩ(X) is in general a multivalued function in C. The function Ω(u) :=
∫
Y (u)X ′(u)du in the

uniformization coordinate is explicit:

τΩ(u) = τ

∫
Y dX = τ

∫
Y (u)X ′(u)du

=
1

a4b4 + 3a4 + 6a2b2 + 3b4 − 3

(
− 1

4
a2b2u4 +

1

2
(a2 + b2)(a2b2 + 3)u2 − log u (5.39)

− 3

2
(a2 + b2)(a2b2 − 1)u−2 − 3

4
a2b2u−4

)
.
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I

II

III

IV

+α−α

+β−β

Figure 5.4. A representative example of a critical/generic surface in the physical plane; the sheets are
labelled I,...,IV. If the curve is low-temperature critical, an extra zero of Ω(z) accumulates at z = ±α and
z = ±β; if the curve is high-temperature critical, an extra zero accumulates at z = ±α.

I

II

III

IV

+α−α

Figure 5.5. The (multi) critical spectral curve. Note that the branch points at z = α and z = β have
merged here.
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From here on, we shall relabel X(u) as

X(u) =: z(u), (5.40)

as the notation is more convenient and consistent later on. We also define the uniformization mappings

uj(z), j = 1, 2, 3, 4, as the inverse functions to z(u), such that z(uj(z)) is the identity mapping in sheet j,

away from the branch cuts.

We can expand Ω on each sheet of the spectral curve, by inverting the uniformization coordinate (uj(z),

j = 1, 2, 3, 4), and inserting these expansions into the expression above for Ω. Since z = ∞ (corresponding

to u = 0 on the lower three sheets, u = ∞ on the first sheet) is a common branch point for all curves in the

family parameterized by R, we can write an expression for the expansion of Ωj(z) := Ω(uj(z)) at infinity

that holds for all (a, b) ∈ R. We have the following proposition:

Proposition 5.4. (Expansion of Ωj(z) at z = ∞). For any fixed (a, b) ∈ R, with t(a, b), τ(a, b) defined as

in (5.33), we have the following expansions of the functions Ωj(z):

τΩ1(z) =
t

4
z4 +

1

2
z2 − log z + ℓ0 +

C0

z2
+O(z−4), (5.41)

τΩ2(z) =


− 3ω2

4
τ4/3

(−t)1/3
z4/3 − ω

2
τ2/3

(−t)2/3
z2/3 + 1

3 log z + ℓ1 +
ω2C1

z2/3 +O
(

1
z4/3

)
, Im z > 0,

− 3ω
4

τ4/3

(−t)1/3
z4/3 − ω2

2
τ2/3

(−t)2/3
z2/3 + 1

3 log z + ℓ1 +
ωC1

z2/3 +O
(

1
z4/3

)
, Im z < 0,

(5.42)

τΩ3(z) = −3

4

τ4/3

(−t)1/3
z4/3 − 1

2

τ2/3

(−t)2/3
z2/3 +

1

3
log z + ℓ1 +

C1

z2/3
+O

(
1

z4/3

)
, (5.43)

τΩ4(z) =


− 3ω

4
τ4/3

(−t)1/3
z4/3 − ω2

2
τ2/3

(−t)2/3
z2/3 + 1

3 log z + ℓ1 +
ωC1

z2/3 +O
(

1
z4/3

)
, Im z > 0,

− 3ω2

4
τ4/3

(−t)1/3
z4/3 − ω

2
τ2/3

(−t)2/3
z2/3 + 1

3 log z + ℓ1 +
ω2C1

z2/3 +O
(

1
z4/3

)
, Im z < 0.

(5.44)

Here, the constants ℓ0 := ℓ0(a, b), ℓ1 := ℓ1(a, b) are defined as

ℓ0(a, b) = −9a6b2 + 20a4b4 + 9a2b6 + 18a4 + 36a2b2 + 18b4

6(a4b4 + 3a4 + 6a2b2 + 3b4 − 3)
+ logA(a, b), (5.45)

ℓ1(a, b) = −3(2a6b2 + 4a4b4 + 2a2b6 + a4 + 4a2b2 + b4)

2a2b2(a4b4 + 3a4 + 6a2b2 + 3b4 − 3)
− 1

3
logA(a, b) +

1

3
log 3− 1

3
log a2b2. (5.46)

and the constants C0 := C0(a, b), C1 := C1(a, b) are defined as

C0(a, b) = −3

2

(a6b2 + a2b6 − 3a4 − 5a2b2 − 3b4 + 3)(a2 + b2)2(a2b2 + 1)

(a4b4 + 3a4 + 6a2b2 + 3b4 − 3)2
, (5.47)

C1(a, b) =
(3a6b6 + 3a6b2 + 3a4b4 + 3a2b6 − a4 − 8a2b2 − b4)(a2 + b2)

2b4a4(a4b4 + 3a4 + 6a2b2 + 3b4 − 3)

(
abA2(a, b)

9

)1/3

. (5.48)
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Proof. The proof of this proposition is a straightforward calculation; as we have alluded to, one must first

expand the uniformization coordinate at z = ∞ on each of the sheets, then insert this expansion into

the expression for Ω(u) in the uniformization coordinate (see Equation (5.39)). The expansions of the

uniformization coordinate on each sheet near the branch points are given in Appendix B.

Thus, comparing the above expansions to the exponential part of the asymptotics of X(z) in Equation

(5.121), we see that the Ωj(z)’s match exactly the terms appearing there, to order z−2/3. Thus, the Ωj(z)’s

have the correct asymptotics, and the g-function transformation will push through. However, we will need

to ensure we can also open lenses; for this, we will need to prove that certain inequalities on the Ωj(z)’s

hold. Here, we will need to break calculations up in to cases, as the structure of the contours and the Ωj(z)’s

near them depends more intricately on the choices of (a, b). We will have 4 cases, which we have mentioned

before, but list again here for the convenience of the reader (this time in (a, b) coordinates):

1. The generic case: 0 < b < 1, 1 < a < b−1,

2. The low-temperature critical case: 0 < b < 1, a = b−1,

3. The high-temperature critical case: 0 < b < 1, a = 1,

4. The (multi)-critical case: a = b = 1.

The next section is devoted to the proof of these inequalities.

5.2.2 Definition of the Contours Γ, Γ1, and Γ2.

Before we can proceed to the proof of the lensing inequalities, we first need to define a number of contour

which our Riemann-Hilbert problem will rely on. These contours will be chosen so that the functions Ωj(z)

satisfy certain inequalities on them. The first such contour is Γ, on which the matrix-valued function Y(z)

has jumps. We redefine Γ to be the contour starting at e
3πi
4 · ∞, passes through z = −α, then continues

along the real axis until it reaches z = +α, then goes off again to infinity in the direction e−
πi
4 . The modified

contour Γ is depicted in Figure (5.6).

We also define two new contours, Γ1 and Γ2, which will appear in the first transformation. The contour

Γ2 is defined to start at z = −∞, then travel along the real axis until it reaches z = −β; the contour then

goes off to infinity in the sector −π
4 < arg(z + β) < 0. The exact direction of approach to infinity will be

established in the next section, when we will require certain inequalities to hold on Γ2.

Similarly, we define Γ1 to be the contour starting at infinity in the sector 0 < arg(z − β) < 3π
4 , and

approaches the point z = β; then, Γ1 goes off to infinity again along the positive real axis. Again, the exact
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−α α

Γ

Figure 5.6. The contour Γ, which starts at e3πi/4 · ∞, passes through −α, +α on the real axis, and then
goes off to e−πi/4 · ∞.

specifications of Γ1 will be established in the next section to guarantee that certain inequalities hold. The

family of contours Γ,Γ1, and Γ2 are depicted in Figure (5.7). We label the regions above Γ1, below Γ2, and

bounded between Γ1 and Γ2 by Ωu, Ωℓ, an Ωc, respectively.

5.2.3 Lensing Inequalities.

We now begin the work of proving that the function Ω we constructed indeed satisfies the inequalities

necessary for lensing. The main idea of this section is contained in this subsection; it explains how we can

extend local inequalities near the branch points to inequalities that hold on the full branch cuts. Most of the

work that remains in the subsequent subsections involves expanding Ω near the branch points, and checking

that the correct inequalities hold there. This check differs in the generic, critical, and multicritical cases, as

the expansions of Ω near the branch points are different in each case. However, we stress that the proof is

essentially the same, and relies only on the following lemma.

Lemma 5.5. Consider the normal vector to the preimages of the branch cuts in the uniformizing plane

under the mapping z(u):

n̂ :=
∇Im z(u)

||∇Im z(u)||
. (5.49)

For any (a, b) ∈ R = {(a, b) | 0 < b ≤ 1, 1 ≤ a ≤ b−1}, the function

∇Re Ω(u) · n̂ =
∂

∂n
Re Ω(u) (5.50)

is of constant sign on each connected component of the preimages of the branch cuts.
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−α α

Γ

−β β

Γ1

Γ2
Ωℓ

ΩuΩu

Ωc

Figure 5.7. The contours Γ,Γ1, and Γ2. Also depicted are the regions Ωℓ and Ωu (shaded), as well as Ωc

(unshaded).

∇Re Ω(u)

Im z(u) = 0

C

∇Im z(u) ∇Im z(u)

Figure 5.8. The curve Im z = 0, and the curve C, which characterizes the places that ∇Re Ω(u) and
∇Im z(u) are perpendicular. At the places where C and Im z = 0 intersect, the normal vectors to these
curves are perpendicular, implying that the direction of steepest descent may change sign, as shown above.
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Proof. Let C denote the curve where ∂
∂nRe Ω(u) = 0. In order to prove that the direction of steepest descent

is constant on each component of the branch cuts, it is sufficient to check that the curves Im z(u) = 0 and

C intersect at most at the points such that z′(u) = 0: namely, ±a,±b.

First, since Ω(u) and z(u) are analytic functions, the Cauchy-Riemann equations yield that ∂[Re Ω(u)] =

1
2∂Ω(u), and similarly ∂[Im z(u)] = i

2∂z(u) (here ∂ denotes the holomorphic derivative in u). It follows that

the ∇Re Ω(u) is perpendicular to ∇Im z(u) if and only if the quotient of these two expressions is purely

imaginary:
Ω′(u)

iz′(u)
∈ iR.

It follows that the curve C is characterized by the condition

Im
Ω′(u)

z′(u)
= 0, (5.51)

which is equivalent to the condition Im ∂Ω
∂z (u) = Im Y (u) = 0 (cf. Equation (5.39)). We thus must prove

that Im Y (u) = 0 and Im z(u) = 0 intersect at most at the branch points. We can parameterize these curves

in the uniformizing plane in polar form with relatively simple expressions. Defining

r±(θ) =

√
1

2
(a2 + b2)±

√
4

3
a2b2 sin2 θ +

1

4
(a2 − b2)2, (5.52)

we have that

Im z(reiθ) = 0 ⇐⇒ r = r±(θ) Im Y (reiθ) = 0 ⇐⇒ r =
1

r±(θ)
. (5.53)

This last identity follows from the fact that ImX(u) = Y (1/ū). We must check that these curves do not

intersect; the equations that determine intersection are

r+(θ) =
1

r+(θ)
, r−(θ) =

1

r−(θ)
, r+(θ) =

1

r−(θ)
. (5.54)

Now, let us check that the first two equations have at most the branch points as solutions. We have that:

1 = r±(θ)
2 ⇐⇒1− 1

2
(a2 + b2) =

√
4

3
a2b2 sin2 θ +

1

4
(a2 − b2)2

⇐⇒a2b2 − a2 − b2 + 1 =
4

3
a2b2 sin2 θ

⇐⇒3

4

(
1− 1

b2
− 1

a2
+

1

a2b2

)
= sin2 θ
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I

II

III IV +b−b +a−a

Im ∂Ω
∂z = 0

Im z = 0

Figure 5.9. Images of the branch cuts Im z(u) = 0 and Im ∂Ω
∂z = 0 in the uniformizing plane, for a =

1.059, b = 0.880. The curves indeed do not intersect, and so the direction of steepest descent is constant
along each connected component of the branch cuts.

Since the branch points occur at θ = 0, π, we need that the left hand side of the above equation to satisfy

one of the inequalities

3

4

(
1− 1

b2
− 1

a2
+

1

a2b2

)
≤ 0, or

3

4

(
1− 1

b2
− 1

a2
+

1

a2b2

)
> 1. (5.55)

Indeed, if 0 < b ≤ 1, then
1

b2
+

1

a2
− 1

a2b2
≥ 1 +

1

a2
− 1

a2
= 1,

so that
3

4

(
1− 1

b2
− 1

a2
+

1

a2b2

)
≤ 0,

and the necessary inequality holds in the region R. On the other hand, for the other intersection equation,

we have that

1 = r+(θ)r−(θ) ⇐⇒1 =
1

4
(a2 + b2)2 − 4

3
a2b2 sin2 θ − 1

4
(a2 − b2)2

⇐⇒a2b2 − 1 =
4

3
a2b2 sin2 θ

⇐⇒3

4

(
1− 1

a2b2

)
= sin2 θ;
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Γ

Γu

Γl

Γ2

Γ2,u

Γ2,l

Γ1,u

Γ1,l

Γ1

Figure 5.10. The opened lenses.

thus, we need that the left hand side of the above equation satisfies one of the following inequalities:

3

4

(
1− 1

a2b2

)
> 1, or

3

4

(
1− 1

a2b2

)
≤ 0. (5.56)

We see that, provided 1 ≤ a ≤ b−1, the second inequality holds.

Thus, we have proven that, provided (a, b) ∈ R = {(a, b) | 0 < b ≤ 1, 1 ≤ a ≤ b−1}, the only intersection

points of the branch cuts and the places where the direction of steepest descent of Ω(u) changes sign are

at (possibly) the branch points. The branch cuts Im z = 0 and the curves Im ∂Ω
∂z = 0 in the uniformizing

plane are shown in Figure 5.9 for a particular choice of the parameters (a, b); one can see explicitly that

these curves do not intersect.

These differences are precisely the functions we will need in lensing; we now proceed to check that these

differences indeed have the correct sign.
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5.2.3.1 The Generic (Noncritical) Case: 0 < b < 1, 1 < a < b−1. It remains to check that the

Ωj(z) := Ω(uj(z)) have the correct sign around each of the lenses. This amounts to expanding Ω(u) around

each of the branch points, and checking that locally, the signs of the quantities we will be interested are

positive. The fact that these inequalities hold globally across each component of the support follows from

the fact the intersection lemma we have just proven. We have the following proposition:

Proposition 5.6. Local expansions of Ωj(z) around the branch points .

1. Around z = ±α := z(±a).

τΩ1(z) = ηα(z) + q1(z − α)3/2 +O((z − α)2), (5.57)

τΩ2(z) = ηα(z)− q1(z − α)3/2 +O((z − α)2), (5.58)

and

τΩ1(z) =


η−α(z) + iq1(z + α)3/2 +O((z + α)2), Im z > 0,

η−α(z)− iq1(z + α)3/2 +O((z + α)2), Im z < 0,

(5.59)

τΩ2(z) =


η−α(z)− iq1(z + α)3/2 +O((z + α)2), Im z > 0,

η−α(z) + iq1(z + α)3/2 +O((z + α)2), Im z < 0,

. (5.60)

η±α(z) = Ω(±a)∓ αa2b6−3a2b2−3b4−3
2a2+6b2 (z ∓ α). Note that the constant q1 := 2(a4−b4)(a4−1)(1−a4b4)

a1/2A3/2(a2−b2)3/2
> 0.

2. Around z = ±β := z(±b).

τΩ2(z) =


ηβ(z) + iq̃1(z − β)3/2 +O((z − β)2), Im z > 0,

ηβ(z)− iq̃1(z − β)3/2 +O((z − β)2), Im z < 0,

(5.61)

τΩ4(z) =


ηβ(z)− iq̃1(z − β)3/2 +O((z − β)2), Im z > 0,

ηβ(z) + iq̃1(z − β)3/2 +O((z − β)2), Im z < 0,

(5.62)

and

τΩ2(z) = η−β(z) + q̃1(z + β)3/2 +O((z + β)2), (5.63)

τΩ3(z) = η−β(z)− q̃1(z + β)3/2 +O((z + β)2). (5.64)
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Here, η±β(z) = Ω(±β)∓β a2b6−3a2b2−3b4−3
2a2+6b2 (z∓β). Note that the constant q̃1 = 2(a4−b4)(1−b4)(1−a4b4)

b1/2A3/2(a2−b2)3/2
>

0.

Proposition 5.7. Lensing around the cuts. Let Ωj(z) = ϕj(z) + iψj(z), j = 1, 2, 3, 4. Then, the following

inequalities hold:

1. ϕ4(z)− ϕ2(z) > 0 in a lens around [β,∞),

2. ϕ3(z)− ϕ2(z) > 0 in a lens around (−∞,−β],

3. ϕ2(z)− ϕ1(z) > 0 in a lens around [−α, α].

Proof. We have only to expand the differences ϕj(z)−ϕk(z) around the branch points; our previous lemmas

guarantee that if the correct inequality holds locally, it holds globally as well. For z sufficiently close to β,

the difference ϕ4(z)− ϕ2(z) = Re (Ω4 −Ω2)(z) ∼ Re
[
−2iq(z − β)3/2

]
> 0 in the sector 0 < arg(z− β) < π

3

for |z − β| small enough. Now, for any z ∈ (β,∞), u2,+(z) = u4,−(z), where uj,±(z) denote the continuous

limits of uj(ζ) as ζ → z from the upper and lower half planes, respectively. Thus, since Ω(u) = Ω(ū), we

have that

Ω(u2,+(z)) = Ω(u4,−(z)),

and so Re (Ω4 − Ω2)(z) = 0 for z ∈ [β,∞). Now, by definition of the sheets 2, 4, we have that

∂Re Ω2

∂n+
= −∂Re Ω4

∂n−
,

∂Re Ω2

∂n−
= −∂Re Ω4

∂n+
,

where ∂
∂n±

denote the normal derivatives in the upper/lower half planes in the z-coordinate, respectively

(note that these normal derivatives and the one appearing in Lemma (5.5) differ only by an overall positive

factor |z′(u)|> 0). On the other hand, by our observation that Ω(u) = Ω(ū), we obtain the equalties

∂Re Ω2

∂n+
=
∂Re Ω2

∂n−
,

∂Re Ω4

∂n+
=
∂Re Ω4

∂n−
.

We thus compute that
∂

∂n±
[Re (Ω4 − Ω2)(z)] = 2

∂

∂n±
Re (Ω4)(z).

Since this quantity is positive locally near z = β, Lemma (5.5) allows us to conclude that ∂
∂n±

[Re (Ω4 − Ω2)(z)] >

0 for all z ∈ [β,∞). Therefore, we can open a lens around [β,∞).

Similarly, near z = −β, again using the local expansions of Proposition (5.6), we have that ϕ3(z)−ϕ2(z) =

Re (Ω3 − Ω2)(z) > 0 in the sector 2π
3 < arg(z + β) < π for |z + β| sufficiently small. Thus, Lemma (5.5)

guarantees that we can open a lens around (−∞, β].
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Finally, near z = +α (respectively, z = −α), the difference ϕ2(z) − ϕ1(z) = Re (Ω2 − Ω1)(z) > 0 for

2π
3 < arg z < π and |z−α| sufficiently small (respectively, 0 < arg(z−β) < π

3 and |z+α| sufficiently small).

Thus, we can also open a lens around the central cut [−α, α].

Proposition 5.8. Inequalities off the real axis. Let Ωj(z) = ϕj(z)+iψj(z), j = 1, 2, 3, 4. Then, the following

inequalities hold:

1. ϕ2(z)− ϕ4(z) > 0 for z ∈ Γ1 ∩ {Im z > 0},

2. ϕ2(z)− ϕ3(z) > 0 for z ∈ Γ2 ∩ {Im z < 0},

3. ϕ1(z)− ϕ2(z) > 0 for z ∈ Γ \ {Im z = 0}.

Proof. We prove ϕ2(z)− ϕ4(z) > 0 for z ∈ Γ1 ∩ {Im z > 0}; the proofs of the other inequalities follow from

similar argumentation. Using (5.6), we have that ϕ2(z)−ϕ4(z) > 0 for |z−β| sufficiently small in the sector

2π
3 < |arg(z − β)|< π. Furthermore, at infinity, using Equations (5.42),(5.44), we see that ϕ2(z)− ϕ4(z) > 0

for |z| sufficiently large in the sector 3π
4 < |arg z|< π. Consider the domain

E := {z | ϕ2(z)− ϕ4(z) > 0};

by the lensing inequalities (5.7), the boundary of this domain is bounded away from the branch cuts, and

ϕ2(z)− ϕ4(z) = 0 there. Since ϕ2(z)− ϕ4(z) is not identically zero, the maximum principle tells us that the

domain E is necessarily unbounded, and reaches infinity in the sector 3π
4 < |arg z|< π. Thus, we may freely

redefine Γ1 so that ϕ2(z)− ϕ4(z) > 0 along Γ1 for all z ∈ Γ1 ∩ {Im z > 0}.

5.2.3.2 The Low-Temperature Critical Curve: 0 < b < 1, a = b−1. We repeat the calculations of

the previous section for the family of curves with a = b−1, i.e. the low-temperature critical curves. We have

already proven that if an inequality holds locally around the branch cut, it holds globally. Thus, we have

only to check that the relevant inequalities occur in the correct direction. To accomplish this, we must first

expand the function Ω(u) around the branch points.

Proposition 5.9. Local expansions of Ωj(z) around the branch points .

1. Around z = ±α := z(±b−1).

τΩ1(z) = ηα(z)− q2(z − α)5/2 +O((z − α)3), (5.65)

τΩ2(z) = ηα(z) + q2(z − α)5/2 +O((z − α)3), (5.66)
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τΩ1(z) =


η−α(z) + iq2(z + α)5/2 +O((z + α)3), Im z > 0,

η−α(z)− iq2(z + α)5/2 +O((z + α)3), Im z < 0,

(5.67)

τΩ2(z) =


η−α(z)− iq2(z − α)5/2 +O((z − α)3), Im z > 0,

η−α(z) + iq2(z + α)5/2 +O((z + α)3), Im z < 0,

(5.68)

(5.69)

Here, η±α(z) := τΩ(b−1)±τ 3b4+1
b2(b4+3)α(z∓α)−

τ
2b2 (z∓α)

2. Note that the constant q2 := 8
5

b−5/2A−5/2

(3b8+4b4+3)
√
1−b4

>

0.

2. Around z = ±β := z(±b).

τΩ2(z) =


ηβ(z) + iq̃2(z − β)5/2 +O((z − β)3), Im z > 0,

ηβ(z)− iq̃2(z − β)5/2 +O((z − β)3), Im z > 0,

, (5.70)

τΩ4(z) =


ηβ(z)− iq̃2(z − β)5/2 +O((z − β)3), Im z > 0,

ηβ(z) + iq̃2(z − β)5/2 +O((z − β)3), Im z > 0,

, (5.71)

and

τΩ2(z) = η−β(z) + q̃2(z + β)5/2 +O((z + β)3), (5.72)

τΩ3(z) = η−β(z)− q̃2(z + β)5/2 +O((z + β)3). (5.73)

Here, η±β(z) = τΩ(±b)±τ b2(b4+3)
3b4+1 β(z∓β)− τb2

2 (z∓β)2. Note that the constant q̃2 := 8
5

b5/2A−5/2

(3b8+4b4+3)
√
1−b4

>

0.

As before, for the lens opening procedure to work, we need certain inequalities to hold on the cuts. The

inequalities we need are summarized in the following proposition.

Proposition 5.10. Lensing around the cuts.

Let Ωj(z) = ϕj(z) + iψj(z), j = 1, 2, 3, 4. Then, the following inequalities hold:

1. ϕ4(z)− ϕ2(z) > 0 in a lens around [β,∞),

2. ϕ3(z)− ϕ2(z) > 0 in a lens around (−∞,−β],

3. ϕ2(z)− ϕ1(z) > 0 in a lens around [−α, α].
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Proof. The proof technique here is identical to the proof of the lensing Proposition (5.7) in the previous

subsection; we thus do not repeat the proof here.

Proposition 5.11. Inequalities off the real axis. Let Ωj(z) = ϕj(z) + iψj(z), j = 1, 2, 3, 4. Then, the

following inequalities hold:

1. ϕ2(z)− ϕ4(z) > 0 for z ∈ Γ1 ∩ {Im z > 0},

2. ϕ2(z)− ϕ3(z) > 0 for z ∈ Γ2 ∩ {Im z < 0},

3. ϕ1(z)− ϕ2(z) > 0 for z ∈ Γ \ {Im z = 0}.

Proof. The proof here is so similar to the generic case that we omit it.

5.2.3.3 The High-Temperature Critical Curve: 0 < b < 1, a = 1. The high-temperature critical

curve is characterized by the condition a = 1. As in the previous sections, all that is left to do is to show

that the correct inequalities hold on each of the cuts. This requires us to expand the Ωj(z)’s around each of

the branch points.

Proposition 5.12. Local expansions of Ωj(z) around the branch points .

1. (around z = z(±1) := ±α).

τΩ1(z) = ηα(z)− q3(z − α)5/2 +O((z − α)3), (5.74)

τΩ2(z) = ηα(z) + q3(z − α)5/2 +O((z − α)3), (5.75)

and

τΩ1(z) =


η−α(z) + iq3(z + α)5/2 +O((z + α)3), Im z > 0,

η−α(z)− iq3(z + α)5/2 +O((z + α)3), Im z < 0,

(5.76)

τΩ2(z) =


η−α(z)− iq3 +O((z + α)3), Im z > 0,

η−α(z) + iq3(z + α)5/2 +O((z + α)3), Im z < 0,

. (5.77)

Here, η±α(z) = τΩ(±α)+±τα(z∓α)+ τ
2 (z∓α)

2. Note that the constant q3 := 8
5

1
(1−b2)5/2(2b2+3)A5/2 > 0.
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2. (around z = z(±b) := ±β).

τΩ2(z) =


ηβ(z) + iq̃3(z − β)3/2 +O((z − β)2), Im z > 0,

ηβ(z)− iq̃3(z − β)3/2 +O((z − β)2), Im z < 0,

(5.78)

τΩ4(z) =


ηβ(z)− iq̃3(z − β)3/2 +O((z − β)2), Im z > 0,

ηβ(z) + iq̃3(z − β)3/2 +O((z − β)2), Im z < 0,

(5.79)

and

τΩ2(z) = η−β(z) + q̃3(z + β)3/2 +O((z + β)2), (5.80)

τΩ3(z) = η−β(z)− q̃3(z + β)3/2 +O((z + β)2). (5.81)

Here, η±β(z) = τΩ(±β)±τβ−b6+3b4+3b2+3
6b2+2 (z∓β). Note that the constant q̃3 := A−3/2 τ(b4−1)2(b2+1)

b5/2(2b2+3)
√
1−b2

>

0.

In order to open lenses, we need certain inequalities to hold on the cuts. In particular, we will need the

following proposition.

Proposition 5.13. Lensing around the cuts. Let Ωj(z) = ϕj(z) + iψj(z), j = 1, 2, 3, 4. Then, the following

inequalities hold:

1. ϕ4(z)− ϕ2(z) > 0 in a lens around [β,∞),

2. ϕ3(z)− ϕ2(z) > 0 in a lens around (−∞,−β],

3. ϕ2(z)− ϕ1(z) > 0 in a lens around [−α, α].

Proof. Again, the proof technique is identical to that appearing in the generic case of Proposition (5.7); thus,

we omit it.

Proposition 5.14. Inequalities off the real axis. Let Ωj(z) = ϕj(z) + iψj(z), j = 1, 2, 3, 4. Then, the

following inequalities hold:

1. ϕ2(z)− ϕ4(z) > 0 for z ∈ Γ1 ∩ {Im z > 0},

2. ϕ2(z)− ϕ3(z) > 0 for z ∈ Γ2 ∩ {Im z < 0},

3. ϕ1(z)− ϕ2(z) > 0 for z ∈ Γ \ {Im z = 0}.

Proof. The proof here is again similar to the generic and high temperature cases; therefore, we omit it.
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5.2.3.4 The Multicritical Case: a = b = 1. In the case where (a, b) → (1, 1) (equivalently, (τ, t) →

( 14 ,−
5
72 )), the branch points ±β merge with ±α. The local structure of Ω near these branch points is quite

different from that of the critical and generic cases, in that three sheets meet at ±α instead of two. We begin

as in previous sections, with a proposition characterizing the local behavior of the Ωj(z)’s.

Proposition 5.15. The functions Ωj(z) have the following expansions about the branch points z = ±α:

Near z = +α:

Ω1(z) = η+(z)−
48

35

(
2

α

)7/3

(z − α)7/3 +O
(
(z − α)8/3

)
, (5.82)

Ω2(z) =


η+(z)− 48ω2

35

(
2
α

)7/3
(z − α)7/3 +O

(
(z − α)8/3

)
, Im z > 0,

η+(z)− 48ω
35

(
2
α

)7/3
(z − α)7/3 +O

(
(z − α)8/3

)
, Im z < 0,

(5.83)

Ω4(z) =


η+(z)− 48ω

35

(
2
α

)7/3
(z − α)7/3 +O

(
(z − α)8/3

)
, Im z > 0,

η+(z)− 48ω2

35

(
2
α

)7/3
(z − α)7/3 +O

(
(z − α)8/3

)
, Im z < 0,

(5.84)

and Ω3(z) is regular in a neighborhood of z = +α.

Near z = −α:

Ω1(z) =


η−(z) +

48ω
35

(
2
α

)7/3
(z + α)7/3 +O

(
(z + α)8/3

)
, Im z > 0,

η−(z) +
48ω2

35

(
2
α

)7/3
(z + α)7/3 +O

(
(z + α)8/3

)
, Im z < 0,

(5.85)

Ω2(z) =


η−(z) +

48ω2

35

(
2
α

)7/3
(z + α)7/3 +O

(
(z + α)8/3

)
, Im z > 0,

η−(z) +
48ω
35

(
2
α

)7/3
(z + α)7/3 +O

(
(z + α)8/3

)
, Im z < 0,

(5.86)

Ω3(z) = η−(z) +
48

35

(
2

α

)7/3

(z + α)7/3 +O
(
(z + α)8/3

)
, (5.87)

and Ω4(z) is regular in a neighborhood of z = −α. Here, η±(z) := 6
5 ± α(z ∓ α)− 1

2 (z ∓ α)2.

Proof. The proof of this proposition follows the same procedure as in the previous cases; however, we find it

useful to present this case separately. At the multicritical point, the uniformizing coordinate takes the form

z(u) =
√

2
15

(
3u+ 6

u − 1
u3

)
, and Ω(z(u)) = − 1

10u
4 + 8

5u
2 − 3

10u
−4 − 4 log u. Expanding in the uniformizing

coordinate around the images of the branch points u = ±1, we obtain that

Ω(z(u))− η±(z(u)) = ∓48

35
(u∓ 1)7 +O((u∓ 1)8).
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Expanding z(u) in the uniformizing coordinate,

z(u)∓ α =
α

2
(u∓ 1)3 +O((u± 1)4).

Thus, locally, u± 1 has the expansion (with to be determined choice of branch)

u± 1 ∼
(
2

α

)1/3

(z ± α)1/3.

The choice of branch is determined by the argument of u ± 1 in the uniformzing plane lying in the correct

sheet, along with the specification that (z±α)1/3 is always taken with the principal branch cut. This yields

the result.

Proposition 5.16. Let Ωj(z) = ϕj(z) + iψj(z), j = 1, 2, 3, 4. Then, the following inequalities hold:

1. ϕ4(z)− ϕ2(z) > 0 for z in a lens around [α,∞),

2. ϕ3(z)− ϕ2(z) > 0 for z in a lens around (−∞,−α],

3. ϕ2(z)− ϕ1(z) > 0 for z in a lens around [−α, α].

Proof. Again, let Ωj(z) = ϕj(z) + iψj(z).

Since, by the lemmas, the direction of steepest descent of Re Ω(u) is constant along each of the connected

components of Im z = 0, we have only to check that the necessary inequalities hold near the branch points

z = ±α.

Near z = +α, using Proposition (5.15), we have that

ϕ4(z)− ϕ2(z) = Re [Ω4(z)− Ω2(z)] =


Re [ 48(ω

2−ω)
35

(
2
α

)7/3
(z − α)7/3 +O

(
(z − α)8/3

)
], Im z > 0,

Re [ 48(ω−ω2)
35

(
2
α

)7/3
(z − α)7/3 +O

(
(z − α)8/3

)
], Im z < 0,

from which we can read off that ϕ4(z)−ϕ2(z) > 0 in the sector |arg(z−α)|< 3π
7 for |z−α| sufficiently small;

this proves 1.

Near z = −α, again using Proposition (5.15), we have that

ϕ3(z)−ϕ2(z) = Re [Ω3(z)−Ω2(z)] =


Re [− 48(ω2−1)

35

(
2
α

)7/3
(z + α)7/3 +O

(
(z + α)8/3

)
], Im z > 0,

Re [− 48(ω−1)
35

(
2
α

)7/3
(z + α)7/3 +O

(
(z + α)8/3

)
], Im z < 0,
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from which we can read off that ϕ3(z)− ϕ2(z) > 0 in the sector 4π
7 < |arg(z + α)|≤ π for |z + α| sufficiently

small, so that 2. follows.

Finally, we determine the behavior of ϕ2(z) − ϕ1(z) around either branch point; near z = +α, say. We

have that

ϕ2(z)− ϕ1(z) = Re [Ω2(z)− Ω1(z)] =


Re [ 48(1−ω2)

35

(
2
α

)7/3
(z − α)7/3 +O

(
(z − α)8/3

)
], Im z > 0,

Re [ 48(1−ω)
35

(
2
α

)7/3
(z − α)7/3 +O

(
(z − α)8/3

)
], Im z < 0;

this expansion tells us that ϕ2(z) − ϕ1(z) > 0 in particular in the sector 4π
7 < |arg(z − α)|≤ π, for |z − α|

sufficiently small. A similar analysis near z = −α shows that ϕ2(z)−ϕ1(z) > 0 in the sector |arg(z−α)|< 3π
7

for |z+α| sufficiently small. Thus, we have established locally the inequalities 1. through 3.; as a consequence

of Proposition (5.5), the inequalities hold in a neighborhood of each of the segments of the real line.

Proposition 5.17. Inequalities off the real axis. Let Ωj(z) = ϕj(z) + iψj(z), j = 1, 2, 3, 4. Then, the

following inequalities hold:

1. ϕ2(z)− ϕ4(z) > 0 for z ∈ Γ1 ∩ {Im z > 0},

2. ϕ2(z)− ϕ3(z) > 0 for z ∈ Γ2 ∩ {Im z < 0},

3. ϕ1(z)− ϕ2(z) > 0 for z ∈ Γ \ {Im z = 0}.

5.3 The First Transformation Y → X.

5.3.1 Idea of the Transformation.

The main idea of the transformation Y 7→ X is illustrated in [39], who refer to an unpublished manuscript

of Bertola, Harnad, and Its as the origin of the idea. The point is that the weights appearing in the jump

matrix, f(z) and its derivatives, satisfy a modified form of the Pearcey differential equation:

t

N2τ2
f ′′′(z) + f ′(z)−Nτ2zf(z) = 0, (5.88)

whose solutions are the Pearcey-type integrals

wj(z) :=

∫
γj

exp [N(τzw−1

2
w2 − t

4
w4︸ ︷︷ ︸

−V (w)

)]dw. (5.89)
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γ1

γ2

γ3

γ4

Figure 5.11. The contours γj , j = 1, ..., 4.

It is also useful to notice that any solution w(z) = w(z; τ, t,N) to (5.88) satisfies the partial differential

equations

∂w

∂t
= − 1

4N3τ4
∂4w

∂z4
=

1

4Nτ2t

∂2w

∂z2
− z

4t

∂w

∂z
− 1

4t
w, (5.90)

τ
∂w

∂τ
= z

∂w

∂z
. (5.91)

In the following subsection, we analyze the asymptotics of these integrals, and consider an associated

Riemann-Hilbert problem for the wj(z)’s, which we shall make use of in the first transformation Y 7→ X.

5.3.2 RHP and Asymptotics For the Pearcey-Type Integrals

We begin by utilizing classical steepest descent analysis to determine the asymptotics of each of the

integrals

wj(z) =

∫
γj

exp [N(τzw − V (w))]dw, (5.92)

as z → ∞, where γj , j = 1, ..., 4 are one of the contours in Figure (5.11). Making the change of variables

w = z1/3ζ, the functions wj(z) can be rewritten as

wj(z) = z1/3
∫
z1/3·γj

exp

[
Nz4/3

{
τζ − t

4
ζ4 − 1

2z2/3
ζ2
}]

dζ, (5.93)

The large z saddle points of the integrand are determined by the roots of the polynomial

0 =
d

dζ

[
τζ − t

4
ζ4 − 1

2z2/3
ζ2
]
= τ − tζ3 − 1

z2/3
ζ (5.94)
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We label the solutions of the above equation as sk(z), k = 1, 2, 3; these solutions have the asymptotic

expansion

sk(z) = −τ
1/3ωk−1

(−t)1/3
− ω1−k

3τ1/3(−t)2/3
z−2/3 +

ωk−1

81τ5/3(−t)4/3
z−2 +

ω1−k

243τ11/3
z−8/3 +O(z−4). (5.95)

Here, we take the principal branch of the cube root. Since we only need the large z asymptotics of the saddle

points, this definition of the sk(z)’s is sufficient for our purposes. The exponent evaluated at the saddle

points is then

Nθk(z) : = Nz4/3
[
τsk(z)−

t

4
sk(z)

4 − 1

2z2/3
sk(z)

2

]
= N

[
−3ωk−1

4

τ4/3

(−t)1/3
z4/3 − ω1−k

2

τ2/3

(−t)2/3
z2/3 +

1

6t
− ωk−1

54τ2/3(−t)4/3z2/3
+O

(
1

|z|4/3

)]
, (5.96)

as z → ∞. We also need the quantities

z1/3

√
−2π

Nz4/3
[
z−2/3 + 3tsk(z)2

]
= i

√
2π

3N

(
ω1−k

(−t)1/6τ1/3z1/3
− 1

6(−t)1/2τz
− ωk−1

72

1

(−t)5/6τ5/3z5/3
+O

(
1

|z|7/3

))
. (5.97)

We always choose the branch cuts along the negative real axis, and we have chosen principal branch of the

square root above. Now, the saddle point approximation tells us that the functions wj(z) are approximated

by

wj(z) =

∫
γj

exp [N(τzw − V (w))]dw = z1/3

√
−2π

N
[
z2/3 + 3tz4/3s∗(z)2

]eNθ∗(z)

(
1 +O

(
1

z4/3

))
, (5.98)

z → ∞, where s∗(z) represents the nearest contributing saddle point to the contour γj , which gives the

dominant contribution to the integral. For the kth saddle point, we call the dominant contribution Sk(z):

Sk(z) := z1/3

√
−2π

N
[
z2/3 + 3tz4/3sk(z)2

]eNθk(z)

= i

√
2π

3N

(
ω1−k

(−t)1/6τ1/3z1/3
− 1

6(−t)1/2τz
− ωk−1

72

1

(−t)5/6τ5/3z5/3
+O

(
1

|z|7/3

))
(5.99)

× exp

[
N

[
−3ωk−1

4

τ4/3

(−t)1/3
z4/3 − ω1−k

2

τ2/3

(−t)2/3
z2/3 +

1

6t
− ωk−1

54τ2/3(−t)4/3z2/3
+O

(
1

|z|4/3

)]]
.
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From this formula, we can write the asymptotics for each of the wj(z)’s by determining the dominant

saddle point; this saddle point depends on arg z. We have the following large-z asymptotic formulae:

w1(z) =


−S2(z)[1 +O(z−4/3)], 0 < arg z < π,

−S3(z)[1 +O(z−4/3)], −π < arg z < 0.

(5.100)

w2(z) =


S3(z)[1 +O(z−4/3)], −π

2 < arg z < π,

S1(z)[1 +O(z−4/3)], −π < arg z < −π
2 .

(5.101)

w3(z) = −S1(z)[1 +O(z−4/3)], |arg z|< π, (5.102)

w4(z) =


S1(z)[1 +O(z−4/3)], π

2 < arg z < π,

S2(z)[1 +O(z−4/3)], −π < arg z < π
2 .

(5.103)

The signs in front of the Sk(z)’s are chosen to be consistent with the orientation of the contours.

Define the row vectors

w⃗j(z) :=

(
wj(z),

w′
j(z)

Nτ
,
w′′

j (z)

(Nτ)2

)
, (5.104)

where ′ here denotes the derivative with respect to z. We now define a 3× 3 matrix W(z) as

W(z) =




−w⃗2(z)

w⃗3(z)

w⃗1(z)

 , z ∈ Ωu,


w⃗3(z) + w⃗4(z)

w⃗3(z)

w⃗1(z)

 , z ∈ Ωc,


w⃗4(z)

w⃗3(z)

w⃗1(z)

 , z ∈ Ωℓ.

(5.105)

W(z) is defined so that it is the unique solution to the following Riemann-Hilbert problem:
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Theorem 5.18. W(z) is the unique solution to the Riemann-Hilbert problem

W̃+(z) =


JaW̃−(z), z ∈ Γ1,

JbW̃−(z), z ∈ Γ2,

(5.106)

where the matrices Ja, Jb are defined as

Ja =


1 0 1

0 1 0

0 0 1

 , Jb =


1 1 0

0 1 0

0 0 1

 . (5.107)

Note that JaJb = JbJa = J . Furthermore, W(z) has asymptotics

W(z) = cN · eNΛ(z)A(z)B(z)K̂

[
I3×3 +O

(
1

z

)]
, z → ∞. (5.108)

Here, the constant cN := i
√

2π
3N . The matrix Λ(z) is defined to be

Λ(z) =


diag(θ̂3(z), θ̂1(z), θ̂2(z)), Im z > 0,

diag(θ̂2(z), θ̂1(z), θ̂3(z)), Im z < 0,

(5.109)

where the functions θ̂j(z) are defined by the exact formulas

θ̂j(z) = −3ωk−1

4

τ4/3

(−t)1/3
z4/3 − ω1−k

2

τ2/3

(−t)2/3
z2/3 +

1

6t
. (5.110)

The matrices A(z), B(z), and K̂ are defined by

A(z) =


(

−ω 1 ω2

−1 1 1
−ω2 1 ω

)
, Im z > 0,(

ω2 −1 −ω
−1 1 1
−ω 1 ω2

)
, Im z < 0.

(5.111)

B(z) =

(
z−1/3 0 0

0 1 0
0 0 z1/3

)
, (5.112)

K̂ =

(
(−t)−1/6τ1/3 0 − n+27t

54(−t)13/6τ1/3

0 (−t)−1/2 0

0 0 −(−t)−5/6τ1/3

)
. (5.113)
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Proof. The proof of this theorem is just a tedious check that the formulas we have previously derived for

the asymptotics of the wj(z)’s indeed guarantee that the W(z) solves the above Riemann-Hilbert problem.

Uniqueness follows from standard arguments with Morera’s and Liouville’s theorem. We remark that the

terms decaying in z as z → ∞ in the functions θj(z) can be absorbed into the asympototic expansion

I+O(z−1), by passing this part of the expansion to the right of the matrices A(z)B(z). More precisely, the

expansion of the Laurent series is 3

I3×3 +

 0 −N3−72N2t−891Nt2−810t3

5832Nt3τ
0

−N+9t
54τt 0 N3+36N2t−81Nt2−810t3

5832Nt3τ

0 −N−9t
54τt 0

z−1 +O(z−2).

We furthermore have the following proposition, which will be useful later in the computation of the

τ -function.

Proposition 5.19. W(z) satisfies the following differential equations:

∂W

∂z
= W ·Mz(z),

∂W

∂t
= W ·Mt(z),

∂W

∂τ
= W ·Mτ (z) (5.114)

where the matrices Mz(z), Mt(z), and Mτ (z) are defined by

Mz(z) = Nτ


0 0 τz/t

1 0 −1/t

0 1 0

 , (5.115)

Mt(z) =
N

4t


−1/N τz/t −τ2z2/t+ 1

Nt

−τz −(1/t+ 2/N) 2τz/t

1 −τz −(1/t+ 3/N)

 , (5.116)

Mτ (z) = Nz


0 0 τz/t

1 0 −1/t

0 1 0

 . (5.117)

Proof. This is an immediate consequence of the differential equation (5.88) and the relations ∂w
∂t = − 1

4N3τ4
∂4w
∂z4 ,

and τ ∂w
∂τ = z ∂w

∂z . As a consistency check, one may verify that the compatability conditions between these

equations (i.e., the zero-curvature equations) hold trivially.
3The regular series expansion here either by (i) calculating subleading asymptotics of the saddle point expansion to high

enough order, or (ii) using the fact that the asymptotic expansion itself should satisfy the differential equation(s) (5.114), and
determining the coefficients of the subleading expansion recursively.
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Remark 5.20. It is useful to notice that the function A(z)B(z) is a solution to the following Riemann-

Hilbert problem: A(z)B(z) is analytic in C \ R, and satisfies the jump condition

A+(z)B+(z) =


(

0 0 1
0 1 0
−1 0 0

)
A−(z)B−(z), z > 0,(

0 1 0
−1 0 0
0 0 1

)
A−(z)B−(z), z < 0.

(5.118)

5.3.3 The Transformation Y → X

We now define the transformation Y 7→ X. We set

X(z) :=
(

1 0
0 cN K̂

)
Y(z)

e−NV (z) 0

0 W−1(z)

 . (5.119)

By construction, X(z) is piecewise analytic on C \ (Γ1 ∪ Γ2 ∪ Γ). X(z) satisfies the following RHP:

Proposition 5.21. X(z) is the unique solution to the following Riemann-Hilbert Problem:

X+(z) = X−(z)×



(
1 0
0 J−1

a

)
z ∈ Γ1,

(
1 0
0 J−1

b

)
z ∈ Γ2,

(
1 1 0 0

0⃗1×3 I3×3

)
z ∈ Γ,

(5.120)

Subject to the asymptotic condition

X(z) =

[
I+O

(
1

z

)](
1 0
0 B−1(z)A−1(z)

)( zn 0 0 0
0 z−n/3 0 0
0 0 z−n/3 0
0 0 0 z−n/3

)
e−NΘ̂(z), (5.121)

Where Θ(z) is defined as the diagonal matrix

Θ̂(z) =

V (z) 0

0 Λ(z)

 , (5.122)

where Λ(z) is the diagonal 3× 3 matrix defined by (5.109).

Proof. The asymptotic condition (5.121) follows almost immediately from the definition of X(z); along with

the definition of the matrix W(z). Indeed, this is obvious in the regions Ωu and Ωℓ, and follows from

definition of W(z). The only detail to check is that the asymptotics of W(z) in the region Ωc are correct.
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We see that W(z) in this region is obtained by adding the recessive solution −w⃗1(z) to the first row; since

this solution is recessive in the region Ωc, the asymptotics of −w⃗2(z)− w⃗1(z)(= w⃗3(z)+ w⃗4(z)) are the same

as the asymptotics of −w⃗2(z) there. Thus, the asymptotics of X(z) from the proposition hold.

Now, we address the jump conditions of X(z). Since the matrix function

e−NV (z) 0

0 W−1(z)


has jumps only on Γ1,Γ2 (arising from the jumps of W(z)), and these contours do not intersect Γ, the first

two jump conditions are clearly satisfied. It remains to check the jump of X(z) across Γ. The jump of Y(z)

on Γ is

JY = I+ e−NV (z)

(
0 f(z)

f′(z)
Nτ

f′′(z)
(Nτ)2

0 0 0 0
0 0 0 0
0 0 0 0

)
=: I+ e−NV (z)

(
0 f⃗(z)
0 0 0 0
0 0 0 0
0 0 0 0

)
,

where f⃗(z) is the row vector

f⃗(z) :=

(
f(z),

f ′(z)

Nτ
,
f ′′(z)

(Nτ)2

)
.

Now, since Γ is homologically equivalent to −γ2 − γ1, we have that L⃗(z) = −w⃗2(z)− w⃗1(z). Thus, the jump

of X(z) across Γ is

eNV (z) 0

0 W(z)

[I+ e−NV (z)

(
0 f⃗(z)
0 0 0 0
0 0 0 0
0 0 0 0

)]e−NV (z) 0

0 W−1(z)


= I+

(
0 f⃗(z)W−1(z)
0 0 0 0
0 0 0 0
0 0 0 0

)
= I+

(
0 (−w⃗2(z)−w⃗1(z))W

−1(z)
0 0 0 0
0 0 0 0
0 0 0 0

)
=

(
1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1

)
.

Here, we have used the relations

w⃗1(z)W
−1(z) = (0, 0, 1), w⃗2(z)W

−1(z) = (−1, 0,−1),

w⃗3(z)W
−1(z) = (0, 1, 0), w⃗4(z)W

−1(z) = (1,−1, 0),

resulting from the fact that, in a neighborhood of Γ, the matrix W(z) admits the expression

W(z) =


w⃗3(z) + w⃗4(z)

w⃗3(z)

w⃗1(z)

 ,

along with the identity W(z)W−1(z) = I3×3.
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Remark 5.22. Note that, if we had equivalently chosen γ3+γ4 as the homological representative for Γ, the

same resulting jump matrix is obtained.

5.4 The Second Transformation X → U.

Define the matrix

G(z) :=



exp [nτΩ1(z)] 0 0 0

0 exp [nτΩ2(z)] 0 0

0 0 exp [nτΩ3(z)] 0

0 0 0 exp [nτΩ4(z)]


. (5.123)

We now are ready to perform the transformation X 7→ U. Set

U(z) := [I− nC1 · E24] e
−nL X(z)G(z), (5.124)

where G(z) is defined as above, C1 is the constant appearing in the z−2/3 term of the asymptotics of the

Ωj(z)’s (cf. Equation (5.48)), and L is the diagonal constant matrix

L := diag (ℓ0, ℓ1 −
1

6t
, ℓ1 −

1

6t
, ℓ1 −

1

6t
). (5.125)

Clearly, U(z) is analytic in C \ (Γ ∪ Γ1 ∪ Γ2); the goal of this subsection is to show that U(z) is the unique

solution to its own Riemann-Hilbert problem.
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Proposition 5.23. The function U(z) is the unique solution to the following Riemann-Hilbert problem:

U+(z) = U−(z)×

I− E24e
−nτ [Ω2(z)−Ω4(z)], z ∈ Γ1 ∩ {Im z > 0},(

1 0 0 0
0 e−nτ[Ω2,−(z)−Ω4,−(z)] 0 −1
0 0 1 0
0 0 0 enτ[Ω2,−(z)−Ω4,−(z)]

)
, z ∈ Γ1 ∩ {Im z = 0},

I− E23e
−nτ [Ω2(z)−Ω3(z)], z ∈ Γ2 ∩ {Im z < 0},(

1 0 0 0
0 e−nτ[Ω2,−(z)−Ω3,−(z)] −1 0

0 0 enτ[Ω2,−(z)−Ω3,−(z)] 0
0 0 0 1

)
, z ∈ Γ2 ∩ {Im z = 0},

I+ E12e
−nτ [Ω1(z)−Ω2(z)], z ∈ Γ \ {Im z = 0},(

e−nτ[Ω1,−(z)−Ω2,−(z)] 1 0 0
0 enτ[Ω1,−(z)−Ω2,−(z)] 0 0
0 0 1 0
0 0 0 1

)
, z ∈ Γ ∩ {Im z = 0}.

(5.126)

The asymptotics of U(z) are given by

U(z) =

[
I+O

(
1

z1/3

)](
1 0
0 B−1(z)A−1(z)

)
, z → ∞. (5.127)

Proof. The jump conditions satisfied by U(z) are readily verified from the definitions of X(z), G(z). Further-

more, the ‘exponential asymptotics’ of X(z) are removed by multiplication by G(z); comparison of formulas

(5.41)-(5.44) with (5.121), along with the explicit expressions for the asymptotics of the functions θk(z) (see

equation (5.96)) shows that this is indeed the case. Indeed, we have that, as z → ∞,

U(z) = [I− nC1 · E24] e
−nL[I+O(z−1)]

(
zn 0
0 z−n/3I3×3

)(
1 0
0 B−1(z)A−1(z)

)
e−nΘ̂(z) G(z)

= [I− nC1 · E24] [I+O(z−1)]
(

1 0
0 B−1(z)A−1(z)

)(
1+O(z−2) 0

0 I3×3+nĈz−2/3+O(z−4/3)

)
,

Here, Ĉ is the piecewise constant diagonal matrix

Ĉ =


diag (ω2C1, C1, ωC1), Im z > 0,

diag (ωC1, C1, ω
2C1), Im z < 0.
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If we interchange the order of the last two matrices, we obtain that, as z → ∞,

U(z) = [I− nC1 · E24] [I+O(z−1)]
[
I+ nC1 · E24 +O(z−1/3)

] (
1 0
0 B−1(z)A−1(z)

)
=
[
I+O(z−1/3)

] (
1 0
0 B−1(z)A−1(z)

)
.

We will analyze the jumps of this new matrix after opening lenses; this is performed in the next section.

5.5 The Third and Fourth Transformations U → T → S.

Here, we perform the lensing transformations. The first lensing transformation will open lenses around

the unbounded branch cuts (−∞,−β] ∪ [β,∞); this will constitute the transformation U 7→ T. The lens

opening around the central cut [−α, α] is performed next; this will constitute the transformation T 7→ S. We

remark here that the choice of (a, b) (i.e., whether the spectral curve is critical, generic, or multicritical) is

irrelevant here, as all of the lensing propositions of Section 5.2.3 guarantee the same inequalities hold around

the branch points. These cases will become distinguished when we later try to find a parametrix.

5.5.1 The Third Transformation U → T

The opening of lenses here is based on the factorization of the jump matrix

e−ng+(z) −1

0 e−ng−(z)

 =

 1 0

−e−ng−(z) 1


0 −1

1 0


 1 0

−e−ng+(z) 1

 , (5.128)

where g+(z), g−(z) are the boundary values of one of the functions Ω3(z) − Ω2(z), Ω4(z) − Ω2(z) from

above/below the contour.

By the lensing propositions of the previous section, there exist lens-shaped regions such as this depicted

in Figure (5.10) around (−∞,−β] (respectively, [β,∞)) such that the differences Re [Ω3 −Ω2] (respectively,

Re [Ω4 − Ω2]) are positive in this region. Define Γ1,u,Γ1,l as the boundaries of the lensing region around

[β,∞) in the upper and lower half planes, and similarly define Γ2,u,Γ2,l as the boundaries of the lensing

region around (−∞,−β]. The sectors enclosed by these contours are labelled as follows:

• Σ1,u is the region enclosed by Γ1,u and [β,∞),

• Σ1,l is the region enclosed by Γ1,l and [β,∞),

• Σ2,u is the region enclosed by Γ2,u and (−∞,−β],
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• Σ2,l is the region enclosed by Γ2,l and (−∞,−β].

These contours are depicted in Figure (5.10). Define matrices

V1(z) =

( 1 0 0 0
0 1 0 0
0 0 1 0
0 −e−nτ[Ω4(z)−Ω2(z)] 0 1

)
, V2(z) =

( 1 0 0 0
0 1 0 0
0 −e−nτ[Ω3(z)−Ω2(z)] 1 0
0 0 0 1

)
. (5.129)

We define the transformation U 7→ T by setting

T(z) =



U(z)V −1
1 (z), z ∈ Σ1,u,

U(z)V1(z), z ∈ Σ1,l,

U(z)V −1
2 (z), z ∈ Σ2,u,

U(z)V2(z), z ∈ Σ2,l,

U(z), elsewhere.

(5.130)

Clearly, T(z) is a piecewise analytic function off of the contours Γ1,Γ2, Γ, Γ1,u, Γ1,l, Γ2,u , and Γ2,l. In fact,

T(z) is the unique solution to the following Riemann-Hilbert problem:

Proposition 5.24. The function T(z) is the unique solution to the following RHP:

T+(z) = T−(z)



I− E42e
−nτ [Ω4(z)−Ω2(z)], z ∈ Γ1,u ∪ Γ1,l,

I− E32e
−nτ [Ω3(z)−Ω2(z)], z ∈ Γ2,u ∪ Γ2,l,(

1 0 0 0
0 0 0 −1
0 0 1 0
0 1 0 0

)
, z ∈ [β,∞),(

1 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 1

)
, z ∈ (−∞,−β],

I− E24e
−nτ [Ω2(z)−Ω4(z)], z ∈ Γ1 ∩ {Im z > 0},

I− E23e
−nτ [Ω2(z)−Ω3(z)], z ∈ Γ2 ∩ {Im z < 0},

I+ E12e
−nτ [Ω1(z)−Ω2(z)], z ∈ Γ \ [−α, α],(

e−nτ[Ω1,−(z)−Ω2,−(z)] 1 0 0
0 enτ[Ω1,−(z)−Ω2,−(z)] 0 0
0 0 1 0
0 0 0 1

)
, z ∈ [−α, α].

(5.131)

Furthermore, T(z) has asymptotics

T(z) =

[
I+O(z−1/3)

](
1 0
0 B−1(z)A−1(z)

)
, z → ∞. (5.132)

Proof. The proof of this proposition follows immediately from the definition of T(z).
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5.5.2 The Fourth Transformation T → S

We now open the lens around the segment [−α, α]. This is based on the following factorization of the

jump matrix:

(
e−nτ[Ω2,+(z)−Ω1,+(z)] 1 0 0

0 e−nτ[Ω2,−(z)−Ω1,−(z)] 0 0
0 0 1 0
0 0 0 1

)
=

(
1 0 0 0

e−nτ[Ω2,−(z)−Ω1,−(z)] 1 0 0
0 0 1 0
0 0 0 1

)(
0 1 0 0
−1 0 0 0
0 0 1 0
0 0 0 1

)(
1 0 0 0

e−nτ[Ω2,+(z)−Ω1,+(z)] 1 0 0
0 0 1 0
0 0 0 1

)
.

(5.133)

By the lensing propositions of Section §3, there exists a lens-shaped region around [−α, α] such that the

difference Re [Ω2 − Ω1](z) > 0. Define contours Γu,Γl as the boundaries of this lens-shaped region in the

upper and lower half planes, respectively. Further, put Σu,Σl to be the regions enclosed by [−α, α] and

Γu,Γl, respectively. Define the invertible matrix V0(z) in the lensed region Σu ∪ Σl by

V0(z) :=

(
1 0 0 0

e−nτ[Ω2(z)−Ω1(z)] 1 0 0
0 0 1 0
0 0 0 1

)
. (5.134)

We define the piecewise analytic function S(z) by

S(z) :=



T(z)V −1
0 (z), z ∈ Σl,

T(z)V0(z), z ∈ Σu,

T(z), otherwise.

(5.135)

In this case, S(z) is the unique solution to the following RHP:
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Proposition 5.25. The function S(z) is the unique solution to the following Riemann-Hilbert problem: S(z)

is piecewise analytic off the contours Γ1,Γ2, Γ, Γ1,u, Γ1,l, Γ2,u, Γ2,l, Γl, and Γu, satisfying the jump condition

S+(z) = S−(z)



I− E42e
−nτ [Ω4(z)−Ω2(z)], z ∈ Γ1,u ∪ Γ1,l,

I− E32e
−nτ [Ω3(z)−Ω2(z)], z ∈ Γ2,u ∪ Γ2,l,(

1 0 0 0
0 0 0 −1
0 0 1 0
0 1 0 0

)
, z ∈ [β,∞),(

1 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 1

)
, z ∈ (−∞,−β],(

0 1 0 0
−1 0 0 0
0 0 1 0
0 0 0 1

)
z ∈ [−α, α],

I− E24e
−nτ [Ω2(z)−Ω4(z)], z ∈ Γ1 ∩ {Im z > 0},

I− E23e
−nτ [Ω2(z)−Ω3(z)], z ∈ Γ2 ∩ {Im z < 0},

I+ E12e
−nτ [Ω1(z)−Ω2(z)], z ∈ Γ \ [−α, α],

I+ E21e
−nτ [Ω2(z)−Ω1(z)], z ∈ Γu ∪ Γl.

(5.136)

Furthermore, S(z) has asymptotics

S(z) =

[
I+O

(
z−1

) ]( 1 0
0 B−1(z)A−1(z)

)
, z → ∞. (5.137)

Proof. Again, the proof of this proposition follows immediately from the definition of S(z). The fact that

the stronger condition

S(z) =

[
I+O

(
z−1

) ]( 1 0
0 B−1(z)A−1(z)

)
, z → ∞, (5.138)

holds is due to the fact that the jumps of A(z)B(z) match the jumps of S(z) at infinity, as per Remark

(5.20). Thus, O(z−1/3) can be replaced with O(z−1) in the asymptotics of S(z).

5.6 Construction of Parametrices and the Transformation S → R.

All of the jumps of S are either constant, or exponentially small. Our next task is to try and eliminate

these constant jumps. We will accomplish this task by searching for an approximate solution, called the global

parametrix to the Riemann-Hilbert problem at hand; this approximate solution will match the constant

jumps of S exactly, but the difference of jumps near the branch points will be ‘bad’, requiring us to find local

approximations to the RHP (local parametrices) there. Aside from the proofs of the lensing inequalities, this
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Γu

Γl

Γ2

Γ2,u
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Γ1,u

Γ1,l

Γ1

Figure 5.12. The opened lenses.

is really the first place we will see a difference between the multicritical, critical, and generic (non-critical)

cases.

5.6.1 Global Parametrix.

If we ignore the exponentially small jumps of S(z), we obtain the following model RHP for a 4 × 4

matrix-valued function M(z):



M is analytic in C \ R,

M+(z) =M−(z)

(
1 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 1

)
, z ∈ (−∞,−β],

M+(z) =M−(z)

(
0 1 0 0
−1 0 0 0
0 0 1 0
0 0 0 1

)
, z ∈ [−α, α],

M+(z) =M−(z)

(
1 0 0 0
0 0 0 −1
0 0 1 0
0 1 0 0

)
, z ∈ [β,∞),

M(z) =

[
I+O(z−1)

](
1 0
0 B−1(z)A−1(z)

)
, z → ∞.

(5.139)

In general, solutions to (5.139) will not be unique. Uniqueness can be guaranteed by imposing additionally

that 
M(z) = O((z ∓ α)−1/4), z → ±α,

M(z) = O((z ∓ β)−1/4), z → ±β.
(5.140)
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(
1 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 1

) (
0 1 0 0
−1 0 0 0
0 0 1 0
0 0 0 1

) (
1 0 0 0
0 0 0 −1
0 0 1 0
0 1 0 0

)

Figure 5.13. The jumps of the global parametrix M(z) on R. Note that, when a, b → 1, branch points
merge, and the cuts cover the whole real line.

Then, from the usual Liouville argument, it is clear that if a solution to (5.139) (with the constraint (5.140)

imposed) exists, it is unique. We show that a solution exists by direct construction.

Proposition 5.26. The solution to the global parametrix is given by

Mjk(z) =


ψj(uk(z)), Im z > 0,

Sjkψj(uk(z)), Im z < 0,

(5.141)

where uk(z) is the restriction of the uniformizing coordinate to the kth sheet, and the functions ψj(u) are

given by 
ψ1(u) =

u2√
(u2−b2)(u2−a2)

, ψ2(u) =
(
− 3τ

t

)1/6 2a2b2−3(a2+b2)u2

18u
√

(u2−b2)(u2−a2)

ψ3(u) =
ab

3
√

(u2−b2)(u2−a2)
, ψ4(u) =

(
− t

27τ

)1/6 u√
(u2−b2)(u2−a2)

,

(5.142)

and S = diag (1,−1, 1, 1).

Proof. Let us assume we are in either the generic (noncritical) or critical case, we have that α = α(a, b) <

β(a, b) = β. Following [39], we will solve find it convenient to solve this problem in the uniformizing

coordinate z = z(u):

z(u) = A(a, b)

(
u+

a2 + b2

u
− a2b2

3u3

)
.

Consider the general row vector

ψ⃗(z) =


[fu(u1(z)), g

u(u2(z)), h
u(u3(z)), k

u(u4(z))] , Im z > 0,[
f l(u1(z)), g

l(u2(z)), h
l(u3(z)), k

l(u4(z))
]
, Im z < 0.

(5.143)
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where fu, gu, hu, ku (respectively, f l, gl, hl, kl) are analytic functions away from the real axis, to be deter-

mined. Suppose ψ⃗(z) satisfies the jumps of the global parametrix. Now, consider the analytic continuation of

ψ⃗ through (−∞,−β]: upon continuation, u2(z) and u3(z) are interchanged. On the other hand, the analytic

continuation is determined by the jump condition of the global parametrix. This leads to the constraint

[fu(u1(z)), g
u(u3(z)), h

u(u2(z)), k
u(u4(z))] =

[
f l(u1(z)), h

l(u3(z)),−gl(u2(z)), kl(u4(z))
]
, (5.144)

for z ∈ (−∞,−β]. In particular, this implies the equalities fu = f l, ku = kl, gu = hl, and hu = −gl. Similar

analysis on the other cuts leads in particular to the further compatibility conditions

gu = kl, ku = −gl, fu = −gl, gu = f l. (5.145)

Thus, the global parametrix depends on only on the unknown function: fu =: ψ. Therefore,

ψ⃗(z) =


[ψ(u1(z)), ψ(u2(z)), ψ(u3(z)), ψ(u4(z))] , Im z > 0,

[ψ(u1(z)),−ψ(u2(z)), ψ(u3(z)), ψ(u4(z))] , Im z < 0.

(5.146)

We have thus shown that, in the upper half plane,

ψ⃗(z) = [ψ(u1(z)), ψ(u2(z)), ψ(u3(z)), ψ(u4(z))] , (5.147)

where ψ⃗(z) defines a (possibly multivalued) analytic function in the uniformizing plane, which is defined

by its components ψ(uj(z)) in each of the images of the sheets j = 1, 2, 3, 4. Suppose ψ⃗(z) satisfies the

jump conditions of (5.139). Let us compute the monodromy of ψ around each of the branch points. In the

uniformizing coordinate, the branch points are mapped on to ±a and ±b (Note: provided we are away from

the multi-critical point, we have that 0 < b < 1 ≤ a ≤ b−1). By direct computation using the Riemann-

Hilbert problem, we find that ψ(u) has square-root singularities at each of the branch points ±a,±b, and

possibly a pole singularity at u = 0. The form of ψ(u) is then fixed to be

ψ(u) =
p3(u)

u
√
(u2 − a2)(u2 − b2)

, (5.148)

where p3(u) is some polynomial of degree ≤ 3, and the positive branch cut of the square root is chosen, with

branch cuts on the intervals [−a,−b]∪ [b, a]. The form of ψ(u) is fixed by the following constraints. For any

choice of p3(u), ψk(u) is analytic in C \ γ, where γ is the image of the cuts in the uniformizing plane, and
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satisfies the following conditions:



ψ+(u) = −ψ−(u), u ∈ γ,

ψ(u) = O(1), u→ ∞,

ψ(u) = O(u−1), u→ 0,

ψ(u) = O((u∓ a)−1/2), u→ ±a,

ψ(u) = O((u∓ b)−1/2), u→ ±b.

These conditions guarantee that the entries of M(z) are O(1) as z → ∞ on the first sheet, and O(z1/3) on

sheets 2–4. It also guarantees thatM(z) has the correct jumps. For a given row, we can use the normalization

condition of the Riemann-Hilbert problem to determine the coefficients of p3(u).

Setting p3(u) = c0 + c1u + c2u
2 + c3u

3, then we have the following large z expansions of the functions

ψ(uj(z)):

ψ(u1(z)) = c3 +
c2A

z
+

((a2 + b2)c3 + 2c1)A
2

2z2
+

(3(a2 + b2)c2 + 2c0)A
3

2z3
+O(z−4),

ψ(u2(z)) =


− 3

1
3 c0

(ab)
5
3

ω2z
1
3

A
1
3

+ c1
ab −

2a2b2c2+3c0(a
2+b2)

3
1
3 (ab)

7
3

ωA
1
3

z
1
3

+ 3
1
3 (2a2b2c3−(a2+b2)c1)

6a
5
3 b

5
3

ω2A
2
3

z
2
3

+O(z−1), Im z > 0,

− 3
1
3 c0

(ab)
5
3

ωz
1
3

A
1
3

+ c1
ab −

2a2b2c2+3c0(a
2+b2)

3
1
3 (ab)

7
3

ω2A
1
3

z
1
3

+ 3
1
3 (2a2b2c3−(a2+b2)c1)

6a
5
3 b

5
3

ωA
2
3

z
2
3

+O(z−1), Im z < 0,

ψ(u3(z)) = − 3
1
3 c0

(ab)
5
3

z
1
3

A
1
3

+
c1
ab

− 2a2b2c2 + 3c0(a
2 + b2)

3
1
3 (ab)

7
3

A
1
3

z
1
3

+
3

1
3 (2a2b2c3 − (a2 + b2)c1)

6a
5
3 b

5
3

A
2
3

z
2
3

+O(z−1)

ψ(u4(z)) =


− 3

1
3 c0

(ab)
5
3

ωz
1
3

A
1
3

+ c1
ab −

2a2b2c2+3c0(a
2+b2)

3
1
3 (ab)

7
3

ω2A
1
3

z
1
3

+ 3
1
3 (2a2b2c3−(a2+b2)c1)

6a
5
3 b

5
3

ωA
2
3

z
2
3

+O(z−1), Im z > 0,

− 3
1
3 c0

(ab)
5
3

ω2z
1
3

A
1
3

+ c1
ab −

2a2b2c2+3c0(a
2+b2)

3
1
3 (ab)

7
3

ωA
1
3

z
1
3

+ 3
1
3 (2a2b2c3−(a2+b2)c1)

6a
5
3 b

5
3

ω2A
2
3

z
2
3

+O(z−1), Im z < 0,

Since
(
1 0
0 A(z)B(z)

)
M(z) has no jumps near infinity, it admits the expansion

(
1 0
0 A(z)B(z)

)
M(z) = I+O(z−1), z → ∞. (5.149)

This fact allows us to determine the constants {ci} for each row; the rest of the proof follows from direct

computation. A similar analysis in the lower half plane may be performed, and the same result for ψ(z)

is obtained. The expression in the lower half plane can also be obtained by analytic continuation of the

solution in the upper half plane, in accordance with the jump conditions of the global parametrix.

Remark 5.27. So far, we have ignored the multicritical case, when a = b = 1. In this case, the branch

points in both the physical and uniformizing planes merge into a pair of branch points, say, ±α. If we follow
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the same procedure as before, we find that any row vector ψ(u) = [ψ(u1(z)), ..., ψ(u4(z))] has no monodromy,

and thus defines a meromorphic function on the spectral curve. In fact, if we complete the calculations, we

find that the solution to the global parametrix in the multicritical case is just the degeneration of the general

global parametrix as a, b→ 1. Direct inspection of the general global parametrix shows us that (a, b) = (1, 1)

is the only point in R where the rows of the global parametrix are single-valued in the uniformizing plane.

Remark 5.28. The final step in the steepest descent analysis is to calculate the local parametrices near the

branch points, where the global parametrix is a bad approximation to S(z). In the next section, many of

the jumps will involve differences of the Ωj(z)’s. For this reason, we introduce the notation

δΩij(z) := Ωi(z)− Ωj(z), (5.150)

for i, j ∈ {1, ..., 4}.

We have now found an approximate solution to the Riemann-Hilbert problem for S(z). Indeed, if we

consider the matrix

Rout(z) := S(z)M−1(z), (5.151)

we see that Rout(z) → I as z → ∞. Furthermore, the jumps of Rout(z) are all exponentially small (in n),

with one exception: near the branch points ±α, ±β, the jumps are not close to the identity, as n → ∞.

Therefore, we must try to find a better approximation of S(z) near the branch points.

Remark 5.29. Here is the first place where we will see explicitly that the generic, critical, and multicritical

cases differ. We are really only interested in the multicritical phase transition, as the other local parametrices

are comparatively standard. We address the generic and critical cases here. Our description of these cases

is brief, as they are closer to what appears in the established literature.

1. The Generic Case: Airy Parametrices.

For (τ, t) off the critical curve, the situation is generic, and the behavior of the δΩij(z)’s near the

branch points is

δΩij(z) ∼ (z ± α)3/2 (resp. ∼ (z ± β)3/2 ). (5.152)

(cf. Proposition (5.6) ). By now, it is well-established in the literature that this behavior leads to

Airy-type parametrices at each of the branch points. Since this computation is familiar, and since our

interest lies mainly in the multicritical case, we omit the explicit calculation of the parametrices here.

2. The Low-Temperature critical case: Painlevé I.
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For (τ, t) on the low-temperature critical curve (i.e., the curve defined by the equation t = − 1
12 +

2
9τ

2,

0 < τ < 1
4 ), the behavior of the δΩij(z)’s near each of the four branch points ±α, ±β, is

δΩij(z) ∼ (z ± α)5/2 (resp. ∼ (z ± β)5/2 ). (5.153)

(cf. Proposition (5.9) ). It is also widely acknowledged in the literature (cf. [38], for example) that

such local behavior leads to a Painlevé I-type Riemann-Hilbert problem, which has been the subject of

intensive study [66, 67]. We expect that the same analysis applies to the situation at hand, and leads

to a description of the partition function in terms of the same solution to Painlevé I that appears in

the description of the critical 1-matrix model [38, 47, 48]. Again, since we are mainly interested in

the behavior of the partition function at the multicritical point, we omit the explicit calculation of the

parametrices here.

3. The High-Temperature critical case: Painlevé I and Airy.

For (τ, t) on the high-temperature critical curve (i.e., the curve defined by the equation t = − 2
9

√
τ(
√
τ−

1)2(
√
τ + 2), 1

4 < τ < 1), the behavior of the δΩij(z)’s the branch points is

δΩij(z) ∼ (z ± α)5/2, δΩij(z) ∼ (z ± β)3/2, (5.154)

as z → ±α, z → ±β, respectively (cf. Proposition (5.12)). This indicates that the appropriate local

parametrices to use near z = ±β are Airy-type parametrices, by our previous commentary for the

generic situation. Similarly, we expect that near the branch points z = ±α, one should use Painlevé

I parametrices. Thus, the local parametrix structure on the high-temperature critical curve is a mix

of the low-temperature critical and generic situations. On the support of the main cut, the density is

still critical, and Painlevé I parametrices are needed; however, the other cuts cease to be “critical”, as

they were in the low-temperature regime.

We again omit the explicit calculation of the parametrices here, as our main interests lie elsewhere.
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 1 0 0 0
0 0 0 −1
0 0 1 0
0 1 0 0

 0 1 0 0
−1 0 0 0
0 0 1 0
0 0 0 1



I + E12e
−nτδΩ12(z)

I − E24e
−nτδΩ24(z)

I + E21e
−nτδΩ21(z)

I + E21e
−nτδΩ21(z)

I − E42e
−nτδΩ42(z)

I − E42e
−nτδΩ42(z)

Figure 5.14. The jumps of the Riemann-Hilbert problem for S(z) in a small disc at z = α. We must match
these jumps exactly. Note that only the rows (columns) 1, 2, and 4 participate nontrivially.

5.6.2 Local Parametrices: The Multicritical Case.

The multicritical case is distinguished from the other critical cases in the sense that:

• The local behavior of the functions δΩjk(z) = const. (z − α)7/3[1 + O((z − α)8/3))], instead of ∼

(z − α)5/2,

• The critical phenomenon is characterized by the merging of two branch points, instead of a merging of

a zero with a branch point.

The moving branch points make it difficult to analyze the behavior in a neighborhood of criticality. This

type of problem has been addressed before in the literature [14, 32, 36]. The main idea is to define a

modified spectral curve. This curve has the same asymptotic behavior as the actual spectral curve, as we

approach multicriticality, but is characterized by the condition that the branch points are fixed at ±α over

the varying parameters. This gives locally the wrong behavior; however, since we are going to construct

local parametrices anyways, this is admissible. We begin this subsection with a preliminary analysis of this

modified spectral curve, and then proceed to construct local parametrices.

151



5.6.2.1 The Modified Spectral Curve. We actually seek to construct a family of modified spectral

curves, which have the following properties:

1. At (multi)criticality, the modified spectral curve coincides with the multicritical spectral curve,

2. As z → ∞ on any of the sheets, the modified spectral curve has the exact asymptotics of the true

spectral curve, up to a certain order, i.e., equations (5.29), (5.30) hold,

3. When τ, t are away from their multicritical values, the branching structure of Ωj(z) near the branch

points is the same as that of the multicritical spectral curve (i.e., the branch points do not split upon

deformation); furthermore, the terms of order (z ± α)4/3 appearing in the expansion of the function

Ωj(z) at the critical points z = ∓α vanish, as they correspond to an irrelevant translation in the scaling

limit.

We will only need to calculate the modified spectral curve in a small neighborhood of the multicritical

curve, i.e., to first order in the deformation parameters. We move (τ, t) away from their multicritical values

(τc, tc) := (14 ,−
5
72 ) by τ

t

 =

τc
tc

+ δ⊥

−1

9

+ δ||

9

1

 . (5.155)

Note that the vector (−1, 9)T is proportional to the normal vector of the critical curve at (τc, tc), and the

vector (9, 1)T is proportional to the tangent vector to the critical curve at this point. Thus, δ|| describes

the displacement from multicriticality in the tangential direction, and δ⊥ describes the displacement from

multicriticality in the normal direction.

As it turns out, the above conditions uniquely fix for us a choice of modified curve:

Lemma 5.30. There exist functions

A(δ||, δ⊥), B(δ||, δ⊥), H(δ||, δ⊥),K(δ||, δ⊥),M(δ||, δ⊥), N(δ||, δ⊥), (5.156)

(real) analytic in a neighborhood of (0, 0) in the (δ||, δ⊥) plane, such that, if we define

z(u; δ||, δ⊥) := A(δ||, δ⊥)

(
u+

2

u
− 1

3u3

)
, (5.157)

Y (u; δ||, δ⊥) := B(δ||, δ⊥)

(
1

u
+H(δ||, δ⊥)u+K(δ||, δ⊥)u

3

)
+M(δ||, δ⊥)

(
1

u− 1
+

1

u+ 1

)
+N(δ||, δ⊥)

(
1

(u− 1)2
− 1

(u+ 1)2

)
, (5.158)
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then, the following Conditions hold in a neighborhood of (0, 0), whenever

τ = τc + 9δ|| − δ⊥. (5.159)

t = tc + δ|| + 9δ⊥. (5.160)

C1. When δ|| = δ⊥ = 0, the functions z(u; 0, 0), Y (u; 0, 0) coincide with the parameterization of the true

multicritical spectral curve,

C2. For z = z(u; δ||, δ⊥), Y = Y (u; δ||, δ⊥), the expansions

tz(u)3 + z(u)− 1

z(u)
− τY (u) = O(u−2), u→ ∞, (5.161)

tY (u)3 + Y (u)− 1

Y (u)
− τz(u) = O(u2), u→ 0, (5.162)

hold, uniformly in a neighborhood of (δ||, δ⊥) = (0, 0),

C3. Define Ω(u; δ||, δ⊥) :=
∫
Y (u)z′(u)du, uniformization coordinates uj(z), j = 1, ..., 4 as before, and

Ωj(z) := Ω(uj(z); δ||, δ⊥). Then, putting α = α(δ||, δ⊥) := z(1; δ||, δ⊥), the expansion of Ωj(z), j =

1, 2, 4 about z = α has vanishing coefficient of the term (z − α)4/3. Similarly, the expansion of Ωj(z),

j = 1, 2, 3 about z = −α has vanishing coefficient of the term (z + α)4/3.

Furthermore, to first order in (δ||, δ⊥),

A(δ||, δ⊥) =

√
6

5

(
1 +

36

5
δ|| +

324

5
δ⊥ +O(|δ|2)

)
(5.163)

B(δ||, δ⊥) =

√
6

5

(
1 +

81

5
δ|| +

90847

1440
δ⊥ +O(|δ|2)

)
, (5.164)

H(δ||, δ⊥) = 2− 72δ|| +
493

36
δ⊥ +O(|δ|2), (5.165)

K(δ||, δ⊥) = −1

3
+ 24δ|| +

83

108
δ⊥ +O(|δ|2), (5.166)

M(δ||, δ⊥) =

√
6

5

(
656

3
δ⊥ +O(|δ|2)

)
, (5.167)

N(δ||, δ⊥) =

√
6

5

(
328

3
δ⊥ +O(|δ|2)

)
. (5.168)

(Here, O(|δ|2) denotes terms of order 2 and higher in the Taylor expansion of the above functions in δ||, δ⊥).

Proof. Assume the form of z(u; δ||, δ⊥), Y (u; δ||, δ⊥) in terms of the functions A(δ||, δ⊥) through N(δ||, δ⊥).

Additionally, suppose τ, t are as in Equations (5.159), (5.160). The requirement that Condition C2 (that the

modified spectral curve has the exact asymptotics of the true spectral curve for τ = τ(δ||, δ⊥), t = t(δ||, δ⊥))
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holds implies the following equations must hold:

0 = tA3 − τBK,

0 = A+ 6tA3 − τBH,

0 = 11tA3 + 2A− 1

A
− τ(B + 2M),

0 = tB3 +
τ

3
A,

0 = B + 3tB3H − 3tB2(4N − 2M)− 2τA,

0 = BH − 2M + 4N + t[B{2B(BK − 2M + 8N) + (BH − 2M + 4N)2}

+ 2(BH − 2M + 4N)2B + (BK − 2M + 8N)B2]− 1

B
− τA.

One of the above equations is redundant; the remaining 5 equations can be solved uniquely for for A, H, K,

M , and N as rational functions of t, τ , and the function B(δ||, δ⊥):

A = −3tB3

τ
, H = −3tB2

τ4
(τ2 + 54B6t3),

K = −27t4B8

τ4
, M = −891B12t5 + 18B6t2τ2 + 3B4tτ4 − τ4

6τ4tB3
,

N = −405B12t5 + 9B6t2τ2 + 9B4tτ4 +B2τ4 − τ4

12τ4B3t
.

Now, Condition C3 requires that the expansion of Ωj(z), j = 1, 2, 4 about z = α := z(1) has no term of the

form (z − α)4/3, and similarly the expansion of Ωj(z), j = 1, 2, 3 about z = −α := z(−1) should have no

term of the form (z + α)4/3. Because of the symmetry of the coefficients of the poles in Y (u), we only need

to verify the first condition holds; the condition at z = −α will then hold automatically. The requirement

that the coefficient of the term (z − α)4/3 in the expansion of the Ωj(z)’s implies the equation

− (603B4t+ 7B2 + 5)τ4 + 1575t2τ2B6 + 132111t5B12

1536(−tB3/τ)1/3τ4tB3
= 0,

which in particular will hold if the numerator vanishes identically. The theorem we are trying to prove has

thus been reduced to proving the existence of an implicit function B(δ||, δ⊥) of the equation

Φ(B, δ||, δ⊥) := (603B4t+ 7B2 + 5)τ4 + 1575t2τ2B6 + 132111t5B12 = 0, (5.169)

where τ = τc + 9δ|| − δ⊥, t = tc + δ|| + 9δ⊥. When δ|| = δ⊥ = 0, B =
√

6
5 is a solution to the above

equation. The implicit function theorem guarantees the existence of a function B(δ||, δ⊥) in a neighborhood
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of δ|| = δ⊥ = 0 satisfying Equation (5.169), provided that

∂Φ

∂B

∣∣∣∣
(0,0,

√
6/5)

̸= 0.

Indeed, one can calculate that ∂Φ
∂B |

(0,0,
√

6/5)
= −3

√
6
5 , and so an implicit function exists. The expansion of

B(δ||, δ⊥) to first order is

B(δ||, δ⊥) =

√
6

5

(
1 +

81

5
δ|| +

90847

1440
δ⊥ +O(|δ|2)

)
;

since A,H,K,M , and N all depend rationally on B, δ||, and δ⊥, we can obtain Taylor expansions of

these functions as functions of δ||, δ⊥ as well. One may readily check that this procedure yields Equations

(5.163)–(5.168). When δ|| = δ⊥ = 0, it is immediately apparent that z(u; 0, 0), Y (u; 0, 0) coincide with the

parameterization of the true multicritical spectral curve, so that Condition C1 is satisfied. This completes

the proof of the Lemma.

Remark 5.31. We call the family of Riemann surfaces parameterized by
(
z(u; δ||, δ⊥), Y (u; δ||, δ⊥)

)
the

modified spectral curve, in light of our previous commentary. The previous lemma shows that this curve

exists, provided that we are close enough to the multicritical point, i.e. for δ||, δ⊥ sufficiently small. Note

that the branch points in the z-coordinate indeed do not split upon deformation: the branch points of the

modified spectral curve above are at z = α = ±z(1; δ||, δ⊥). When δ|| = δ⊥ = 0, we recover the multicritical

spectral curve. We also remark that, the poles of Y only appear upon deformation in the normal direction.

This is apparent in the above Lemma, as, to first order in δ||, δ⊥, the coefficients of the poles M and N

depend only on δ⊥.

Crucially, the modified spectral curve has been constructed so that, outside a sufficiently small neigh-

borhood of z = ±α, the lensing inequalities we proved earlier still hold. This seemingly introduces a new

issue: the inequalities necessary to open lenses do not hold nearby the branch points. However, since we are

going to introduce local lenses around the branch points anyways, we actually do not need these inequalities

to hold here. This is the objective of introducing the modified curve: we now have a workable form for the

local parametrices discs about the branch points (to be constructed later in this section), while retaining

the required lensing inequalities outside of these discs. We now formally state a Lemma that guarantees the

lensing inequalities still hold outside of local discs about z = ±α.

Lemma 5.32. For any ϵ > 0 sufficiently small, there exist discs D+ = {z : |z−α|< ϵ}, D− = {z : |z+α|< ϵ},

such that, setting ∆ := D+ ∪D−, and Ωj(z) = ϕj(z) + iψj(z), j = 1, 2, 3, 4, the inequalities
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1. ϕ4(z)− ϕ2(z) > 0 for z ∈ (Γ1,u ∪ Γ1,l) \∆,

2. ϕ3(z)− ϕ2(z) > 0 for z ∈ (Γ2,u ∪ Γ2,l) \∆,

3. ϕ2(z)− ϕ1(z) > 0 for z ∈ (Γu ∪ Γl) \∆,

hold. Furthermore, with the same notations as above, the inequalities

1. ϕ2(z)− ϕ4(z) > 0 for z ∈ Γ1 ∩ ({Im z > 0} \∆),

2. ϕ2(z)− ϕ3(z) > 0 for z ∈ Γ2 ∩ ({Im z < 0} \∆),

3. ϕ1(z)− ϕ2(z) > 0 for z ∈ (Γ \ {Im z = 0}) \∆,

hold.

Proof. We shall prove the first of the above 6 inequalities, i.e. that ϕ4(z)−ϕ2(z) > 0 for z ∈ (Γ1,u∪Γ1,l)\∆.

The proof of the remaining inequalities follows from identical arguments.

Denote the minimum of the function ϕ4(z) − ϕ2(z) on (Γ1,u ∪ Γ1,l) \ ∆ by M = M(δ||, δ⊥). M is a

continuous function of δ||, δ⊥; furthermore, since we have taken the minimum outside the discs D+, D−,

there exists a constant c > 0 such that M(0, 0) > c > 0, by Proposition (5.16). By continuity of M , it follows

that ϕ4(z)− ϕ2(z) > 0 on (Γ1,u ∪ Γ1,l) \∆ for δ||, δ⊥ sufficiently small.

We will also need the following proposition in the next section, when we construct the local parametrices.

Proposition 5.33. There exist functions K0(z), K1(z), K2(z), analytic in a neighborhood of z = α, such

that

Ω1(z) = c0(z − α)7/3 +K0(z) +K2(z)(z − α)2/3 +K1(z)(z − α)1/3, (5.170)

Ω2(z) =


ω2c0(z − α)7/3 +K0(z) + ωK2(z)(z − α)2/3 + ω2K1(z)(z − α)1/3, Im z > 0,

ωc0(z − α)7/3 +K0(z) + ω2K2(z)(z − α)2/3 + ωK1(z)(z − α)1/3, Im z < 0,

(5.171)

Ω4(z) =


ωc0(z − α)7/3 +K0(z) + ω2K2(z)(z − α)2/3 + ωK1(z)(z − α)1/3, Im z > 0,

ω2c0(z − α)7/3 +K0(z) + ωK2(z)(z − α)2/3 + ω2K1(z)(z − α)1/3, Im z < 0.

(5.172)

Here, c0 = c0(δ||, δ⊥) has the expansion c0 := − 9
28 (30)

1/6 +O(|δ|), and we define c∗0 := c0(0, 0).

Proof. The proof of this proposition is a direct computation. For simplicity, consider Ω1(z). Near z = α, we

have that

Ω1(z) =

∞∑
k=0

Ck(z − α)k/3;
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Thus, defining

K0(z) :=

∞∑
k=0

C3k(z − α)k, K1(z) :=

∞∑
k=0
k ̸=2

C3k+1(z − α)k, K2(z) :=

∞∑
k=0

C3k+2(z − α)k,

it follows immediately that K0(z),K1(z), and K2(z) are holomorphic in a neighborhood of z = α, and that

Ω1(z) = c0(z − α)7/3 +K0(z) +K2(z)(z − α)2/3 +K1(z)(z − α)1/3.

The same functions define Ω2(z), Ω4(z), but with different choices of branch of (z − α)1/3. This completes

the proof of the proposition.

Proposition 5.34. Set

η(z; δ||, δ⊥) :=
25

54
(30)−5/6K2(z)−K2(α)

z − α
, (5.173)

ν(z; δ||, δ⊥) :=
5

1312
(30)−1/6K1(z), (5.174)

µ(δ||, δ⊥) = K2(α). (5.175)

Then,

lim
n→∞

n2/7η

(
α+

ξ

n3/7
;n−2/7η, n−6/7ν

)
= η, (5.176)

lim
n→∞

n6/7ν

(
α+

ξ

n3/7
;n−2/7η, n−6/7ν

)
= ν, (5.177)

lim
n→∞

n5/7µ
(
n−2/7η, n−6/7ν

)
= 0. (5.178)

The convergence is uniform in any compact subset of the ξ plane.

Proof. Expanding η(z; δ||, δ⊥) first about z = α, we have that

54

25
(30)5/6η(z; δ||, δ⊥) = C5(δ||, δ⊥) + C8(δ||, δ⊥)(z − α) +O((z − α)2).

Substituting z = α+ ξ
n3/7 , we find that

54

25
(30)5/6η(α+

ξ

n3/7
; δ||, δ⊥) = C5(δ||, δ⊥) +O(n−3/7).
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Expanding in δ||, δ⊥,

54

25
(30)5/6η(α+

ξ

n3/7
; δ||, δ⊥) =

54

25
(30)5/6δ|| −

373

4800
(30)5/6δ⊥ +O(|δ|2) +O(n−3/7),

where O(|δ|2) denotes terms of order 2 in the parameters (δ||, δ⊥). Substituting δ|| = n−2/7η, δ⊥ = n−6/7ν,

we obtain
54

25
(30)5/6η(α+

ξ

n3/7
;n−2/7η, n−6/7ν) =

54

25
(30)5/6n−2/7η +O(n−3/7).

Finally, multiplying through by 25
54 (30)

−5/6n2/7,

n2/7η(α+
ξ

n3/7
;n−2/7η, n−6/7ν) = η +O(n−1/7).

Taking the limit as n→ ∞, we obtain (5.176).

Let us now show the equality (5.177) holds. Expanding ν(z; δ||, δ⊥) about z = α, since C4(δ||, δ⊥) ≡ 0

by the definition of the modified spectral curve (and the definition of K1(z)):

1312

5
(30)1/6ν

(
z; δ||, δ⊥

)
= C1(δ||, δ⊥) +O((z − α)3).

Substituting z = α+ ξ
n3/7 , we obtain

1312

5
(30)1/6ν

(
α+

ξ

n3/7
; δ||, δ⊥

)
= C1(δ||, δ⊥) +O(n−9/7).

Expanding in (δ||, δ⊥),

1312

5
(30)1/6ν

(
α+

ξ

n3/7
; δ||, δ⊥

)
=

1312

5
(30)1/6δ⊥ +

3936

25
(30)1/6δ||δ⊥

− 1252919

225
(30)1/6δ2⊥ +O(|δ|3) +O(n−9/7),

where O(|δ|3) denotes terms of order 3 in the parameters (δ||, δ⊥). Substituting δ|| = n−2/7η, δ⊥ = n−6/7ν,

we obtain
1312

5
(30)1/6ν

(
α+

ξ

n3/7
;n−2/7η, n−6/7η

)
=

1312

5
(30)1/6n−6/7ν +O(n−8/7).

Finally, multiplying through by 5
1312 (30)

−1/6n6/7,

n6/7ν

(
α+

ξ

n3/7
;n−2/7η, n−6/7η

)
= ν +O(n−2/7).
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Taking the limit as n→ ∞, we obtain (5.177).

Finally, expanding µ(δ||, δ⊥) in δ||, δ⊥, we find that

µ(δ||, δ⊥) =
164

5
(30)1/6δ⊥ [1 +O(|δ|)] ,

where O(|δ|) denotes terms of order 1 or higher in δ||, δ⊥. Substituting δ|| = n−2/7η, δ⊥ = n−6/7ν, we

therefore find that

µ(n−2/7η, n−6/7ν) = O(n−6/7).

Multiplying through by n5/7, and taking the limit as n→ ∞, we obtain (5.178).

Remark 5.35. We remark that the constant Ĉ appears in the expansion of K2(α) about (δ||, δ⊥) = (0, 0):

Expanding K2(α) in (δ||, δ⊥), we find that

K2(α) =
164

5
(30)1/3δ⊥ +O(|δ|2) = Ĉδ⊥ +O(|δ|2).

5.6.2.2 Construction of the Parametrices. We now construct the local parametrices; define discs

D± of sufficiently small radii (to be determined) around z = α, z = −α. Our new parametrix M̂(z) will be

defined as

M̂(z) =


M(z), z ∈ C \ (D±),

P+α(z), z ∈ D+,

P−α(z), z ∈ D−.

(5.179)

The functions P±α(z) will be chosen to so that the following conditions are met:

1. P±α(z) matches the jumps of S(z) exactly in the discs D±,

2. P±α(z) =M(z)[I+O(n−δ)], as z → ∂D±, for some δ > 0.

Before calculating the parametrices, it is useful to notice that, by the symmetry of the functions Ωj(z), we

have that

P−α(z) = σ̂34P+α(−z)σ̂34,

and so it is sufficient to calculate the parametrix at z = α only, and use the above symmetry relation

as the definition of P−α(z). We therefore relabel Pα(z) =: P (z). We need two auxilliary functions for the

construction of the parametrix, F (ξ) and Ψ(ξ; η, µ, ν); we define these functions here. The first such function,

which we shall call F (ξ), is chosen to match the jumps of the global parametrix in a neighborhood of z = α
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We will momentarily ignore the 3rd row and column of global parametrix for this, as the jumps only involve

the rows/columns 1,2, and 4. Let ξ ∈ C be an auxilliary variable, and set

F (ξ) = diag(1, ξ1/3, ξ−1/3) · C(ξ), (5.180)

where ξ±1/3 are taken with the principal branch cut, and C(ξ) is a piecewise constant matrix, to be deter-

mined:

C(ξ) :=


C+, Im ξ > 0,

C−, Im ξ < 0.

(5.181)

Set Ξ(ξ) := diag (1, ξ1/3, ξ−1/3), and note that

Ξ+(ξ) = Ξ−(ξ)JΞ, ξ < 0, (5.182)

where JΞ = diag (1, ω, ω2), ω = e
2πi
3 . The matrix C(ξ) is to be determined by the jump conditions. We

want F (ξ) to satisfy the jump conditions

F+(ξ) = F−(ξ)


M1 :=

(
0 1 0
−1 0 0
0 0 1

)
, ξ < 0,

M2 :=
(

1 0 0
0 0 −1
0 1 0

)
, ξ > 0.

(5.183)

(Note that M1,M2 are just the jumps of the global parametrix to the left/right of z = α with the third row

and column deleted, respectively). For ξ > 0, we have that

Ξ(ξ)C+ = F+(ξ) = F−(ξ) = Ξ(ξ)C−M2, (5.184)

and so we find the constraint

C+ = C−M2. (5.185)

This determines one of the matrices C+, C−. To determine the other matrix, we impose the jump condition

for ξ < 0:

Ξ−(ξ)JΞC+ = Ξ+(ξ)C+ = F+(ξ) = F−(ξ)M1 = Ξ−(ξ)C−M1, (5.186)

which yields the additional constraint equation

JΞC+ = C−M1; (5.187)
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Figure 5.15. The jump contours of the Ψ-Riemann Hilbert problem in the ξ-plane.

This equation can either be expressed as a set of linear equations of C+ or C−:

JΞC+ = C+M
−1
2 M1 or JΞC−M2 = C−M1 (5.188)

For example, the general solution of the equation for C− := (cij) is

C− =

(
c13 −c13 c13
c21 −ωc21 ω2c21

ω2c33 ωc33 c33

)
(5.189)

We choose the rest of the constants so for later convenience:

C− =

(
1 −1 1
ω2 −1 ω
ω −1 ω2

)
(5.190)

C+ can be constructed by multiplying C− on the right by M2:

C+ = C−M2 =

(
1 1 1
ω2 ω 1
ω ω2 1

)
. (5.191)

By construction, we have the following proposition:

Proposition 5.36. The function σ̂34[F (ξ) ⊕ 1]σ̂34 matches the jumps of the global parametrix in a neigh-

borhood of z = α.

Define contours in the ξ plane L1, ..., L8 as the images of the following contours in the z-plane under the

map ξ(z) = n3/7(z − α):

• L1 is the image of the contour z > α,

• L2 is the image of the contour Γ1,u,
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• L3 is the image of the contour Γ1 ∩ {Im z > 0},

• L4 is the image of the contour Γu,

• L5 is the image of the contour z < α,

• L6 is the image of the contour Γl,

• L7 is the image of the contour Γ ∩ {Im z < 0},

• L8 is the image of the contour Γ1,l.

These contours are depicted in Figure (5.15). We now define the matrix valued function Ψ(ξ; η, µ, ν) as the

unique solution to the following 3× 3 Riemann-Hilbert problem:

Ψ+(ξ; η, µ, ν) = Ψ−(ξ; η, µ, ν)×



(
1 0 0
0 0 −1
0 1 0

)
, ξ ∈ L1,(

1 0 0
0 1 0
0 −1 1

)
, ξ ∈ L2 ∪ L8,(

1 0 0
0 1 −1
0 0 1

)
, ξ ∈ L3,(

1 0 0
1 1 0
0 0 1

)
, ξ ∈ L4 ∪ L6,(

0 1 0
−1 0 0
0 0 1

)
, ξ ∈ L5,(

1 1 0
0 1 0
0 0 1

)
, ξ ∈ L7.

(5.192)

satisfying the normalization condition

Ψ(ξ; η, µ, ν) =

[
I+O(ξ−1)

]
F (ξ)e−ϑ(D̂ξ1/3;η,µ,ν), |ξ|→ ∞. (5.193)

where ϑ(ξ; η, µ, ν) := 3
7ξ

7 + ηξ5 + µξ2 + νξ, F (ξ) is as defined above, and D̂ is the matrix

D̂ :=


diag (1, ω2, ω), Im ξ > 0,

diag (1, ω, ω2), Im ξ < 0.

(5.194)

Existence of the solution to this problem we postpone to a later work; for now, we will assume the existence,

and describe how the function Ψ(ξ; η, µ, ν) can be used to construct the parametrix. Define first the scaled

coordinate ξ(z) by

ξ(z) = n3/7(z − α). (5.195)
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Proposition 5.37. Put Q(z) := diag (K0(z),K0(z),Ω3(z),K0(z)), where K0(z) is as defined in Proposition

(5.33). Define the function

P (z) :=M(z)σ̂34

[
F (c1ξ(z))

−1Ψ(c1ξ(z); c2n
2/7η(z), c3n

5/7µ, c4n
6/7ν(z))⊕ 1

]
σ̂34e

−nQ(z) G(z), (5.196)

where the constants c1, c2, and c3 are defined as

c1 := (7c0/3)
3/7

, c2 :=
54

25
(30)5/6c

−5/3
1 , c3 := c

−2/3
1 , c4 :=

1312

5
(30)1/6c

−1/3
1 , (5.197)

M(z) is the solution to the global parametrix problem (5.139), F (z), Ψ(z) are as defined above, and G(z)

is the matrix appearing in the second transformation, defined by (5.123). Then, P (z) satisfies the following

conditions:

1. P (z) matches the jumps of S(z) exactly in the disc D+,

2. P (z) =M(z)[I+O(n−1/7)], for z ∈ ∂D+, as n→ ∞.

Proof. By construction, we see that the jumps of P (z) indeed match exactly the jumps of P (z) inside a

sufficiently small disc D+ (chosen small enough so that the series expansions defining the functions Kj(z)

converge). Indeed, if z belongs to one of the jump contours off the real axis, then M(z), F (c1ξ(z)), and G(z)

are analytic, so that

P+(z) =Mσ̂34
[
F−1Ψ+ ⊕ 1

]
σ̂34e

−nQ G

=Mσ̂34
[
F−1Ψ−JΨ ⊕ 1

]
σ̂34e

−nQ G

=Mσ̂34
[
F−1Ψ− ⊕ 1

]
σ̂34 (σ̂34 [JΨ ⊕ 1] σ̂34) e

−nQ G

= P−(z)
[
G−1 (σ̂34 [JΨ ⊕ 1] σ̂34)G

]
.

By the definition of the jumps JΨ, one finds that the above coincides exactly with the jumps of S(z) there.

Now, if z belongs to one of the jump contours on the real axis, all of the functions M , Ψ, F , and G have

jumps. In particular, by the definition of F , we have that

JM = σ̂34 [JF ⊕ 1] σ̂34. (5.198)
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Thus,

P+(z) =M+σ̂34
[
F−1
+ Ψ+ ⊕ 1

]
σ̂34e

−nQ G+

=M−JM σ̂34
[
J−1
F F−1

− Ψ−JΨ ⊕ 1
]
σ̂34e

−nQJG G− JG

(Equation (5.198)) =M−σ̂34
[
F−1
− Ψ− ⊕ 1

]
σ̂34 (σ̂34 [JΨ ⊕ 1] σ̂34) e

−nQJG G− JG

= P−(z)
[
G−1

− (σ̂34 [JΨ ⊕ 1] σ̂34) JG G− JG
]

= P−(z)
[
G−1

− (σ̂34 [JΨ ⊕ 1] σ̂34)G+

]
.

Again, by the definition of the jump matrices JΨ, one can calculate that the jumps above again coincide

with those of S(z).

Let us now show that, as n→ ∞ on the boundary of the disc D+, that P (z) =M(z)[I+O(n−1/7)]. Note

that ϑ(c1(ξ(z))1/3, c2n2/7η(z), c3n5/7µ, c4n6/7ν(z)) is given by

ϑ(c1[ξ(z)]
1/3, c2n

2/7η(z), c3n
6/7ν(z)) = nc0(z − α)7/3 + n

(
K2(z)−K2(α)

z − α

)
(z − α)5/3

+ nK2(α)(z − α)2/3 + nK1(z)(z − α)1/3

= nΩ1(z)− nK0(z),

uniformly in a neighborhood of z = α. Similar equalities can be verified for the other entries of the exponent

ϑ(c1D̂[ξ(z)]1/3, c2n
2/7η(z), c3n

5/7µ, c4n
6/7ν(z)). Thus, we see that, as n→ ∞,

σ̂34

[
F (c1ξ(z))

−1Ψ(c1ξ(z); c2n
2/7η(z), c3n

5/7µ, c4n
6/7ν(z))⊕ 1

]
σ̂34e

−nQ(z) G(z)

= σ̂34
[
F (c1ξ(z))

−1
[
I+O(ξ(z)−1)

]
F (c1ξ(z))

]
σ̂34

= I+O(n−1/7).

The last equality follows from the fact that conjugation of the O(z−1) term by F (c1ξ(z)) yields terms of

order n−1/7. It thus follows that

P (z) =M(z)[I+O(n−1/7)].

Remark 5.38. The parameters η, µ, ν appearing in the model Riemann-Hilbert problem correspond to

translations in temperature, magnetic field, and gravitation/matrix model parameter, respectively (cf. the

lecture notes [50], page 57, for example). The magnetic parameter µ disappears completely from our con-
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Γ2,l
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Γ1,l

Γ1

D+D−

Figure 5.16. Opened lenses around the branch points (note: the spectral curve is at multicriticality here).
The discs D± are bounded by the orange circles. The above depicts the system of contours Σ, on which
R(z) has jumps.

siderations, since we are considering the 2-matrix model with symmetric potentials V =W = 1
2z

2 + t
4z

4. If

we had instead chosen the potentials as

V (X) =
1

2
X2 +

teH

4
X4, W (Y ) =

1

2
Y 2 +

te−H

4
Y 4, (5.199)

then we would have that a multicritical point appears at (τ, t,H) = (14 ,−
5
72 , 0), and taking small variations

in µ would lead to the appearance of a nontrivial scaling of the µ term in the model Riemann-Hilbert problem

for Ψ. This scaling will be the study of a future work; for now, we take µ = 0 in the local parametrix, and

write Ψ(ξ; η, 0, ν) := Ψ(ξ; η, ν), by a slight abuse of notation.

5.6.3 The Final Transformation S → R

Finally, we have obtained a “good” parametrix. We now set

R(z) =


S(z)M−1(z), z ∈ C \D±,

S(z)P−1(z), z ∈ D+,

S(z)σ̂34P
−1(−z)σ̂34, z ∈ D−.

(5.200)
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We then have the following proposition:

Proposition 5.39. The function R(z) is the unique solution to the following Riemann-Hilbert problem:

R(z) is analytic in C \Σ, where Σ is the system of contours consisting of the lens boundaries outside of the

discs D±, and the contours Γ,Γ1,Γ2 outside of the discs D±, and the boundaries of the discs ∂D± (see the

Figure (5.16) for the jump contours of R(z)). Furthermore, R(z) satisfies

R+(z) = R−(z)
[
I+O(e−n)

]
, n→ ∞, (5.201)

for z ∈ Σ \ ∂D±, and

R+(z) = R−(z)
[
I+O(n−1/7)

]
, n→ ∞, (5.202)

for z ∈ ∂D±. R(z) is also normalized as

R(z) = I+O(z−1/3), z → ∞. (5.203)

Proof. By construction, the global parametrix matches the constant jumps/asymptotics of S(z) outside of

the discs D± exactly, and so we are left only with exponentially small jumps of S(z) on the contours Σ\∂D±.

By the definition of the local parametrices, the jumps of S(z) are matched exactly in the discs D±. On the

boundary of these disc D+, we have that

R+(z) = S(z)P−1(z) = S(z)M−1(z)M(z)P−1(z) = R−(z)[M(z)P−1(z)], (5.204)

and a similar equality holds at z = −α. Thus, we have only to show that M(z)P−1(z) = I + O(n−1/7),

n → ∞. Indeed, if we set N̂ := diag(1, c−1/3
1 n−1/7, 1, c

1/3
1 n1/7), we see that N̂F (ξ) is an n-independent

function, so that

M(z)P−1(z) =M(z)F (c1ξ(z))
−1N̂−1N̂

[
I+

A

c1ξ(z)
+

B

(c1ξ(z))2
+O(ξ(z)−3)

]
N̂−1N̂F (c1ξ(z))M(z)−1,

as n → ∞. By construction, the function H(z) := M(z)F (c1ξ(z))
−1N̂−1 is an n-independent function,

holomorphic in a neighborhood of z = α. We also must take care to write the c1 := c1(η, ν) = ĉ3/7+O(n−2/7).

The jump of R(z) across the boundary of the disc centered at z = α is then

JR = H(z)N̂ [I+Aξ−1 +Bξ−2 +O(ξ−3)]N̂−1H(z)−1

= I+
a32ĉ

−1/7n−1/7

z − α

[
H(z)E42H(z)−1

]
+
ĉ−2/7n−2/7

z − α

[
a12H(z)E12H(z)−1 + a31H(z)E41H(z)−1

]
+O(n−3/7).
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The jump across the circle of sufficiently small radius z = α is thus of order I+O(n−1/7).

Thus, by small norm theory, we have guaranteed a solution to the Riemann-Hilbert problem for R(z)

exists for n sufficiently large. The remaining task is to develop the first few terms in the Neumann series for

R(z), as these terms will contain the relevant recursion coefficients. Following [38, 74], we develop R(z) as

a series in powers of n−1/7, using the fact that the jump matrix JR(z) has an expansion in powers of n−1/7:

Lemma 5.40. For n sufficiently large, the RHP for R(z) has a solution, which admits the asymptotic

expansion

R(z) = I+
∞∑
k=1

Rk(z)n
−k/7, (5.205)

as n → ∞, uniformly for z ∈ C \ ΓR. Furthermore, this expansion is valid uniformly near infinity, in the

sense that, for any K ≥ 1, there is a constant CK > 0 such that

∣∣∣∣∣∣∣∣R(z)− I−
K−1∑
k=1

Rk(z)n
−k/7

∣∣∣∣∣∣∣∣ ≤ CK |z|−1n−K/7, (5.206)

whenever z is sufficiently large. (Here, ||·|| denotes any matrix norm).

Proof. We have already seen that the jump matrix for R(z) is close to the identity matrix for n sufficiently

large. It is also clear that there exist constants C, ϵ > 0 such that

||JR(z)− I||≤ Ce−ϵ|z|4/3 , (5.207)

for z sufficiently large, in the unbounded components of ΓR. This follows directly from the form of the jump

matrices there. The lemma then follows from standard arguments, cf. [29, 38, 74].

We can now proceed to calculate the first few terms in the Neumann series for R(z).

5.6.3.1 Subleading asymptotics for R(z). Following [29, 38, 74], we can compute further terms in

the Neumann series for R(z) by recursively solving the Riemann-Hilbert problems for the functions Rk(z),

which satisfy the following Riemann-Hilbert problems:


Rk is analytic in C \ ∂D±,

Rk,+(z) = Rk,−(z) +
∑k

ℓ=1Rk−l,−(z)J
±
ℓ (z), z ∈ ∂D±,

Rk(z) = O(z−1), z → ∞,

(5.208)
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with the initial condition R0(z) = I. Here, J±
ℓ (z) are the large-n expansions of the jump matrix JR(z) for

R(z) on the boundaries of the discs D±, respectively:

JR(z) = I+
∞∑
ℓ=1

J±
ℓ (z)n−ℓ/7 on ∂D±.

For example, the first few J±
ℓ (z) are given by

J+
1 (z) =

a32
z − α

[
H(z)E42H(z)−1

]
,

J+
2 (z) =

1

z − α

[
a12H(z)E12H(z)−1 + a31H(z)E41H(z)−1

]
,

J−
1 (z) = − a32

z + α

[
σ34H(−z)E42H(−z)−1σ34

]
,

J−
2 (z) = − 1

z + α
σ34H(−z) [a12E12 + a31E41]H(−z)−1σ34

These RHPs are additive, and thus can be solved immediately by means of the Plemelj formulae. However,

the fact that the jump matrices admit analytic continuations all the way up to the branch points allows us

to compute the first few coefficients in a much more streamlined way. We have the following proposition.

Proposition 5.41. The function R1(z) solving the Riemann-Hilbert problem above is given by

R1(z) =



1

z − α
Res
z=α

J+
1 (z) +

1

z + α
Res
z=−α

J−
1 (z), z ∈ C \D±,

1

z − α
Res
z=α

J+
1 (z) +

1

z + α
Res
z=−α

J−
1 (z)− J+

1 (z), z ∈ D+,

1

z − α
Res
z=α

J+
1 (z) +

1

z + α
Res
z=−α

J−
1 (z)− J−

1 (z), z ∈ D−.

(5.209)

5.7 Calculation of the Partition Function.

We are now in a position where we are able to calculate the asymptotics of the partition function. As

noted in the introduction, the partition function for the 2-matrix model can be written in terms of an

isomonodromic τ function, as per [9]. Explicitly, the τ function is expressible in terms of the solution of the

Riemann-Hilbert problem for Y(z). Since we have succeeded in finding the asymptotics of Y(z), we in turn

can produce an asymptotic expression for the partition function. The expression for the τ -differential is

d log τn(τ, t) = ⟨Y−1 Y′
(

0 0
0 ∂ W

∂τ W−1

)
⟩dτ + 2× ⟨Y−1 Y′

n

(
0 0
0 ∂ W

∂t W−1

)
⟩dt, (5.210)
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where ′ denotes the derivative with respect to the spectral variable z, and W is the matrix which appears

in the first transformation. The partition function’s differential is then

d logZ⇕⊣⊔∇⟩§ = d log

[(
t

τ

)n
2 (

n
3 −1)

τn

]
. (5.211)

The derivations of the above formulae for the τ -function and partition function are sketched in Appendix

D. Combined with the asymptotic formulae of the previous sections, these formulae allow us to state the

following theorem:

Theorem 5.42. Let (τ, t) belong to the interior of the region D. Then, as n→ ∞,

lim
n→∞

1

n2
log

Zmatrix(τ, t;n, n)

Zmatrix(τ, 0;n, n)
=

1

2
log

τz(τ, t)

2t
−
∫ z(τ,t)

0

dζ

ζ

[
k(ζ; τ, t)− 1

2
k2(ζ; τ, t)

]
− log

τ

2(1− τ2)
− 1, (5.212)

where k(ζ; τ, t) is defined as

k(ζ; τ, t) :=
ζ

t

[
1

(1− 3ζ)2
− τ2 + 3τ2ζ2

]
, (5.213)

and z = z(τ, t) is implicitly determined as the unique solution of the fifth-order equation

t = z

[
1

(1− 3z)2
− τ2 + 3τ2z2

]
(5.214)

which satisfies

lim
t→0

z(τ, t)

t
=

1

(1− τ2)
. (5.215)

Proof. The proof of this theorem follows from direct application of the above Riemann-Hilbert analysis to

the formula for the partition function:

lim
n→∞

1

n2
d log

Zmatrix(τ, t;n, n)

Zmatrix(τ, 0;n, n)
= −dt

3t
+
dτ

6τ
− 1 + τ2

τ(1− τ2)
dτ + lim

n→∞

1

n2
d log τn, (5.216)

where d log τn is defined as in Appendix (D). We remark that the formulae in the Riemann-Hilbert analysis

must be expanded to order z−2, as the definition of the tau function contains coefficients of Y at infinity of

this order.

We are also able to prove the following theorem about the behavior of the partition function at the

multicritical point:
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Theorem 5.43. Set τ = 1
4 +n

−2/7η− 1
9n

−6/7ν, and t = −5/72+ 1
9ηn

−2/7+ 2
9η

2n−4/7+νn−6/7− 8
9η

3n−6/7.

Then, as n→ ∞,

lim
n→∞

1

n2
log

Zmatrix(τ, t;n, n)

Zmatrix(τ, 0;n, n)
=

(∫ ν

u(σ)dσ

)
dν + F (u, v)dη, (5.217)

where u, v are the functions appearing the string equation for KdV3.
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CHAPTER 6

FURTHER WORK AND CONCLUSION.

In this chapter, we prevent further results that build upon the previous chapter. We also present some

further open problems that are part of the larger program of this thesis, and will hopefully be the subject of

future work.

6.1 The Spectral Curve For the Cubic 2-Matrix Model.

Much like in the case of the 1-matrix model, it is also of interest to study the cubic 2-matrix model, i.e.,

the formal generating function

Zn(τ, t,N) :=

∫∫
exp tr

[
τXY − 1

2
X2 − 1

2
Y 2 − t

3N1/2
X3 − t

3N1/2
Y 3

]
dXdY, (6.1)

where the integral is taken over the space of n×n Hermitian matrices. The above integral does not converge

for any value of t, and so care is needed to give an appropriate interpretation. As in the previous chapter,

we interpret the above integral in terms of a family of biorthogonal polynomials, as an analytic continuation

of their recursion coefficients. We consider the family of monic biorthogonal polynomials defined by the

relation ∫
Γ

∫
Γ

pk(x)qj(y) exp

(
N

[
τxy − 1

2
x2 − 1

2
y2 − t

3
x3 − t

3
y3
])

dxdy = hkδjk, (6.2)

where the contour Γ here is taken to start from ∞×e2πi/3 along the real axis, and then go back off to infinity

along the positive real axis, as shown in Figure (6.1). These polynomials are well-defined, provided t < 0,

τ > 0.

As was the case for the biorthogonal polynomials of the previous chapter, the biorthogonal polynomials

defined by the relation (6.2) satisfy a Riemann Hilbert problem. However, since the potentials V = W =

1
2z

2 + t
3z

3 are cubic, the associated Riemann-Hilbert problem is 3× 3. Define the function

f(z) = f(z; τ, t,N) :=

∫
Γ

exp [N(τzw − V (w))]dw. (6.3)
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Γ = Γ̃

αϱ

Figure 6.1. The contour Γ, marked along with some relevant points.

We then have the following RHP:

Problem 6.1. Construct a 3× 3 function, analytic in C \ Γ, such that:

Y+(z) = Y−(z)

[
I+ e−NV (z)

(
0 f(z)

f′(z)
Nτ

0 0 0
0 0 0

)]
, z ∈ Γ, (6.4)

subject to the normalization condition

Y(z) =

[
I+O

(
1

z

)]
zn 0 0

0 z−n/2 0

0 0 z−n/2

 , |z|→ ∞. (6.5)

We take n to be even here, for simplicity; this is not an essential assumption. The relation to the family

of biorthogonal polynomials (6.2) is that the solution to the above problem has 1-1 entry Y11(z) = pn(z).

From here, one should proceed to the steepest descent analysis performed in Chapter 5. In the interest

of brevity of this thesis, we shall not perform the full calculation here, instead opting to only discuss the

spectral curve. This is by far the most difficult step of the analysis; in fact, once this calculation is in

place, the rest of the steepest descent analysis is (more or less) identical to that of the previous chapter.

The only substantial difference is that one must use the Airy function in the first transformation, instead of

the Pearcey-type integrals. We shall see that the cubic 2-matrix model admits a multicritical phenomenon

identical to that of the quartic 2-matrix model. We hope to complete the full analysis of the cubic 2-matrix

model in a later work.
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6.1.1 Analysis of the Spectral Curve.

We must search for a solution to the stationarity equations

X + tX2 − 1

X
− τY = O(X−2), (6.6)

Y + tY 2 − 1

Y
− τX = O(Y −2). (6.7)

in terms of rational functions (the genus 0 ansatz). We have the following proposition:

Proposition 6.2. A 2-parameter family of solutions to the stationarity equations (6.6),(6.7) is given by the

rational functions

X(u) = A

∫ u (u− a)(u− b)(u+ a+ b)

u3
du+K = A

(
u+

a2 + ab+ b2

u
− ab(a+ b)

2u2

)
+K, (6.8)

Y (u) = X(u−1) = A

(
1

u
+ (a2 + ab+ b2)u− ab(a+ b)

2
u2
)
+K, (6.9)

with A, t, τ,K defined parametrically in terms of a and b as:

t = t(a, b) = −
ab(a+ b)

(
∆− 1

2 (a
2 + ab+ b2)λ−

√
∆
)√

2σ(1 +
√
∆)

2(a2 + ab+ b2)2λ2
, (6.10)

τ = τ(a, b) =

√
∆− 1

λ(a2 + ab+ b2)
, (6.11)

A = A(a, b) =

√
2(1 + ∆)

σ
, (6.12)

K = K(a, b) = −
(a2 + ab+ b2 −

√
∆− 1)

√
2σ(1 +

√
∆)

σ(a+ b)ab
, (6.13)

where the parameters ∆, σ, λ are defined as

∆ = 2a6b2 + 6a5b3 + 8a4b4 + 6a3b5 + 2a2b6 + a4 + 2a3b+ 3a2b2 + 2ab3 + b4 − 2a2 − 2ab− 2b2 + 1, (6.14)

σ = a4b2 + 2a3b3 + a2b4 + 2a4 + 4a3b+ 6a2b2 + 4b3a+ 2b4 − 2, (6.15)

λ = 2a4b2 + 4a3b3 + 2a2b4 + a2 + ab+ b2 − 2. (6.16)

Proof. The proof of this proposition is identical to its analog in Chapter 5, so we do not present it in full

here. We only remark that, after some tedious calculation, one can check that

t(a, b) < 0, τ(a, b) > 0, A(a, b) > 0, K(a, b) < 0, (6.17)
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provided 0 < b < 1 < a < 1
b . For example, one can show A > 0 by first demonstrating that ∆, σ > 0. This

follows immediately from the direct application of the inequality a > 1 to ∆, σ:

∆ > 2b2 + 6b5 + 9b4 + 8b3 + 3b2 > 0,

σ > 3b4 + 6b3 + 7b2 + 4b > 0.

Proofs of the remaining formulas and inequalities are straightforward, though tedious.

We stress that the long formulas given above are not so important; the key point is that the spectral

curve is still rationally parameterized, in a form very similar to the quartic case. Most importantly, the

branching structure of the spectral curve is closely related, and is independent of the functions A,K, t, τ .

So far, what we have obtained is a 2-parameter family of solutions to the stationarity equations, up to

terms of order O(X−2). Each fixed pair (a, b) parameterizes a Riemann surface. Similarly to the quartic

case, we define some special curves in the (τ, t)-plane, as well as a multicritical point. We define the critical

curves as follows:

1. Low temperature critical curve. The low temperature critical curve is defined to be the parametric

curve (τ(s), t(s)), 0 ≤ s ≤ 1, where, setting ψ(s) =
√
3s8 + 6s6 + 10s4 + 6s2 + 3,

τ(s) =
(−s2 + ψ(s))s2

3(s4 + s2 + 1)2
, (6.18)

t(s) =

√
4s4 + 2s2 + 4

√
s2 + ψ(s)

[
s8 + 2s6 + 11

3 s
4 + 2s2 + 1− 2

3s
2ψ(s)

]
(s2 + 1)2

12(s4 + s2 + 1)4
. (6.19)

2. High temperature critical curve. The high temperature critical curve is defined to be the parametric

curve (τ(s), t(s)), 0 ≤ s ≤ 1, where, setting ϕ(s) = (s2 + s)
√
2s2 + 2s+ 3,

τ(s) =
ϕ(s)− 1

(s2 + s+ 1)2(2s2 + 2s− 1)
, (6.20)

t(s) =

√
6s3 + 12s2 + 14s+ 8

√
1 + ϕ(s)

[
s6 + 3s5 + 9

2s
4 + 4s3 + 3

2s
2 + 1

2 − ϕ(s)
]
(s+ 1)s3/2

2(s2 + s+ 1)4(2s2 + 2s− 1)2
(6.21)

3. The multicritical point. Finally, we define the multicritical point as the s → 1 limit of either of the

above parametric curves, which turns out to be

τc =
2
√
7− 1

27
, tc =

(4
√
7− 29)

√
10 + 20

√
7

729
. (6.22)
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τ = 1

τ

t

(0,− 31/4

6 )
(τc, tc)

D

Figure 6.2. The phase portrait for the 2-matrix model with cubic interactions in the (τ, t) plane. The
low-temperature critical curve is represented by the solid red line; the high-temperature critical curve is
represented by the dashed red line. Note that the critical curve intersects the τ = 0 axis precisely at the
critical point of the cubic 1-matrix model; this is in agreement with the intuition that the 2-matrix model
decouples at 0 temperature.

4. The region D. Finally, we define the region D as the region of the phase plane bounded by the t = 0

and τ = 0 axes, and the critical curves.

The critical curves, multicritical point, and region D for the cubic 2-matrix model is are shown in Figure

(6.2). Let us make a few comments about the above curves before proceeding to the next theorem. First,

although the form of the above equations is rather complicated, in computations, the explicit form of these

curves is never needed. We only present the curves in explicit form here for completeness 1. Moreover, the

critical curves have the following special properties:

• As s → 0 on the low temperature critical curve, τ(s) → 0, and t(s) → −31/4

6 . This is to be compared

with the critical point of the cubic 1-matrix model, cf. [19], Equation 52 (in their normalization, the

critical point is 1/3 times this one), or [10, 11] (again with the normalization of [19]).

• The critical temperature at the multicritical point, τc, is first described in the seminal work of Boulatov

and Kazakov [17] (see Equation 47). However, they do not explicitly express the critical value of t

where the multicritical point occurs.
1We also present them here because their form seems to never have been written down in the literature; perhaps this is for

the obvious reason that they are simply too long.
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• One can also calculate the slope of critical curve at the multicritical point. As was the case with the

quartic 2-matrix model, the expressions for the high-temperature and low-temperature critical curves

meet at the multicritical point (τc, tc), and agree up to 3rd order in their Taylor expansions there. For

later reference, we record the slope of the tangent line here:

t′−(1)

τ ′−(1)
= −

√
10 + 20

√
7
(
−5 +

√
7
)

90
=
t′+(1)

τ ′+(1)
, (6.23)

where ± denote the limits as s→ 1 along the high-temperature (respectively, low temperature) critical

curves.

We now state a proposition, which characterizes the critical curves (and multicritical point) in terms of

the positions of the branch points (a, b) in the uniformizing plane.

Proposition 6.3. Let

R := {(a, b) | 0 < b ≤ 1, 1 ≤ a ≤ b−1}. (6.24)

Then, there is a bijection between the region R and the region D of the phase plane, induced by the mapping

(a, b) 7→ (τ(a, b), t(a, b)):

D = {(τ(a, b), t(a, b)) | (a, b) ∈ R}. (6.25)

Furthermore, we have the following identifications:

1. The low-temperature critical curve given by the boundary component a = b−1,

2. The high-temperature critical curve given by the boundary component a = 1,

3. The multicritical point given by a = b = 1.

Proof. We omit the proof of this proposition, for brevity. We only remark that the identifications of the low

temperature and high temperature critical curves follows directly from their definition.

The associated Riemann surface given by the parameterization (X(u), Y (u)) is called the spectral curve.

Let us study the structure of the spectral curve; we shall treat the parametric curve (X,Y ) as a branched

covering of the sphere over the X-coordinate; by construction, the X-coordinate has branch points (X ′(u) =

0) at u = a, b, −(a + b), and ∞. For later convenience, we relabel X(u) =: z(u), as it is more consistent

with the Riemann-Hilbert problem at hand.

Away from the multicritical point, the spectral curve is 3-sheeted; this family of spectral curves have

generically the same structure, and are shown in Figure (6.3). There are 3 finite branch points, all of which
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I

II

III

αϱ

β

Figure 6.3. A representative example of a critical/generic surface in the physical plane; the sheets are
labelled I,II,III. If the curve is low-temperature critical, an extra zero of Ω(z) accumulates at z = α and
z = β; if the curve is high-temperature critical, an extra zero accumulates at z = α.

lie on the real axis: at α := z(a), β := z(b), and ϱ := z(−(a+ b)). We have the inequalities

−∞ < ϱ < 0 < α < β <∞. (6.26)

The structure of the curve is as follows: Sheets 1 and 2 are glued along the interval [ϱ, α], and sheets 2 and 3

are glued along the interval [β,∞). The spectral curve for generic values of the parameters is shown in Figure

(6.3). At the multicritical point a = b = 1, the curve further degenerates, and the branch point β → α. The

multicritical spectral curve is shown in Figure (6.4). In this case, sheets 1 and 2 are glued along the interval

[ϱ, α], and sheet 2 is glued to sheet 3 along the interval [α,∞). The spectral curve is alternatively shown at

and away from the multicritical point in Figure (6.5). We define the uniformizing coordinates uj(z) as the

map from the jth sheet of the spectral curve in the z-coordinate, so that z(uj(z)) is the identity map on the

jth sheet. We then define the function Ω(u):

Ω(u) =

∫
Y (u)X ′(u)du, (6.27)

and set Ωj(z) := Ω(uj(z)), j = 1, 2, 3.

For the values of the parameters parametrizing the region D, we can prove that lensing is again possible.

Along with some local calculations, this amounts to showing that the sign of the g-function doesn’t change

on the branch cuts; equivalently, that the curves Im z(u) and ImY (u) intersect at most at the branch points,

analogously to the quartic 2-matrix model. We have the following proposition.
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I

II

III

αϱ

Figure 6.4. The critical spectral curve. Note that the branch points at z = α, z = β have merged.

II

I

III

II

I

III

Figure 6.5. The branch cuts in the uniformizing plane u = x+ iy away from the multicritical point (left)
and at the multicritical point. The noncritical case has a = 1.009, b = 0.890. The images of each sheet under
the uniformizing map are labelled I,II,III. Note that, at criticality, the branch points at b, c merge; this is
consistent with Figures (6.3), (6.4).
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Lemma 6.4. Consider the normal vector to the preimages of the branch cuts in the uniformizing plane

under the mapping z(u):

n̂ :=
∇ Im z(u)

||∇ Im z(u)||
. (6.28)

For any (a, b) ∈ R = {(a, b) | 0 < b ≤ 1, 1 ≤ a ≤ b−1}, the function

∇ReΩ(u) · n̂ =
∂

∂n
ReΩ(u) (6.29)

is of constant sign on each connected component of the preimages of the branch cuts.

Proof. The proof of this lemma, as was explained in Chapter 5, Lemma (5.5), reduces to showing that the

curves Im z(u) = 0, Im Y (u) = 0 intersect at most at the branch points. We sketch how the rest of the proof

should go; we leave the full calculation for a later work. One can parameterize these curves in Cartesian

coordinates u = x+ iy explicitly. Setting ϖ := a2 + ab+ b2, we have that

Im z(u) = 0 ⇔ y = ±

√
ab(a+ b)x3 −ϖx2 + 1

ϖ − ab(a+ b)x
,

Im Y (u) = 0 ⇔ y = ±
√

1

2
ϖ − x2 ± 1

2

√
ϖ2 − 4ab(a+ b)x.

One can show that the only solutions to the equations defining the intersections of Im z(u) = 0 and Im Y (u) =

0 are

x =
ϖ − 1

ab(a+ b)
,

ϖ + 1±
√
(ϖ + 1)(ϖ − 3)

2ab(a+ b)
.

One can then show that the corresponding solutions for y are necessarily imaginary; thus, for real x, y, the

curves do not intersect.

With this lemma in place, all that is left is to check is that the g-function has the right sign where in lens-

shaped regions about the branch cuts. This involves a straightforward calculation of the series expansions

of the Ωj(z) about the branch points, as was the case in Chapter 5. For brevity, we do not present these

expansions here, but mention some of the properties one should expect upon performing these expansions.

1. Away from the critical curves (0 < b < 1 < a < 1
b ), the expansions of Ω1(z), Ω2(z) at z = ϱ, α are

singular, and with the first singular term being (z−ρ)3/2 (respectively, (z−α)3/2). This indicates that

the local parametrix there will be of Airy type. At z = β, the expansions of Ω2(z), Ω3(z) are singular,

with the first singular term being (z − β)3/2. Thus, the parametrix there is also of Airy type.
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2. On the low-temperature critical curve (0 < b < 1, a = 1
b ), the expansions of Ω1(z), Ω2(z) at z = ϱ are

singular, with the first singular term being (z − ρ)3/2, indicating the local parametrix there is of Airy

type. However, at z = α, Ω1(z), Ω2(z) have an extra zero, and the first singular term appearing in

the expansion of these functions there is (z−α)5/2. This is indicative of a Painlevé I-type parametrix.

Similarly, at z = β, the expansions of Ω2(z), Ω3(z) are singular, and an extra zero accumulates there:

the first singular term appearing in the expansion of these functions is (z−α)5/2, again indicating the

appropriate local parametrix is of Painlevé I type.

3. On the high-temperature critical curve, (0 < b < 1, a = 1), the expansions of Ω1(z), Ω2(z) at z = ϱ are

singular, with the first singular term being (z − ρ)3/2, indicating the local parametrix there is of Airy

type. At the z = α, however, Ω1(z), Ω2(z) have an extra zero, and the first singular term appearing in

the expansion of these functions there is (z−α)5/2. This is indicative of a Painlevé I-type parametrix.

At z = β, the expansions of Ω2(z), Ω3(z) are singular, with the first singular term being (z − β)3/2.

Thus, the parametrix there is also of Airy type.

4. At the multicritical point a = b = 1, the expansions of Ω1(z), Ω2(z) at z = ϱ are singular, with the

first singular term being (z− ρ)3/2, indicating the local parametrix there is of Airy type. On the other

hand, the branch points at z = α, z = β have merged, resulting in a branch point of order 2. At this

point, the first singular term in the expansions of Ω1(z), Ω2(z), and Ω3(z) is (z − α)7/3. This is an

identical phenomenon to what occurred in the quartic 2-matrix model, and the same parametrix we

used there (involving a special solution of the KdV3 string equation) applies here.

The above remarks should be compared to the situation of the quartic 2-matrix model. The positions of the

branch points in the uniformizing plane seem to describe the transitions from the generic situation to the

different kinds of criticality in an identical manner. This suggests that these branch points might be good

local coordinates when one attempts to investigate higher-order critical phenomenon. We reserve discussions

of this, and complete proofs of all of the above remarks, for a later work.

6.2 Further Open Problems.

Here, we present a number of other problems which we have not fully addressed in this work, and plan

to make part of a later research program.

• Analysis of the Local Parametrix. The model Riemann-Hilbert problem we introduced in Chapter 5

appearing in the multicritical parametrices is stated, but we provide no analysis of the existence of

the solution, nor any asymptotic analysis of the solution. The first point is obviously important, and
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will be the subject of a future work. We hope to also investigate the second point (the asymptotic

analysis of the Riemann-Hilbert problem), as this analysis would in turn inform us about the structure

of the special solution to the KdV3 string equation which appears in the expression for the multicritical

partition function. This would be the 2-matrix analog of the works [66, 67].

• Higher-genus criticality. We have only found the partition function in part of the region of the phase

plane where the spectral curve is of genus zero. In analogy to the 1-matrix model, the spectral curve

accumulates extra zeros at the branch points at criticality, and if we were to move below the critical

curves in the phase plane, these extra zeros would split off, and form their own branch points (and

new branch cuts/supports of the measure). For the quartic 2-matrix model, directly below the low-

temperature critical curve, the spectral curve immediately transitions to a curve of genus 4; directly

below the high-temperature critical curve, the spectral curve immediately transitions to a curve of

genus 2. This seems to imply the existence of another critical curve connecting these two regions of the

phase plane. As far as calculations go, the quartic case seems rather inaccessible, because the genus is

too large to say anything.

However, the situation seems to be more manageable in the cubic case: directly below the low-

temperature curve, the spectral curve transitions to a curve of genus 2, and directly below the high-

temperature curve, the spectral curve transitions to a curve of genus 1. This is likely more tractable,

and in fact, we can write the following ansatz for a solution to the stationarity equations (6.6), (6.7):

X(u) = A℘(u; q) +Bζ(u; q)−Bζ

(
u− 1 + q

2
; q

)
+ C, (6.30)

Y (u) = X(1/u), (6.31)

for some undetermined constants A,B,C, q, and where ℘(u; q) is the Weierstrass-℘ function, with

elliptic modulus q, and ζ(u; q) is the Weierstrass ζ-function (again with elliptic modulus q). This

choice of parametrization is consistent with the expected branching structure of the spectral curve,

and is the direct analog of the genus 0 ansatz given before, in the genus 1 case. We remark that V.

Kazakov and A. Marshakov have investigated the physical interpretations of this higher genus criticality

[71], but very little work in this direction for the 2-matrix model has been performed. This kind of

problem is of interest in the approximation theory community [2, 79], as the problem of describing the

asymptotics of multiple orthogonal polynomials in the situation where the spectral curve is of higher

genus is still a very active area of research. It is also possible that uniformization is not the correct

approach. Very similar models of multiple orthogonal polynomials on higher- genus Riemann surfaces
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Figure 6.6. A conjecture of the full phase portrait for the cubic 2-matrix model should look like. There
is a second high-temperature critical curve, coming from the transition of genus between the genus 1 and
genus 2 regions of the phase plane.

have been investigated before in the literature [3, 79], using a parameterization of the spectral curve

as a polynomial in X,Y :

P (X,Y ) = X3 −Π2(Y )X2 −Π1(Y )X +Π0(Y ), (6.32)

where Πi(Y ) are polynomials in Y , i = 0, 1, 2. In fact, one can show that we have a similar parame-

terization of the spectral curve of the cubic 2-matrix model, with the Πi(Y ) given by

Π2(Y ) =
t

τ
Y 2 +

1

τ
Y − 1

t
, (6.33)

Π1(Y ) =
1

τ
Y 2 +

1

tτ2
(τ3 − t2 + τ)Y + α0(t, τ), (6.34)

Π0(Y ) = Y 3 +
1

t
Y 2 + α0(t, τ)Y + α1(t, τ), (6.35)

for parameters αi(t, τ) chosen so that the stationarity equations (6.6), (6.7) hold. In general, these

functions have complicated dependence on t, τ . This could give an alternate approach to dealing with

the cubic 2-matrix model.

• The (p, q) Minimal Models Coupled to Gravity. As was mentioned in the introduction, it is widely

believed that all of the (p, q) minimal models coupled to gravity are incorporated by the 2-matrix

model. In this sense, the 2-matrix model is a universal model for these kinds of phase transitions. This

being said, very little mathematically rigorous work has been done on any critical phenomenon in the

2-matrix model, aside from the (4, 3) (Ising) minimal model studied in this work. This is one of the
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most interesting further directions of research. Some foundational work on the theoretical physics side

has already been examined, and in particular, various physicists have identified precisely where the

(3, 5), (5, 6), (4, 5), and (3, 8) minimal models coupled to gravity occur the 2-matrix model [100, 101].

More generally, J.-M. Daul, V.A. Kazakov, and I.K. Kostov claim to have identified all of the minimal

models coupled to gravity within the 2-matrix model [26]. It is important to try and establish their

claims rigorously.

• The Genus Expansion. It is well known that the free energy of the 1-matrix model admits a genus

expansion in powers of 1/N2; the coefficients of this expansion count the number of connected ribbon

graphs of a given genus [43, 44]. Similarly, as discussed in Chapter 3, the partition function for the

2-matrix model should admit an analogous genus expansion, with the coefficients counting the number

of 2-colored, connected, genus g ribbon graphs. The genus expansion for the quartic 2-matrix model

is in reach from the calculations of Chapter 5; we do not prove the existence of the expansion there,

however, as the current work would really become too long. However, this expansion is still of interest,

and is something that we would like to pursue in a future work.

• Multiplicative Chaos, Log-Correlated Fields, and Liouville Gravity. For some time now, there has

been a large group of probabilists working on the same collection of conjectures related to 2D critical

phenomena coupled to Liouville quantum gravity (cf. [82, 88, 95], for example). The problems they

address are very closely related to many of the problems outlined in this thesis, such as the KPZ formula

describing the change in critical exponents of the minimal models coupled to gravity. It would be of

interest to see if the results found in this community have anything to say about critical phenomenon

in the 2-matrix model, and vice-versa.

6.3 Conclusion.

To summarize, in this thesis, we have studied the first physically relevant critical phenomenon in the

2-matrix model, corresponding to the Ising model coupled to 2-dimensional gravity. We also calculated the

genus-0 partition function of the quartic 2-matrix model, making the original results of Kazakov [70] fully

rigorous. This problem is the first step in a larger program on critical phenomenon in the 2-matrix model.

We hope to extend these results by studying the cubic 2-matrix model, and investigate the open problems

described in Section (6.2).
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APPENDIX A

POTENTIAL THEORY.

Here, we establish some of the necessary tools and techniques we shall borrow from potential theory. We

do not attempt to make a comprehensive review of all of potential theory; our aim here is only to explain

the minimal amount of theory required to follow the main text (especially Chapter 4). None of the results

we refer to in this section are new. One should consult [77, 97] and references therein for further details.

A.1 Harmonic, Superharmonic, and Subharmonic Functions.

Potential theory is intimately tied to the theory of harmonic functions. Recall that a C2-function u :

Ω → R defined on a domain Ω ⊂ C is called harmonic if its Laplacian

∆u ≡
(
∂2

∂x2
+

∂2

∂y2

)
u = 4∂∂̄u = 0 (A.1)

vanishes in Ω (Here, ∂f, ∂̄f are the holomorphic/ antiholomorphic derivatives of a function f , respectively).

The following proposition states the relevant properties of harmonic functions:

Proposition A.1. (Properties of harmonic functions). Let u, v : Ω → R be harmonic functions. Then:

1. (mean-value property) (Mru)(z0) = u(z0), for any disc Br(z0) ⊂ Ω. Here, (Mru) represents the integral

average of u along the boundary of the disc Br(z0):

(Mru)(z0) =
1

2πr

∫ 2π

0

u(z0 + reiθ)dθ. (A.2)

2. (Identity principle) If u = v on a nonempty open subset of Ω, then u ≡ v everywhere in Ω.

3. (Maximum/minimum principle) If u attains its maximum/minimum at z0 ∈ Ω, then u ≡ const.

4. (Liouville theorem) If Ω = C, and u is bounded, then u ≡ const.

We refer the reader to [77] for proofs of the above facts. We will also need the classes of superharmonic

and subharmonic functions.
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Definition A.2. (Superharmonic function). A function is called superharmonic if it is lower-semicontinuous

(lim infζ→z v(ζ) ≥ v(z) , for every z ∈ Ω), and satisfies the super mean-value property: (Mrv)(z) ≤ v(z) for

every z ∈ Ω.

Likewise,

Definition A.3. A function v is called subharmonic if −v is superharmonic, or, equivalently, it is upper-

semicontinuous (lim supζ→z v(ζ) ≤ v(z) , for every z ∈ Ω) and satisfies the sub mean-value property:

(Mrv)(z) ≥ v(z) for every z ∈ Ω.

Obviously, we have that a function is harmonic if and only if it is both super- and sub-harmonic. Super-

harmonic functions enjoy the following properties:

Proposition A.4. Let u, v : Ω → C be superharmonic functions. Then:

1. min{u, v} and αu+ βv are superharmonic, for α, β > 0.

2. (Minimum principle) If u attains its minimum at z0 ∈ Ω, then u is constant.

3. (Comparison to harmonic functions) If h is harmonic on Ω, and

lim inf
ζ→z

u(ζ) ≥ h(z)

for every z ∈ ∂Ω, then u(z) ≥ h(z) in Ω.

We again refer to [77] for the proofs. We state one final proposition regarding superharmonic functions

before studying potentials:

Proposition A.5. Let (X,µ) be a finite measure space, Ω ⊂ C a domain, and v : Ω × X → (−∞,∞] a

measurable function satisfying

1. v(z, ·) is superharmonic for any fixed value of the second argument;

2. inft∈X v(z, t) is locally bounded below on Ω.

Then the function

u(z) =

∫
X

v(z, t) dµ(t) (A.3)

is superharmonic on Ω.

Proof. Since superharmonicity is a local property, it suffices to prove the theorem on discs contained in Ω.

Fix such a precompact set D ⊂ Ω. Property 2. implies that inft v(z, t) is bounded below on this set, and
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thus, without loss of generality, we may assume v(z, t) ≥ 0 on D × X. Now, if zn → z, then, by Fatou’s

lemma (and the lower semi-continuity of v), we have that

lim inf
n→∞

u(zn) ≥
∫
X

lim inf
n→∞

v(zn, t) dµ(t)

≥
∫
X

v(z, t)dµ(t) = u(z)

therefore, we conclude that u is lower semi-continuous. Furthermore, for any disc Br(z0) ⊂ D, by Fubini’s

theorem (and the super mean-value property of v), we have that

(Mru)(z0) =
1

2πr

∫ 2π

0

u(z0 + reiθ) dθ

=

∫
X

1

2πr

∫ 2π

0

v(z0 + reiθ, t)dθ dµ(t)

≤
∫
X

v(z0, t) dµ(t) = u(z0),

i.e. u satisfies the super mean-value property. We conclude that u is superharmonic.

Note the duality betweeen superharmonic and subharmonic functions: replacing ‘superharmonic’ with

‘subharmonic’, ‘inf’ with ‘sup’, and ‘locally bounded below’ with ‘locally bounded above’ yields an analogous

theorem about subharmonic functions.

A.2 Logarithmic Potentials and Capacity.

We now discuss the theory of potentials. We begin with a few remarks about the class of measures we

shall be considering from here on. The measure space in which we will usually be working is C, with the

usual σ-algebra of Borel sets, unless otherwise specified. Given a measure µ on this measure space, we define

its support to be

supp µ := {z ∈ C | ∀ϵ > 0, µ(Bϵ(z)) > 0} . (A.4)

One can think of supp µ as the set of points where the measure µ doesn’t vanish identically. If K ⊂ C, we

let M1(K) denote the set of positive, unit Borel measures compactly supported in K. We now define the

logarithmic potential of a measure µ.

Definition A.6. Let µ be a finite Borel measure with compact support in C. We define its potential, Uµ(z),

to be

Uµ(z) =

∫
log

1

|z − w|
dµ(w). (A.5)
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Potentials will be the primary objects of interest in this section. We now formulate some of the basic

properties of potentials:

Proposition A.7. Uµ(z) is a superharmonic function, and harmonic on C\(supp µ). Moreover, at infinity,

Uµ(z) = −µ(C) log|z|+O(1/|z|). (A.6)

Proof. Using the fact that log 1
|z−w| is a superharmonic function locally bounded above, by Theorem A.5 we

have that Uµ(z) is superharmonic on C. By the same theorem, applied now to C \ (supp µ), log 1
|z−w| is

subharmonic here, and thus so is Uµ(z). Therefore Uµ is harmonic off of the support of µ. Finally, to see

that equation (A.6) holds, write

Uµ(z) = −µ(C) log|z|−
∫

log

∣∣∣∣1− w

z

∣∣∣∣dµ(z),
for |z| sufficiently large, since µ is compactly supported, we see that the last term is O(1/|z|).

We now introduce the notion of capacity of a set, which will act as a measure of the ability of that set to

hold charge.

Definition A.8. Let K ⊂ C be compact, and µ ∈ M1(K). The logarithmic energy of µ is defined as

I[µ] :=

∫ ∫
log

1

|z − w|
dµ(w)dµ(z) =

∫
Uµ(w)dµ(w). (A.7)

We define the equilibrium energy of K to be

I0 := inf
µ∈M1(K)

I[µ]. (A.8)

The logarithmic capacity of K is then defined to be

cap(K) := e−I0 . (A.9)

It is a well-known fact that (cf. [77] again), for compact subsets K ⊂ C, there is always a measure

µ0 ∈ M1(K) satisfying

I0 = I[µ0] = inf
µ∈M1(K)

I[µ], (A.10)

and so cap(K) is well-defined. We summarize some of the properties of capacity in the following proposition.
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Proposition A.9. 1. Let E ⊂ C, and α, β ∈ C. Then

cap(αE + β) = cap(E). (A.11)

2. If z0 ∈ C, r > 0, then

cap({|z − z0|≤ r}) = r. (A.12)

3. If z0 ∈ C, r > 0, then

cap({|z − z0|= r}) = r. (A.13)

4. if [a, b] ⊂ R is an interval, then

cap([a, b]) =
1

4
(b− a). (A.14)

Proof. The first property is obvious from the definition of capacity. For sake of brevity, we omit the proofs

of the remaining three properties of capacity, and again refer the reader to [77, 97] for the details.

The definition of capacity can be extended to any measurable set E in the usual way, by setting

cap(E) := sup {cap(K) | K ⊂ E, K compact} . (A.15)

Capacity is always a non-negative quantity; we call sets of capacity zero polar. A property is said to hold

quasi-everywhere (q.e.) if it occurs everywhere except a polar set. We state without proving that every

polar set is of measure zero, so that a property holding quasi-everywhere also occurs almost everywhere.

Moreover, the countable union of polar sets is again polar.

A.3 The Weighted Energy Problem.

In our Riemann-Hilbert analysis of orthogonal polynomials, we wanted to minimize a functional of the

form1

E[µ] :=

∫∫
log

1

|z − ζ|
dµ(z)dµ(ζ) + 2

∫
V (z)dµ(z), (A.16)

with the minimum taken over all measures µ ∈ M1(K), for some closed set K (in the situation of Chapter

4, K = R). We now pose conditions under which this sort of minimization problem makes sense, and the

resulting variational conditions that arise for the extremizing measure.
1The factor of 2 in front of V (z) here is inessential, and is taken for simplicity of notations of this appendix.
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Definition A.10. Let F ⊂ C be a closed set, and w : F → R+; we call w a weight function on F . A weight

function w(z) on F is said to be admissible if the following properties hold:

1. w is upper-semicontinuous,

2. The set of points F0 ⊂ F where w(z) > 0 has positive capacity, and finally,

3. If F is unbounded, then |z|w(z) → 0 as |z|→ ∞ inside F .

The last condition is take to ensure w(z) grows sufficiently fast at infinity. As an example (which, for us,

is the example of interest), if we take F = R, and V (z) any monic polynomial of even degree d ≥ 2, then the

weight function

w(z) := exp(−V (z)) (A.17)

is admissible, since it is clearly upper-semicontinuous, positive on the whole real line (and thus condition

2. holds), and finally trivially satisfies the last growth condition. Motivated by this example, given an

admissible weight, we define V (z) = V (z;w) := log|w(z)|.

Given an admissible weight, we define the weighted energy functional

Ew[µ] = E[µ] :=

∫∫
log

1

|z − ζ|w(z)w(ζ)
dµ(z)dµ(ζ) (A.18)

=

∫∫
log

1

|z − ζ|
dµ(z)dµ(ζ) + 2

∫
V (z)dµ(z).

Given an admissible weight function w(z) on F ⊂ C, we are interested in the following minimization problem:

inf
µ∈M1(F )

Ew[µ] =: V0. (A.19)

If λ is a minimizing measure for the above problem, define

ℓ0 := V0 −
∫
V (z)dλ(z) =

∫∫
log

1

|z − ζ|
dλ(z)dλ(ζ) +

∫
V (z)dλ(z). (A.20)

We have the following theorem:

Theorem A.11. 1. ℓ0 is finite, and moreover, there is a unique measure λ ∈ M1(F ) such that the

minimum is attained:

inf
µ∈M1(F )

Ew[µ] = Ew[λ] = V0. (A.21)

2. The support of λ is a compact subset of F , and is of positive capacity,
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3. For quasi-every z ∈ F ,

Uλ(z) + V (z) ≥ ℓ0, (A.22)

and for quasi-every z in the support of λ,

Uλ(z) + V (z) = ℓ0. (A.23)

Note that, in the case w(z) := exp(−V (z)) with V (z) a monic polynomial of even degree, conditions

(A.22), (A.23) are precisely the variational conditions (4.51), (4.52) of Chapter 4. Theorem (A.11) is some-

times referred to as the Frostman theorem or Gauss-Frostman theorem; the conditions (A.22), (A.23) are

called the Frostman conditions. On physical grounds, these principles are quite clear: if we have a collection

of electrons in equilibrium with an external field V (z), then on the support of the charges (i.e. supp λ), the

effective potential Uλ(z) + V (z) should be constant. Moreover, if the charges are truly in equilibrium, if we

move away from the support of the charges, the effective potential should increase, otherwise the electrons

would have moved to an area of lower potential energy. Before proving Theorem (A.11), we first need a few

lemmas about weak-∗ convergence. Recall that a sequence of Borel measures {µk} on F is said to converge

weakly to µ if, for every φ ∈ C(F ), the sequence

∫
F

φdµn →
∫
F

φdµ, (A.24)

as n→ ∞. We then write µn
∗→ µ. This notion of convergence induces a topology on the space of measures,

called the weak-∗ topology. The set M1(F ) is of course a subset of the space of all Borel measures on F , and

in fact, is compact in this topology, in the following sense:

Lemma A.12. Let {µn} be a sequence of measures in M1(F ). Then {µn} has a convergent subsequence.

Proof. The proof of this lemma is an elementary fact from real analysis; we refer the reader to [96], for

example.

With this in mind, we can prove the following lemma:

Lemma A.13. (Fatou Lemma for the weighted energy) Suppose µn
∗→ µ in M1(F ), and suppose w : F → R+

is an admissible weight function on F . Then,

Ew[µ] ≤ lim inf
n→∞

Ew[µn]. (A.25)
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Proof. For simplicity, we assume that F is compact. The general case follows using the usual tools from real

analysis. By assumption, we have that, for any φ,ψ ∈ C(F ),

∫∫
φ(z)ψ(ζ) dµn(ζ)dµn(z) →

∫∫
φ(z)ψ(ζ) dµ(ζ)dµ(z)

The Stone-Weierstrass theorem yields that, for any f(z, ζ) ∈ C(F × F ), there exist {φj(z), ψj(ζ)}nj=1 such

that
∑
φj(z)ψj(ζ) is uniformly close to f . It follows that

∫∫
f(z, w) dµn(ζ)dµn(z) →

∫ ∫
f(z, ζ) dµ(ζ)dµ(z)

for any f ∈ C(F ×F ). Setting f(z, ζ) = min{log 1
[|z−ζ|w(z)w(ζ)] ,m} ∈ C(F ×F ) for some fixed integer m ≥ 1,

we find that

lim inf
n→∞

Ew[µn] = lim inf
n→∞

∫∫
log

1

[|z − ζ|w(z)w(ζ)]
dµn(ζ)dµn(z)

≥
∫∫

min{log 1

[|z − ζ|w(z)w(ζ)]
,m}dµn(ζ)dµn(z)

=

∫∫
min{log 1

[|z − ζ|w(z)w(ζ)]
,m}dµ(ζ)dµ(z)

where the first equality follows from log 1
[|z−ζ|w(z)w(ζ)] ≥ min{log 1

[|z−ζ|w(z)w(ζ)] ,m}, and the second from our

previous observation. Since the functions fm = min{log 1
[|z−ζ|w(z)w(ζ)] ,m} are increasing, by the monotone

convergence theorem, we have finally that

lim inf
n→∞

Ew[µn] ≥
∫∫

min{log 1

[|z − ζ|w(z)w(ζ)]
,m}dµ(ζ)dµ(z) → Ew[µ].

With these lemmas in place, we are now ready to prove Theorem (A.11):

Proof. (of Theorem (A.11)). Let us begin by showing that an extremizing measure indeed exists. Set

ℓ0 = infµ∈M1(K)Ew[µ], and let {µn} be a sequence of measures from M1(K) such that Ew[µn] → ℓ0. By

Lemma (A.12), this sequence has a convergent subsequence; denote the limiting measure by µnk

∗→ λ. By

the lemma, we have that

Ew[λ] ≤ lim inf
k→∞

Ew[µnk
] = ℓ0, (A.26)

therefore λ extremizes Ew[µ]. For the proof of finiteness of ℓ0 and uniqueness of λ, we refer the reader to

[97], Theorem 1.3. For brevity, we also omit the proof that the support of λ has positive capacity.
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It remains to prove the equality and inequality (A.22), (A.23). Let

Φ(z) := Uλ(z) + V (z) =

∫
log

1

|z − w|
dλ(w) + V (z) (A.27)

denote the “effective potential”. We will prove the following assertion:

The set E := {z ∈ E | Φ(z) < ℓ0} is polar (of capacity 0).

From this assertion, we can immediately infer (A.22). We proceed by contradiction. Suppose, that E is of

positive capacity; then, there is an integer N ≥ 1 such that the set

E1 :=

{
z ∈ E | |z|≤ N,Φ(z) < ℓ0 −

1

N

}
(A.28)

is also of positive capacity; note that E1 is also compact. On the other hand, since
∫
Φ(z)dλ(z) = ℓ0, there

must be a compact set E2 ⊂ supp λ such that

Φ(z) > ℓ0 −
1

2N
, (A.29)

for every z ∈ E2. Obviously, we must have that m := λ(E2) > 0. Now, let σ ∈ M1(E1), such that Ew[σ] is

finite, and define the (signed) measure σ̂ by

σ̂ =


mσ, on E1,

−λ, on E2,

0, otherwise.

(A.30)

We then have that, for any t > 0, sufficiently small, the measure λt := λ+ tσ̂ ∈ M1(F ). Furthermore, if

we compute the weighted energy of λt,

Ew[λt] = V0 + 2t

[∫∫
log

1

|z − ζ|
dλ(z)dσ̂(ζ) +

∫
V (z)dσ̂(z)

]
+ t2

∫∫
log

1

|z − ζ|
dσ(z)dσ̂(ζ)

= V0 + 2t

∫ [
Uλ(z) + V (z)

]
dσ̂(ζ) +O(t2)

< V0 −
2tm

2N
+O(t2) < V0,

in contradiction with the fact λ was the minimizer to Ew[µ].
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Now, we prove (A.23). Let z0 ∈ supp λ, and suppose that

Φ(z0) > ℓ0. (A.31)

By lower-semicontinuity of Φ, we have that there exists δ > 0 such that Φ(z) > ℓ0+ϵ holds, for all |z−z0|< δ,

and ϵ > 0 sufficiently small (without loss of generality, A := {|z − z0|< ϵ} ⊂ supp λ). Thus, we can write

ℓ0 =

∫
Φ(z)dλ(z) =

∫
A

Φ(z)dλ(z) +

∫
(supp λ)\A

Φ(z)dλ(z)

≥ λ(A) [ℓ0 + ϵ] + [1− λ(A)]ℓ0,

which in turn implies that λ(A) = 0. But, this is a contradiction, since we assumed A ⊂ supp λ. The

inequality

Φ(z) := Uλ(z) + V (z) ≤ ℓ0, (A.32)

for z ∈ supp λ, follows. This inequality, along with the inequality (A.22), implies the equality (A.23).

The above theorem is extremely useful when it comes to calculation of equilibrium measures. In the next

section, we show how the Gauss-Frostman theorem may be used to calculate the corresponding equilibrium

measure, in the case when V (z) is a monic polynomial of even degree.

A.4 Calculation of Equilibrium Measures.

Here, we show some examples of how the Gauss-Frostman theorem may be used to calculate (in a fairly

explicit manner) the equilibrium measure in the external field V (z), where V (z) is a monic polynomial of

even degree.

We have the following theorem:

Theorem A.14. Let V (z) be a monic polynomial of even degree d ≥ 2, and consider the functional

Ew[µ] =

∫∫
log

1

|z − ζ|
dµ(z)dµ(ζ) + 2

∫
V (z)dµ(z). (A.33)

Then the (unique) minimizing measure λ ∈ M1(R) among all measures µ ∈ M1(R) is given by

dλ(z) =
1

2π

√
M(z)dx, (A.34)

201



for some polynomial M(z) of degree 4d − 2. Furthermore, the support of λ consists of a union of at most

2d− 1 intervals.

Proof. Let us first establish that the support of λ consists of at most 2d− 1 intervals. We aim to calculate

the Cauchy transform of λ:

Cλ(z) :=

∫
dλ(ζ)

ζ − z
. (A.35)

The Plemelj formula then yields that we can recover λ from the boundary values of Cλ(z):

dλ

dz
=

1

2πi

[
Cλ

+(z)− Cλ
−(z)

]
, z ∈ supp λ, (A.36)

where the +/− subscripts denote the limits from above and below the real line. Differentiating the Gauss-

Frostman condition (A.23) on the support of the measure λ, we find that

Cλ
+(z) + Cλ

−(z) + V ′(z) = 0, (A.37)

where we have used the fact that the derivative of the logarithmic potential on the support of the measure

λ is the Cauchy principal value integral. Now, define the function

Q(z) := −[Cλ(z)]2 − [Cλ(z)]V ′(z). (A.38)

The function Q(z) is analytic everywhere except possibly supp λ, and at infinity, behaves as

Q(z) = 2dz2d−2 +O(z2d−3), z → ∞.

as a consequence of the fact that deg V ′ = 2d − 1, and Cλ(z) = −z−1 + O(z−2), z → ∞. Comparing the

boundary values of Q(z) across the support of λ, we find that

Q+(z)−Q−(z) = −[Cλ
+(z)]

2 + [Cλ
−(z)]

2 −
[
Cλ

+(z)− Cλ
−(z)

]
V ′(z)

= −
[
Cλ

+(z)− Cλ
−(z)

] [
Cλ

+(z) + Cλ
−(z)

]
−
[
Cλ

+(z)− Cλ
−(z)

]
V ′(z)

=
[
Cλ

+(z)− Cλ
−(z)

]
V ′(z)−

[
Cλ

+(z)− Cλ
−(z)

]
V ′(z) = 0,

where in the last line, we have used the “derivative” Frostman condition (A.37). Thus, Q(z) is continuous

across supp λ, and thus by Morera’s theorem, extends to an entire function. SinceQ(z) = 2dz2d−2+O(z2d−3),

z → ∞, we can conclude that Q(z) is a polynomial of degree 2d− 2, by Liouville’s theorem. We thus have
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an explicit quadratic expression for the Cauchy transform of λ:

[Cλ(z)]2 + V ′(z)Cλ(z) +Q(z) = 0;

solving the above for Cλ(z), we find that

Cλ(z) =
1

2

[
V ′(z)±

√
(V ′(z))2 − 4Q(z)

]

The Plemelj formula then yields that

dλ

dz
=

1

2π

√
4Q(z)− (V ′(z))2 (A.39)

This establishes the form of the equilibrium measure λ. Since λ is supported on R, the real roots of the

polynomial 4Q(z)−(V ′(z))2 determine the endpoints of the support; since there are at most 2(2d−1) = 4d−2

real roots of this polynomial, there are at most 2d − 1 components of the support, with each component

being an interval:

supp λ =

2d−1⋃
k=1

[ak, bk].

Now that we have determined the (form of) the support of λ, we can more carefully determine the

form of the equilibrium measure. We already have a generic form of the measure (see Equation (A.39)),

but we can in fact be more precise. What follows is often colloquially referred to as the “square root

trick”. Let us suppose the equilibrium measure is supported on exactly 2d − 1 intervals 2, with endpoints

a1 < b1 < ... < a2d−1 < b2d−1. We seek a function R(z) satisfying

1. R2(z) =
∏2d−1

k=1 (z − ak)(z − bk),

2. R is analytic in C \ (
⋃

k[ak, bk]).

3. R(z) = z2d−1 +O(z2d−2), z → ∞.

There is an explicit formula for such a function:

R(z) =

2d−1∏
k=1

(z − ak)
1/2(z − bk)

1/2. (A.40)

2In practice, this may not be the case, and one often finds the number of intervals by trial and error. If the “square root
trick” doesn’t work for 2d − 1 intervals, it may work for 2d − 2; since the equilibrium measure is unique, what we have found
is the equilibrium measure. If the trick doesn’t work for 2d− 2, then one must try 2d− 3 intervals, and so on. The key point
here is that there are finitely many cases, and so the measure can be found via a finite process.
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Furthermore, the function R(z) has the following boundary values:

R+(z) =


R−(z), z ∈ R \

(⋃2d−1
k=1 [ak, bk]

)
−R−(z), z ∈

⋃2d−1
k=1 [ak, bk].

Then, the function h(z) = Cλ(z)
R(z) is analytic in C \

(⋃2d−1
k=1 [ak, bk]

)
, and satisfies the jump condition

h+(z)− h−(z) =
V ′(z)

R+(z)
, z ∈

2d−1⋃
k=1

[ak, bk].

Furthermore, the function h(z) satisfies h(z) = −z−2d+2 + O(z−2d+3), as z → ∞. Since, in particular,

h(z) = O(z−1) as z → ∞, we can explicitly find h(z) by means of the Plemelj formula:

h(z) =
1

2πi

2d−1∑
k=1

∫ bk

ak

V ′(ζ)dζ

R+(ζ)(ζ − z)
; (A.41)

the condition that the first 2d− 1 terms in the series expansion of h(z) at infinity determine the positions of

the endpoints of the support.

In particular, we obtain several results immediately from the following theorem. First, we note that,

if deg V = 2q, then the support of λ consists of (at most) q intervals. We also remark that, in a generic

situation, the endpoints of the support of λ behave like (x− a)1/2. This justifies most of the comments we

made in the construction of local parametrices in Chapter (4).
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APPENDIX B

EXPANSION OF THE UNIFORMIZING COORDINATE NEAR THE BRANCH POINTS.

Here, we list the relevant expansions of the uniformizing coordinate on each sheet of the spectral curve.

We have included Figure (B.1), which depicts the leading order asymptotics of the uniformizing coordinate

near each of the branch points, for the convenience of the reader. The expansions at infinity hold for all

(a, b) ∈ R = {0 < b ≤ 1, 1 ≤ a ≤ b−1}, and so we list them first. Let A = A(a, b) = ab
√

−τ(a, b)/3t(a, b).

Then,

u1(z) =
z

A
− (a2 + b2)A

z
−

( 53a
2b2 + a4 + b4)A3

z3
−

( 143 (a4b2 + a2b4) + 2a6 + 2b6)A5

z5
+O(z−7), (B.1)

u2(z) =


−
(

a2b2

3

)1/3
ωA1/3

z1/3 + (a2+b2)A
3z −

(
3

a2b2

)1/3 ω2(a4+a2b2+b4)A5/3

9z5/3 +O(z−7/3), Im z > 0,

−
(

a2b2

3

)1/3
ω2A1/3

z1/3 + (a2+b2)A
3z −

(
3

a2b2

)1/3 ω(a4+a2b2+b4)A5/3

9z5/3 +O(z−7/3), Im z < 0,

(B.2)

u3(z) = −
(
a2b2

3

)1/3
A1/3

z1/3
+

(a2 + b2)A

3z
−
(

3

a2b2

)1/3
(a4 + a2b2 + b4)A5/3

9z5/3
+O(z−7/3), (B.3)

u4(z) =


−
(

a2b2

3

)1/3
ω2A1/3

z1/3 + (a2+b2)A
3z −

(
3

a2b2

)1/3 ω(a4+a2b2+b4)A5/3

9z5/3 +O(z−7/3), Im z > 0,

−
(

a2b2

3

)1/3
ωA1/3

z1/3 + (a2+b2)A
3z −

(
3

a2b2

)1/3 ω2(a4+a2b2+b4)A5/3

9z5/3 +O(z−7/3), Im z < 0,

(B.4)

On the other hand, the local expansions of the uniformizing coordinate differ in the noncritical/critical

cases and multicritical cases. We indicate the behavior of the uniformization coordinate around these branch

points here.
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B.1 Expansion of the Uniformizing Coordinate in the Generic and Critical Cases.

All of the following expansions are valid for 0 < b < 1, 1 ≤ a ≤ b. We also let A := A(a, b) > 0 be as in

(5.34).

• Expansion at z = +α. As z → α, letting ζ = z − α,

u1(z) = a+
a3/2

A
1
2 (a2 − b2)

1
2

ζ
1
2 +

a2(3a2 − 7b2)

6A(a2 − b2)2
ζ +

a5/2C2

72A
3
2 (a2 − b2)

7
2

ζ
3
2 +O(ζ2), (B.5)

u2(z) = a− a3/2

A
1
2 (a2 − b2)

1
2

ζ
1
2 +

a2(3a2 − 7b2)

6A(a2 − b2)2
ζ − a5/2C2

72A
3
2 (a2 − b2)

7
2

ζ
3
2 +O(ζ2), (B.6)

and u3(z), u4(z) have regular expansions. Here, C2 := C2(a, b) = 9a4 − 30a2b2 + 101b4 > 0.

• Expansion at z = −α. As z → −α, letting ζ = z + α,

u1(z) =


−a+ ia3/2

A
1
2 (a2−b2)

1
2
ζ

1
2 + a2(3a2−7b2)

6A(a2−b2)2 ζ +
ia5/2C2

72A
3
2 (a2−b2)

7
2
ζ

3
2 +O(ζ2), Im ζ > 0,

−a− ia3/2

A
1
2 (a2−b2)

1
2
ζ

1
2 + a2(3a2−7b2)

6A(a2−b2)2 ζ −
ia5/2C2

72A
3
2 (a2−b2)

7
2
ζ

3
2 +O(ζ2), Im ζ < 0,

(B.7)

u2(z) =


−a− ia3/2

A
1
2 (a2−b2)

1
2
ζ

1
2 + a2(3a2−7b2)

6A(a2−b2)2 ζ −
ia5/2C2

72A
3
2 (a2−b2)

7
2
ζ

3
2 +O(ζ2), Im ζ > 0,

−a+ ia3/2

A
1
2 (a2−b2)

1
2
ζ

1
2 + a2(3a2−7b2)

6A(a2−b2)2 ζ +
ia5/2C2

72A
3
2 (a2−b2)

7
2
ζ

3
2 +O(ζ2), Im ζ < 0,

, (B.8)

and u3(z), u4(z) have regular expansions. Here, C2 := C2(a, b) = 9a4 − 30a2b2 + 101b4 > 0.

The expansions at z = ±β can be obtained in a similar manner, by exchanging the roles of a, b in the

expansions. We obtain that:

• Expansion at z = +β. As z → β, letting ζ = z − β,

u2(z) =


b+ ib3/2

A
1
2 (a2−b2)

1
2
ζ1/2 − (7a2−3b2)b2

6A(a2−b2)2 ζ +
ib5/2C̃2

72A
5
2 (a2−b2)

7
2
ζ

3
2 +O(ζ2), Im ζ > 0,

b− ib3/2

A
1
2 (a2−b2)

1
2
ζ1/2 − (7a2−3b2)c2

6A(a2−b2)2 ζ −
ib5/2C̃2

72A
5
2 (a2−b2)

7
2
ζ

3
2 +O(ζ2), Im ζ < 0,

(B.9)

u4(z) =


b− ib3/2

A
1
2 (a2−b2)

1
2
ζ1/2 − (7a2−3b2)b2

6A(a2−b2)2 ζ −
ib5/2C̃2

72A
5
2 (a2−b2)

7
2
ζ

3
2 +O(ζ2), Im ζ > 0,

b+ ib3/2

A
1
2 (a2−b2)

1
2
ζ1/2 − (7a2−3b2)b2

6A(a2−b2)2 ζ +
ib5/2C̃2

72A
5
2 (a2−b2)

7
2
ζ

3
2 +O(ζ2), Im ζ < 0,

(B.10)

and u1(z), u3(z) have regular expansions. Here, C̃2 := C̃2(a, b) = 101a4 − 30a2b2 + 9b4 = C2(b, a).
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• Expansion at z = −β. As z → −β, letting ζ = z + β,

u2(z) = −b− b3/2

A
1
2 (a2 − b2)

1
2

ζ1/2 − (7a2 − 3b2)b2

6A(a2 − b2)2
ζ − b5/2C̃2

72A
5
2 (a2 − b2)

7
2

ζ
3
2 +O(ζ2), (B.11)

u3(z) = −b+ b3/2

A
1
2 (a2 − b2)

1
2

ζ1/2 − (7a2 − 3b2)c2

6A(a2 − b2)2
ζ +

b5/2C̃2

72A
5
2 (a2 − b2)

7
2

ζ
3
2 +O(ζ2), (B.12)

and u1(z), u4(z) have regular expansions. Here, C̃2 := C̃2(a, b) = 101a4 − 30a2b2 + 9b4 = C2(b, a).

B.2 Expansions of the Uniformizing Coordinate at the Multicritical Point.

• Expansion at z = +α. Let ζ := z − α, A = A(1, 1) =
√
6/5; as ζ → 0, we have the expansions:

u1(z) = 1 +

(
3

4A

)1/3

ζ1/3 +
3

4

(
3

4A

)2/3

ζ2/3 +
21

64A
ζ +

37

192

(
3

4A

)4/3

ζ4/3 +O(ζ5/3) (B.13)

u2(z) =


1 +

(
3
4A

)1/3
ω2ζ1/3 + 3

4

(
3
4A

)2/3
ωζ2/3 + 21

64Aζ +
37
192

(
3
4A

)4/3
ω2ζ4/3 +O(ζ5/3), Im ζ > 0,

1 +
(

3
4A

)1/3
ωζ1/3 + 3

4

(
3
4A

)2/3
ω2ζ2/3 + 21

64Aζ +
37
192

(
3
4A

)4/3
ωζ4/3 +O(ζ5/3), Im ζ < 0

,

(B.14)

u3(z) = −1

3
+

1

64A
ζ − 27

16384A2
ζ2 +

891

4194304A3
ζ3 +O(ζ4), (B.15)

u4(z) =


1 +

(
3
4A

)1/3
ωζ1/3 + 3

4

(
3
4A

)2/3
ω2ζ2/3 + 21

64Aζ +
37
192

(
3
4A

)4/3
ωζ4/3 +O(ζ5/3), Im ζ > 0,

1 +
(

3
4A

)1/3
ω2ζ1/3 + 3

4

(
3
4A

)2/3
ωζ2/3 + 21

64Aζ +
37
192

(
3
4A

)4/3
ω2ζ4/3 +O(ζ5/3), Im ζ < 0.

(B.16)

• Expansion at z = −α. Let ζ := z + α, A =
√
6/5; as ζ → 0, we have the expansions:

u1(z) =


−1 +

(
3
4A

)1/3
ωζ1/3 − 3

4

(
3
4A

)2/3
ω2ζ2/3 + 21

64Aζ −
37
192

(
3
4A

)4/3
ωζ4/3 +O(ζ5/3), Im ζ > 0,

−1 +
(

3
4A

)1/3
ω2ζ1/3 − 3

4

(
3
4A

)2/3
ωζ2/3 + 21

64Aζ −
37
192

(
3
4A

)4/3
ω2ζ4/3 +O(ζ5/3), Im ζ < 0,

(B.17)

u2(z) =


−1 +

(
3
4A

)1/3
ω2ζ1/3 − 3

4

(
3
4A

)2/3
ωζ2/3 + 21

64Aζ −
37
192

(
3
4A

)4/3
ω2ζ4/3 +O(ζ5/3), Im ζ > 0,

−1 +
(

3
4A

)1/3
ωζ1/3 − 3

4

(
3
4A

)2/3
ω2ζ2/3 + 21

64Aζ −
37
192

(
3
4A

)4/3
ωζ4/3 +O(ζ5/3), Im ζ < 0,

(B.18)

u3(z) = −1 +

(
3

4A

)1/3

ζ1/3 − 3

4

(
3

4A

)2/3

ζ2/3 +
21

64A
ζ − 37

192

(
3

4A

)4/3

ζ4/3 +O(ζ5/3), (B.19)

u4(z) =
1

3
+

1

64A
ζ +

27

16384A2
ζ2 +

891

4194304A3
ζ3 +O(ζ4). (B.20)
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u = 0

− ω2

ζ1/3

− ω
ζ1/3

−1
ζ1/3

−1
ζ1/3

−ω2

ζ1/3

−ω
ζ1/3

u = −a

iζ1/2

−iζ1/2

iζ1/2

−iζ1/2

u = a

−ζ1/2

−ζ1/2

ζ1/2

ζ1/2

u = −b

−ζ1/2

−ζ1/2

ζ1/2

ζ1/2

u = b

iζ1/2

−iζ1/2

iζ1/2

−iζ1/2

I+

I−

II−

II+

III+

III−

IV+

IV−

Figure B.1. The uniformizing plane for generic values of the parameters (a, b). The leading asymptotic
behavior of uj(z) on each sheet is given in the appropriate local coordinate. For example, in a neighborhood
of u = a, the local coordinate ζ = const · (z − β), and u2(z) ∼ −ζ1/2[1 + O(ζ1/2)], whereas u3(z) ∼
ζ1/2[1 +O(ζ1/2)].
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APPENDIX C

DERIVATION OF THE KdV3 STRING EQUATION.

Consider the model Riemann-Hilbert problem for the function Ψ introduced in the local parametrices,

defined by the function

F (ξ) = diag(1, ξ1/3, ξ−1/3) · C(ξ), (C.1)

where

C(ξ) =


(

1 1 1
ω2 ω 1
ω ω2 1

)
, ξ > 0,(

1 −1 1
ω2 −1 ω
ω −1 ω2

)
, ξ < 0.

(C.2)

The jumps of Ψ are defined as

Ψ+(ξ; η, µ, ν) = Ψ−(ξ; η, µ, ν)×



(
1 0 0
0 0 −1
0 1 0

)
, ξ ∈ L1,(

1 0 0
0 1 0
0 −1 1

)
, ξ ∈ L2 ∪ L8,(

1 0 0
0 1 −1
0 0 1

)
, ξ ∈ L3,(

1 0 0
1 1 0
0 0 1

)
, ξ ∈ L4 ∪ L6,(

0 1 0
−1 0 0
0 0 1

)
, ξ ∈ L5,(

1 1 0
0 1 0
0 0 1

)
, ξ ∈ L7,

(C.3)

where the contours L1, ..., L8 are as in Figure (5.15), and satisfying the normalization condition

Ψ(ξ; η, µ, ν) =

[
I+O(ξ−1)

]
F (ξ)e−ϑ(D̂ξ1/3;η,µ,ν), |ξ|→ ∞. (C.4)

where ϑ(ξ; η, µ, ν) := 3
7ξ

7 + ηξ5 + µξ2 + νξ, F (ξ) is as defined above, and D̂ is the matrix

D̂ :=


diag (1, ω2, ω), Im ξ > 0,

diag (1, ω, ω2), Im ξ < 0.

(C.5)
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We immediately set µ = 0, as it is irrelevant for our current considerations, and set Ψ(ξ; η, µ, ν) := Ψ(ξ; η, ν),

by a slight abuse of notation. We tacitly assume the existence of the solution to this problem; we postpone

the analysis of this to a later work. Here, we show how Kazakov’s string equation may be derived from the

string equation for the operators

Ξ(ξ; η, ν) :=
∂Ψ

∂ξ
Ψ−1, (C.6)

V (ξ; η, ν) :=
∂Ψ

∂ν
Ψ−1, (C.7)

U(ξ; η, ν) :=
∂Ψ

∂η
Ψ−1 (C.8)

Where Ξ(ξ; η, ν) = Ξ2ξ
2 + Ξ1ξ + Ξ0, U(ξ; η, ν) = U1ξ + U0, and V (ξ; η, ν) = V2ξ

2 + V1ξ + V0. The matrices

Ξk(η, ν), Vk(η, ν), and Uk(η, ν) are given by

Ξ2 :=
(

0 0 0
0 0 1
0 0 0

)
, Ξ1(η, ν) :=

(
0 1 5

3η+a12
5
3η−a31 −a32 a22−a33

1 0 a32

)
, (C.9)

and Ξ0(η, ν) is given by the more complicated expression

Ξ0(η, ν) :=
5

3
η
( a12−a31 −a32 a11−a33

a22−a11 −a12 a21−a13
a32 1 a31

)
+

=

(
a13−a21−a31a12 a11−a22−a12a32 b12−a23−a12a33

(a11−a22+a33)a31+a32a21−b31+a23 a31a12+a33a32+a21−b32 a13a31−a22a33+a23a32+a2
33+b22−b33+

ν
3

a33−a11−a32a31 a31−a12−a2
32 b32−a13−a32a33

)
(C.10)

V1 :=
(

0 0 0
0 0 1
0 0 0

)
, V0(η, ν) :=

( 0 1 a12
−a31 −a32 a22−a33
1 0 a32

)
, (C.11)

and, finally,

U2 :=
(

0 0 1
1 0 0
0 0 0

)
, U1(η, ν) :=

( a12−a31 −a32 a11−a33
a22−a11 −a12 a21−a13

a32 1 a31

)
,

U0(η, ν) := (C.12)(
a33a31+a32a21−a11a12+b12−b31 a32(a33+a22−a11)−a2

12−b32+a13 a31a13−a13a12−a11a33+a32a23+a2
33+b11−b33

a2
11−a11a22+a12a21−a31a21+a13a31+b22−b11 a13a32−a21a32+a11a12+a23−b12 (a33−a22+a11)a31+a12a23−a21a33−b13+b21

b32−a11a32−a21−a2
31 a33−a22−a32a31−a32a12 b31−a13a32−a33a31−a23

)
.

The string equation itself is the compatibility condition of the operators ∂ξ − Ξ(ξ; η, ν) and ∂ν − V (ξ; η, ν):

[∂ξ − Ξ(ξ; η, ν), ∂ν − V (ξ; η, ν)] = ∂νΞ− ∂ξV + [Ξ, V ] = 0. (C.13)

The other compatibility conditions give additional equations which further constrain the functions aij , bij .
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Let us first briefly recount some facts about the generalized KdV hierarchies, in particular KdV3 (also

known as Gelfand-Dickey-3). For further details about KdV3, one should consult [33]. Consider the differ-

ential operator

L = ∂3 − 3

2
u∂ − 3

4
u′ +

3

2
v, (C.14)

where u, v are functions of the variable of differentiation ν (∂ = ∂ν), as well as an infinite collection of ‘times’

tk. The operator L is chosen so that, under an infinitesmal change of coordinates ν → ν(λ), the functions u

and v transform as

ũ(λ) = u(ν(λ))

(
dν

dλ

)2

+ 2{ν, λ}, (C.15)

ṽ(λ) = v(ν(λ))

(
dν

dλ

)3

, (C.16)

i.e. as an affine connection and as a rank 3 tensor, respectively (here, {ν, λ} denotes the Schwarzian derivative

of ν with respect to λ) . The operator
(
dν
dλ

)2 ◦L◦
(
dν
dλ

)
then acts covariantly from the space of rank 1 tensors

to rank 2 tensors. One can expand L1/3 uniquely as a series in pseudodifferential operators:

L1/3 = ∂ +
1

2
u∂−1 +O(∂−2), (C.17)

with the coefficients of L being differential polynomials in the functions u, v. The equations of the KdV3

hierarchy are generated by the equations

0 = [∂tk − L
k/3
+ , λ− L], (C.18)

with ∂tkλ = 0, and k an integer which is not a multiple of 3. Here, the subscript ‘+’ denotes the purely

differential piece of the pseudodifferential operator Lk/3
+ . The first equation in the hierarchy (k = 2) is the

celebrated Boussinesq equation. The hierarchy has an infinite set of conserved flows, characterized by the

equations

0 = [∂tk − L
k/3
+ , ∂tj − L

j/3
+ ]. (C.19)

This hierarchy has infinitely many conserved quantities, as well as an associated bihamiltonian structure,

cf. [33]. This hierarchy also has a number of additional symmetries. These symmetries do not commute

amongst themselves, and are characterized by their explicit dependence on the ‘times’ {tk}. The additional

symmetries generate an infinite-dimensional W -algebra. In the case of the usual KdV (= KdV2) hierarchy,

this algebra is the celebrated Virasoro algebra; in the case of KdV3, one obtains the so-called Zamolodchikov
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W3 algebra (cf. [33, 111]). The first such symmetry is generated by the equation (setting A := L
4/3
+ )

[L,A] = 1. Explicitly, the operator A is the 4th order differential operator

A = L
4/3
+ = ∂4 − {u, ∂2}+ {v, ∂}+ 1

2
u2 − 1

6
u′′′. (C.20)

(Here, {A,B} := AB + BA denotes the anticommutator of operators). There is an additional non-trivial

flow that we may add, coming from the operator L2/3
+ = ∂2 − u; it is associated with the variable η, and

yields a generalized string equation:

[L, Ã] = 1, where − Ã := L
4/3
+ +

5

3
ηL

2/3
+ . (C.21)

This is the so-called string equation. Equation (C.21) appears in the physics literature as the descriptor of

the (4, 3) minimal model coupled to gravity, under various normalizations [25, 34, 56]. The interpretation

of the ν flow is as a descriptor of the transition to ‘criticality’, i.e. the transition from the non-critical to

critical matrix model. The parameter η describes the Ising phase transition along the critical curve. It is the

solutions to equation (C.21) that appear explicitly at the critical point of the matrix model in question. The

string equation may be expressed explicitly as a pair of differential equations for the functions u(ν), v(ν):

−1 = ∂

[
1

12
u(4) − 3

4
uu′′ − 3

8
(u′)2 +

1

2
u3 +

3

2
v2 − 5

12
η(3u2 − u′′)

]
, (C.22)

0 = ∂

[
1

2
v′′ − 3

2
uv +

5

2
ηv

]
. (C.23)

Let us now return to the Lax operators arising from the local parametrices of the critical 2-matrix model.

The string equation for the matrix model reads

0 = [∂ξ − Ξ(ξ; η, ν), ∂ν − V (ξ; η, ν)] = ∂νΞ− ∂ξV + [Ξ, V ]. (C.24)

We claim that the above equation can be reduced to a pair of equations for two functions, which we will

show are equivalent to the KdV3 string equation (C.21) (or, equivalently, (C.22) and (C.23)). This is an

inevitably involved calculation; nevertheless, if one is careful enough, it is possible to recover the desired

result. Here, we indicate the sequence of steps by which one may derive the string equation from (C.24).

First, one should note that Equation (C.24) is already a first-order polynomial in ξ. Then, if one follows the

following procedure:

• Solve the O(ξ) term in the 1-3 entry of the string equation for a11,
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• Solve the O(ξ) term in the 2-1 entry of the string equation for a22,

• Solve the O(ξ) term in the 3-3 entry of the string equation for a31,

• Solve the O(ξ) term in the 2-3 entry of the string equation for b32 (from here on, the string equation

is O(1), and so we refer only to the entry number),

• Solve the 1-1 entry of the string equation for b31,

• Solve the 1-2 entry of the string equation for a21,

• Solve the 1-3 entry of the string equation for b33, and finally

• Solve the 2-2 entry of the string equation for b12.

After this procedure, we are left with two independent equations for the unknown functions a12(ν, η), a32(ν, η)

(some of the other functions, such as a33, are eliminated automatically). Making the substitutions

a12(ν) =
1

2

∫ ν

v(t)dt+
1

4
u(ν)− 1

8

(∫ ν

u(t)dt

)2

, (C.25)

a32(ν) = −1

2

∫ ν

u(t)dt, (C.26)

the remaining pair of equations are converted into (after an integration):

−1 =
∂

∂ν

[
1

12
u(4) − 3

4
uu′′ − 3

8
(u′)2 +

1

2
u3 +

3

2
v2 − 5

12
η(3u2 − u′′)

]
, (C.27)

0 =
∂

∂ν

[
1

2
v′′ − 3

2
uv +

5

2
ηv

]
; (C.28)

these are precisely the string equation (C.21). One can work backwards from here to see that the matrices

Ξ(ξ; η, ν) and V (ξ; η, ν) are completely determined in terms of the functions u and v; for example,

V (ξ; η, ν) = E23ξ +

(
0 1 1

2

∫
vdν+ 1

4u−
1
8 (

∫
udν)2

− 1
2

∫
vdν+ 1

4u−
1
8 (

∫
udν)2 − 1

2

∫
udν v+ 1

2

∫
udν

∫
vdν

1 0 1
2udν

)
(C.29)

One may also determine the dependence of the functions u, v on ν, using the zero-curvature equation between

∂ξ − Ξ and ∂ν − U ; one finds that

∂

∂η
u(η, ν) =

∂

∂ν

[
1

3

(
5

3
η − 1

2
u

)
u′′ +

1

8
(u′)2 +

1

4
u3 − 5

3
ηu2 − 1

2
v2 +

4

3
ν

]
, (C.30)

∂

∂η
v(η, ν) =

1

12
vu′′′ − 1

6
u′′v′ +

(
−25

9
η2 − 5

6
ηu+

1

4
u2
)
v′ +

5

12

(
η − 3

5
u

)
u′v. (C.31)
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APPENDIX D

THE ISOMONODROMIC TAU FUNCTION.

The partition function of the 2-matrix model was identified with an isomonodromic τ -function by Bertola

and Marchal, cf. [9]. Their derivation is relatively straightforward, and applies almost directly to our

situation. However, some of the details of the calculation are different enough that the proof merits discussion.

We present the proof of the fact that the partition function for the 2-matrix model is an isomonodromic

τ -function here. The proof mirrors almost directly that of Bertola and Marchal’s; one should consult their

work and references therein for further details and commentary. For sake of readability, let us introduce the

notation, for a given matrix-valued 1-form A(z),

⟨A(z)⟩ := Res
z=∞

tr [A(z)] .

Recall that, in general, the nth monic biorthogonal polynomial pn(z) with respect to the weight 1

eNW (z,w) := eN[τzw− 1
2 z

2− t
4 z

4− 1
2w

2− t̄
4w

4] (D.1)

(we take t̄, t as independent parameters in general) on contour(s) (Γ,Γ) is given in terms of the solution to

the following Riemann-Hilbert problem:

1. Yn(z) is a piecewise analytic function in C \ Γ,

2. Yn(z) has boundary values

Yn,+(z) = Yn,−(z)e
−NV (z)

[
I+ w(z)E12 +

1

Nτ
w′(z)E13 +

1

N2τ2
w′′(z)E14

]
, z ∈ Γ, (D.2)

where w(z) :=
∫
Γ
eN[τzw− 1

2w
2− t

4w
4]dw,

1Here, we take N > 0 as a free parameter, in general different from the index of the biorthogonal polynomial. We will later
set N = n.
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3. As z → ∞,

Yn(z) =

[
I+

Y1,n
z

+O
(

1

z2

)]
zn 0 0

0 z−mn−1Irn 0

0 0 z−mnI3−rn

 , (D.3)

where mn ∈ N, rn ∈ {0, 1, 2} are such that n = 3mn + rn.

Note that, when n = 3k is a multiple of 3, the above coincides with the Riemann Hilbert problem analyzed

in the present work.

We now summarize some of the basic results pertaining to this RHP which we will need in our analysis

of the τ -differential.

The solution to this Riemann-Hilbert problem is given explicitly:

Yn(z) =



pn(z) CΓ[pnw](z)
1

NτCΓ[pnw
′](z) 1

N2τ2CΓ[pnw
′′](z)

Qn−1(z) CΓ[Qn−1w](z)
1

NτCΓ[Qn−1w
′](z) 1

N2τ2CΓ[Qn−1w
′′](z)

Qn−2(z) CΓ[Qn−2w](z)
1

NτCΓ[Qn−2w
′](z) 1

N2τ2CΓ[Qn−2w
′′](z)

Qn−3(z) CΓ[Qn−3w](z)
1

NτCΓ[Qn−3w
′](z) 1

N2τ2CΓ[Qn−3w
′′](z),


(D.4)

where Qn−1, Qn−2, and Qn−3 are some appropriately chosen polynomials of degrees n− 1, n− 2, and n− 3,

respectively, pn(z) is the nth monic biorthogonal polynomial, and

CΓ[f ](z) :=
1

2πi

∫
Γ

f(x)

x− z
dz (D.5)

denotes the Cauchy transform with respect to the contour Γ. We can also relate the Riemann-Hilbert

problem for Yn(z) to the Riemann-Hilbert problem for Yn+1(z) by means of a raising operator :

Yn+1(z) = Rn(z)Yn(z), (D.6)

where Rn(z) := R
(1)
n z + R

(0)
n is a degree 1 matrix-valued polynomial in z. The existence of Rn(z) follows

immediately from the fact that Yn+1(z)Y
−1
n (z) has no jumps, and thus extends to an entire function.

The asymptotics of Yn+1(z)Y
−1
n (z) uniquely fix the form of Rn(z). Setting α0 := rN + 1, we have that
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R
(1)
n = E1,1, whereas the matrix (R0

n)jk has entries as given in the following table:

k = α0 k = 1 k ̸= 1, α0

j = α0
−(Yn,2)α0,1+

∑
ℓ ̸=α0

(YN,1)α0,ℓ(YN,1)ℓ,1

(Yn,1)α0,1
−(Yn,1)α0,1 −(Yn,1)α0,k

j = 1 1
(Yn,1)α0,1

0 0

j ̸= 1, α0
(Yn,1)j,1
(Yn,1)α0,1

0 δjk

(D.7)

Note that the matrix Rn(z) is determined entirely in terms of Yn(z).

The isomonodromic τ -differential corresponding to Y := Yn is defined to be

d log τn := ⟨Y−1
n Y′

n dŴŴ
−1

⟩. (D.8)

where Ŵ(z) is essentially the augmented W-matrix from the first transformation:

Ŵ(z) :=

e−NV (z) 0

0 W−1(z)

 ,

with the only difference here being that V (z) = 1
2z

2 + t̄
4z

4. For now, we treat the parameter N in the

matrix Ŵ as a fixed parameter independent of the index of the polynomial n; we shall later set N = n.

Since multiplication by Ŵ yields a constant jump RHP, we have the following formulae for the differential

of dŴŴ
−1

: renders Y

dŴŴ
−1

=
(

0 0
0 ∂ W

∂τ W−1

)
dτ +

(
0 0
0 ∂ W

∂t W−1

)
dt+

(
z4/4 0
0 0

)
dt̄.

When t̄ = t, we must have that the coefficients of dt, dt̄ must be equal. This being the case, we may calculate

the τ -differential by instead taking twice the second coefficient matrix:

d log τn(τ, t) = ⟨Y−1
n Y′

n

(
0 0
0 ∂ W

∂τ W−1

)
⟩dτ + 2× ⟨Y−1

n Y′
n

(
0 0
0 ∂ W

∂t W−1

)
⟩dt. (D.9)

In [9], the parameters of the isomonodromic τ -differential come from the coefficients of the potential (as

opposed to our case, where one of the parameters is the coefficient of the interaction term XY ; namely, τ),

and the definition of dŴŴ
−1

is slightly different. However, it is only important to the proof that Ŵ renders

the jumps of Y constant, which we have already seen (indeed, this was the point of the first transformation

Y 7→ X).
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The biorthogonal polynomials double as a particular sequence of multiple orthogonal polynomials; Sum-

marizing the arguments of [9], one can use the sequence of raising operators arising from the multiple or-

thogonality to produce the next biorthogonal polynomial in the sequence. Let us denote this raising operator

generically by Rn(z). Rn(z) is defined so that

Yn+1(z) = Rn(z)Yn(z). (D.10)

Generically, Rn(z) is a degree 1 polynomial in z; its inverse is also a degree 1 polynomial in z. We have the

following proposition:

Proposition D.1.

d log
τn+1

τn
= −⟨R−1

n R′
ndYn Y

−1
n ⟩ (D.11)

Proof. By equation (D.10), we have that

Y−1
n+1 Y

′
n+1 = Y−1

n R−1
n R′

n Yn +Y−1
n Y′

n;

Thus, the quotient of τ differentials is

d log
τn+1

τn
=
〈[

Y−1
n R−1

n R′
n Yn +Y−1

n Y′
n

]
dŴŴ

−1
〉
− ⟨Y−1

n Y′
n dŴŴ

−1
⟩

= ⟨Y−1
n R−1

n R′
n Yn dŴŴ

−1
⟩.

Now, recall that Yn W has constant jumps, and so the differential d [Yn W]W−1 Y−1
n has coefficients which

are polynomial in z, by the standard Liouville argument. This statement can be rewritten as

Yn dŴŴ
−1

Y−1
n = dYn Y

−1
n +polynomial.

Inserting the above into our expression for the τ -quotient, we obtain that

d log
τn+1

τn
=
〈
R−1

n R′
n[polynomial]−R−1

n R′
ndYn Y

−1
n

〉
; (D.12)

since R−1
n R′

n is a polynomial in z, the first term is a polynomial in z, and thus has no residues at infinity.

This completes the proof.
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We can use the explicit form of the raising operators obtained before to get an expression for the τ -

differential in terms of the coefficients of Yn(z). The exact expression is summarized by the following

proposition.

Proposition D.2. The ratio of consecutive τ differentials, up to multiplication by a function independent

of the isomonodromic times, is given by
τn+1

τn
= (Y1,n)1,α0 (D.13)

Proof. This follows immediately from inspection of the previous proposition, and the explicit form of the

matrices Rn(z). For details, see [9].

Furthermore, we can relate the coefficients (Y1,n)1,α0
to the biorthogonality coefficients hn:

Proposition D.3. The matrix coefficient (Y1,n)1,α0 is given in terms of the nth normalizing constant of the

biorthogonal polynomials:

(Y1,n)1,α0 =

(
t

τ

)S

hn, (D.14)

where S ∈ N, α0 ∈ {0, 1, 2} are such that n = 3S + α0 − 1.

Proposition D.4. The isomonodromic τ -function τn is related to the partition function Zn for n a multiple

of 3 by the formula

Zn =
( τ
t2

)n
2 (

n
3 −1)

τn. (D.15)

Remark D.5. We remark that the statement of the above Proposition in [9] is incorrect. The proof which

comes before is correct, but the power of (t/τ) should be one over what it reads in their Theorem 3.4 (page

17); there are no essential changes to the results otherwise.
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