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ABSTRACT 

The Bloom’s Syndrome Helicase (BLM) is one of five human RecQ helicases and is necessary 

for maintenance of genome stability. Whilst a crystal structure exists for the C-terminal domain 

of BLM, very limited structural knowledge is known about the intrinsically disordered N-terminal 

tail. This lack of insight exists, despite the fact that the N-terminus of BLM is essential for the 

overall biological activity of BLM. Here we provide an Nuclear Magnetic Resonance 

spectroscopy based approach that we used to identify two distinct ⍺-helices contained within the 

first 100 residues of BLM. In addition, we propose a mutagenesis-based approach involving 

rationally designed proline mutants to determine the biological function of these ⍺-helices We 

also provide an experimental framework to characterize the remainder of the BLM N-terminus. 

Taken together the experiments described here will enable us to identify ⍺-helices in a mostly 

disordered region and develop a structure and biological function of the BLM N-terminus. 
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CHAPTER 1: INTRODUCTION 

Defining protein disorder  

Protein structure is generally thought of as unique and highly specific conformation that a 

protein adopts for its biological function. The notion that “protein structure dictates function” has 

been a central pillar of biochemistry, but while this philosophy applies to structurally ordered 

proteins-structurally disordered proteins do not entirely fit into this framework. Unlike structurally 

ordered proteins, which possess a fixed structure, structurally disordered proteins display 

conformational flexibility and can adopt multiple structures in vivo.[1] This in turn means that 

structurally disordered proteins have a dynamic structure that differentiates them from their 

more rigid ordered counterparts. 

 

Disorder in proteins is generally denoted through low hydrophobicity, the lack of fixed angles on 

a Ramachandran plot, and transient secondary structures.[2] The low level of hydrophobicity 

makes intrinsically disordered proteins (IDPs) less bulky, thereby making them more flexible and 

more favorable for disordered proteins. [2]  Low hydrophobicity also reduces collapse of the 

polypeptide chain due to the hydrophobic effect. In addition, the increased net charge in 

disordered regions creates a force to oppose collapse of the polypeptide chain. As 

Ramachandran plots show possible amino acid conformations in a peptide, and disordered 

proteins have a dynamic structure, this dynamism is reflected by an abundance of allowed 

conformations. This conformational flexibility, results in secondary structural elements that have 

a lifespan and are regarded as “transient”. Hence this has given rise to the term transient 

secondary structures, to reflect the ephemeral nature of these elements in IDPs. 
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IDPs contain Intrinsically Disordered Regions (IDRs) which are amino acid regions 

approximately 40 residues long that lack a rigid structure.[3] It is important to note here that the 

term IDP is an all-encompassing term both referring to proteins that are entirely disordered or 

proteins that contain numerous IDRs within them.  

 

The extent of disorder is also not a purely qualitative designation, as the extent of disorder 

protein can be predicted with high accuracy. One such program, IUPred, enables the user to 

determine disorder tendency of a protein simply by supplying its primary sequence.[4] The 

resultant output not only includes locations of predicted IDRs, but also supplies a disorder 

tendency value (scoring from 0-1) indicating predicted regions of low or high disorder. 

Disordered proteins have also been shown to elicit characteristics quite differently from their 

ordered counterparts, as they have a wide range of isoelectric points that deviate more than one 

pH unit from physiological pH.[5] This in turn can make identifying them on SDS-PAGE 

somewhat challenging as they tend to run at apparent molecular weights different from their 

actual molecular weight. The primary sequence of disordered proteins is also quite unique as 

soluble amino acids (acidic, basic, and polar residues) are abundant in IDPs.[6] This is turn 

means that disordered proteins also have a lower aggregation propensity than their ordered 

counterparts. Taken together although the criterion for being classified as an IDP is relatively 

generic, the IDP proteome has a high degree of diversity ranging from tumor suppressor genes 

like BRCA to the HIV-1 transcriptional regulator protein tat.[7] The common features that they all 

share are low hydrophobicity and lack of a fixed structure.  

  

From an evolutionary standpoint disorder regions confer conformation flexibility due to their lack 

of a fixed structure.[8] Specifically as protein-protein interactions within IDPs usually occur within 

small regions (motifs), this enables the region to be specifically tuned for an interaction through 

post-translational modifications or adoption of specific conformations.[8] The lack of rigidity 
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allows for disordered proteins to adopt conformations that are more conducive to protein-protein 

interactions. It has even been shown that upon interaction, disordered proteins undergo 

conformational changes.[9] This flexibility coupled with their other unique features not only 

dismissed the previously held notion that proteins require a fixed structure, but also 

demonstrates that these proteins exist as a unique subclass of proteins.  

 

Conservatively, recent estimates suggest that the IDP proteome contains more than 100,000 

short linear motifs that act as binding sites.[10] As the lack of a fixed secondary structure makes 

IDPs more amenable for interaction, this same feature also confers IDPs to have crucial roles in 

biological processes. Cellular signaling processes are significantly assisted by IDPs as their 

flexibility allows for interaction with multiple signaling molecules.[11] Moreover IDPs have fast 

association rates which enables for rapid activation of signaling pathways and allow for multiple 

interactions.[12] [13] Moreover as IDPs are the target of extensive PTMs, these modifications 

enable them to act as switches or regulators of cell signaling.[14] 

  

Function of disorder in RecQ Helicases 

RecQ helicases use ATP hydrolysis to unwind DNA and are integral to maintenance of genome 

stability through a variety of mechanisms. For instance, BLM achieves this through double 

strand break repair and homologous recombination, whereas WRN does it through homologous 

recombination and non-homologous end joining.[15] RECQ1 uses checkpoint mediated activation 

to regulate genome stability while RECQ4L and RECQ5 use homologous recombination and 

disruption of Rad51 respectively. [16] [17] 

 

Loss of function mutations in the three helicases BLM, WRN, and RECQ4L result in Bloom’s 

syndrome (BS), Werner’s syndrome (WS), and Rothmund-Thompson syndrome (RTS) 

respectively.[16] [17] [18] All three of these diseases are rare autosomal recessive disorders with 
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very distinct phenotypes and prognoses.[19] Both BS and WS patients produce a premature 

aging phenotype, whereas RTS patients have poikiloderma, short stature and both skeletal and 

dental abnormalities.9 Specifically, all three diseases cause patients to have an elevated risk to 

developing cancers, although certain cancers are associated with each syndrome.[20] For 

example BS patients have an elevated risk to most cancers, WS and RTS patients are mostly 

susceptible to skin cancers and osteosarcomas, respectively.[21] This may suggest that although 

all three helicases are implicated in homologous recombination (HR), the function of BLM is 

more critical for the process of HR. Additionally, it has been reported that cells deficient in WRN 

do not exhibit any more sensitivity to gamma irradiation than WT cells.[22] Several murine 

RECQ4L models have been reported, but with quite different outcomes. Whereas one was 

lethal, in another model the mice survived to adulthood showing symptoms of RTS, whilst in a 

third model, the mice also survived to adulthood with 5% of the population not showing any 

malignancies. [23] [24] [25] 

  

As disordered regions are more flexible, the advantages of disordered regions in interaction 

prone RecQ helicases are obvious. The tendency for IDPs to bind to proteins with fast 

association rates often means that interactions in the disordered regions of RecQ helicases are 

not subject to orientation restraints that can occur when two ordered proteins interact. [26] The 

kinetics of IDPs are also crucial as intrinsic disorder minimizes the likelihood of very low rate 

constants, which can hinder protein-protein interactions from taking place. [27] Taken together 

disorder in proteins is favorable for protein-protein interactions from both structural and 

thermodynamic perspectives. 

 

Disordered domains in RecQ helicases. 

All five RECQ helicases share the feature of an ordered helicase domain and an ordered RQC 

domain (Figure 1). However, as all five RecQ helicases possess unique biological functions and 
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mechanisms for maintaining genome stability, they possess distinct domains some of which are 

found in disordered regions (Figure 1 and 2). 

 

All five RecQ helicases contain disordered domains, but the extent of disorder differs amongst 

the five helicases. Whilst BLM, RECQ4, and RECQ5 contain N or C-termini that are almost 

entirely disordered RECQ1 and WRN only contain small, disordered regions (Fig 3). Of note is 

that the region predicted to be disordered in WRN overlaps with the WRN-RPA binding site at 

residues 422-484.[28] In addition the exonuclease domain in WRN, which is just upstream of the 

disordered tail, has been shown to be involved in protecting nascent DNA from MRE11/EXO1 

degradation.  

Figure 1: All known domains present within the five RECQ helicases. Helicase core for 
each is denoted by ATPase and RQC domain unique to all RECQ helicases. Zn-finger is shown 
independently but is part of ATPase domain. HRDC domain found in BLM and WRN functions 
to recognize quaternary DNA structures. Domains unique to each helicase are shown in distinct 
colors. Dimerization domain oligomerizes BLM, Exonuclease prevents MRE11/EXO1 
degradation, SLD2 is interaction site for TopBP1, KIX domain is needed for binding to Mus81, 
while SRI domain is necessary for interaction with RNAPII. Figure adapted from Hamedeh and 
Lansdorp, 2020. 
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The disordered C-terminal region of RECQ1 (residues 592-649) has been shown to efficiently 

bind to PARP-1.[29] RECQ5, whose C-terminus is predicted to be disordered, has two domains 

in its C-terminus which have been shown to be responsible for protein-protein interactions for 

RECQ5.[30] The disordered C-terminus also contains the site where Rad51 interacts with 

RECQ5 as well as the SRI domain which interacts with RNA polymerase II (Figure 1).[17] As for 

RECQ4, the disordered N-terminus has been shown to be both a DNA interaction motif as well 

as a region for multiple protein-protein interactions.[31] [32] 

 

BLM, has been shown to interact with TopI⍺ [33], TopII⍺ [34], TopIII⍺ [35], p53[36], TopBP1[37], 

RPA[38], RECQ4[39], Mcm6[40], Rad51[41], Rad54[42], MLH1[43], ATM[44], WRN[45], TRF146, TRF2[46], 

and Mus81[47]. The bulk of BLM protein-protein interactions take place within the BLM N-

terminus (Figure 3). This explains why although the N-terminus is dispensable for enzymatic 

activity, it is needed for the biological activity of BLM. 

 

In considering the role of disorder in RecQ helicases, specifically for protein-protein interaction, 

the presence of disordered regions is a crucial feature for the biological activity of all RecQ 

helicases. Specifically, these IDRs confer the ability for protein-protein interactions to take place 

within RecQ helicases and is not merely a stochastic property borne out of the sequence of 

these helices. 

 

Role of ordered domains in RECQ helicases 

While the disordered sequences of RecQ helicases themselves lack a significant amount of 

conservation, the domains present in all five RecQ helices are quite conserved, with the 

average shared identity approximately 40% (Figure 3). Curiously though while RECQ1, WRN, 

RECQ4, and RECQ5 all have helicase cores contained within the N-terminal tail, the helicase 

core of BLM is in the C-terminus 
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Figure 2: IUPred disorder tendency predictions for all five human RecQ helicases. 
Threshold between predicted order and disorder indicated by black horizontal line at 0.5. 
Demarcation between N and C-terminus is illustrated by black perpendicular lines on each 
chart. A-E: RECQ1, BLM, WRN, RECQ4, and RECQ5 respectively. BLM, WRN, and RECQ4L 
all contain long disordered N-terminal tails, a feature not shared by either RECQ1 and RECQ5. 
  

An additional crucial difference is that BLM and WRN both possess signature tandem domains 

all of which are contained in the C-terminus which are absent from REC1, REC4L, and 

RECQ5.[48] One such domain is the RecQC (RQC) which has unique functions in each helicase. 
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Figure 3: BLM-protein-protein interaction map. Shows known interacting proteins and the 
sites/regions they have been experimentally shown to bind to. Dimerization domain (362-414) 
ATPase (642-1068), Zn-finger (994-1068) RecQC domain (1074-1194), and Helicase and 
RNaseD C-terminal domain (1208-1290). Citation numbers for each site shown in square 
brackets. Domain sizes/locations taken from Kitano et al., 2014.  
 

The surface of the RQC domain of BLM and WRN have both shown to interact with 

dsDNA.[49] This is distinguishable from the RQC domain in RECQ1 which has been shown to 

contain an ⍺-helix that prevents strand annealing from taking place in this region and promotes 

DNA unwinding.[50] Deletion of this helix or alanine mutagenesis was shown to improve strand 

annealing, but reduced DNA unwinding. [50] 

 

The second ordered domain is called the helicase and RNAseD C-terminal domain. The role of 

the HRDC in both BLM and WRN is somewhat less clear. In BLM the HRDC has been shown to 

be needed for BLM to dissolve Holliday Junctions, an event that is crucial for BLM to prevent 

aberrant recombinant events.[51] In WRN the HRDC is thought to potentially facilitate protein 

binding, as the linker region upstream of it is thought to be unstructured and therefore a 

potential site for protein-protein interactions.[52] It should be noted that the linker regions 

between the RQC and HRDC BLM and WRN are distinguishable by length, as the linker for 

WRN is considerably longer.52 This longer length offers support to the idea that the HRDC in 

WRN may be favorable for protein-protein interactions to take place. This conclusion is 
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additionally supported by a small region of predicted disorder in WRN that is just upstream 

(residues 1069-1144) of the linker region of WRN (Figure 2C). 

  

When considering RECQ helicases, what is most arguably most essential is the phenotype of 

cells where these individual helicases are deficient. All five helicases are necessary for 

maintenance of genome stability, and downregulation of any of the five helicases predisposes 

cells to cancers. However, deficiencies in RECQ1 and RECQ5 are not associated with any 

specific disease state, whereas deficiencies in BLM, WRN, and RECQ4 all have specific 

malignancies identified. Taken together, within the context of necessity, this suggests that 

RECQ helicases possess a hierarchy with BLM, WRN, and RECQ4 more necessary than 

RECQ1 and RECQ5 for maintenance of genome stability. 

  

Approaches to characterize disordered proteins and their findings. 

Lack of a fixed secondary structure, the key feature of disordered proteins, limits structural 

characterization. As such, this cannot be characterized by X-ray diffraction (XRD) due to the 

lack of a stable diffraction pattern.[53] X-ray crystallography is one of the most common methods 

used to developed structural models of proteins. Unfortunately, the crystallization of most IDPs 

is incredibly challenging, which also hinders characterization since a crystallized protein is 

needed for XRD.[54] Even deletion of the disordered fragments from an IDP and subsequent 

characterization of the ordered fragments yields limited success.[55] These limitations, coupled 

with the plethora of IDPs present in the proteome mean that alternate methods that relay 

structural information are crucial to understanding this class of proteins. Thus, in attempting to 

characterize these proteins it is crucial to understand the merits and limitations of techniques 

that can characterize IDPs. These merits and limitations are summarized in Table 1. 
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Computational methods 

Arguably the simplest method for characterizing IDPs is to simply bypass the wet lab and use 

software as a means of analysis. We have already discussed IUPred, a software that can 

predict disorder tendency to a residue specific resolution from a proteins primary structure. 

IUPred predictions also provide users with the option to obtain ANCHOR plots, a feature that 

enables the user to identify sites that may function as sites for protein-protein interactions. Using 

the same parameters as IUPred, ANCHOR uses the estimated energies of residues in a 

supplied primary structure to identify regions likely to gain energetically through protein 

interactions.[56] Currently this methodology can predict disordered binding regions with an 

accuracy of 70%.[57] 

  

Two other types of software, Disprot and Spot-Disorder2, also generate multiple sequence 

alignment. [58] [59] Disprot is a regularly updated database that effectively serves as a repository 

for published findings about IDPs. It contains more than 800 entries about IDPs/IDRs grouped 

into 7 major classes and 35 subclasses. This enables the user to quickly obtain all relevant 

published information about a specific IDP/IDR.[60] The predecessor to Spot-Disorder2, namely 

Spot-Disorder, used Long-short term memory networks in a bidirectional recurrent neural 

network (BRNN).[61] Spot-Disorder2 uses this same methodology but couples it with both 

evolutionary information and predicted 1-D structures to predict disorder in proteins and can 

even identify semi-disordered regions.[62] 

  

Agadir can be used to predict the presence and location of ⍺-helices in a protein. This software, 

based on helix-coil theory, was developed from data collected from 423 peptides analyzed by 

circular dichroism.[63] [64] The output of Agadir provides helical propensity by yielding numerical 

values for each residue within the sequence. Residues with a high value for helical propensity 

are identified as residues more likely to adopt a helical conformation. In general, helical 
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propensity values >5 are regions highly likely to adopt a helical conformation.[65] Although Agadir 

calculations are valid for IDPs, it is best suited for making predictions for smaller peptides (80-

100 residues) rather than large proteins.  

  

Additional software exists to determine pathogenicity which is defined as the likelihood a point 

mutation within a disordered region will impact the functionality of a protein. This is important 

because traditional software that can do this, like Polyphen and SIFT, are not reliable at making 

such predictions for disordered regions as these software algorithms are derived from structured 

proteins.[66] PON-DISO, uses available AAindex data from 685 known biochemical properties of 

amino acids in conjunction with evolutionary features from existing MSA data. Six total features, 

two AAindex and four evolutionary features. Taken together this software enables the user to 

ascertain the pathogenicity of an amino acid substitution within the disordered region of a 

protein with a success rate of at least 50%. [67] A similar software PON-P2, also employs MSA 

and AAindex data but couples with random forest probability that bolsters accuracy to 61.7%. [68] 

 

Molecular Dynamics (MD), a simulation that predicts the motion of atoms in a protein based on 

established knowledge of interatomic interactions, has also been used to characterize IDPs.[69] 

[70] In previous years MD characterization of IDPs has been limited by the fact that parameters 

used for ordered proteins were completely unsuitable for IDPs and the high amount of charged 

residues in IDPs created artifacts of electrostatic potentials. Recent advances in computational 

processing and changes in approach by unifying force fields for IDPs have increased the 

viability of MD as a means for characterizing IDPs[71] the limitation of MD and most other 

software that offers insight into protein structure and function, is that these algorithms are based 

on existing knowledge of structured proteins which are not applicable for IDPs. [72] [73] [74] 

 

 



 

12 

 

Nuclear magnetic resonance spectroscopy 

Nuclear magnetic resonance (NMR) is arguably the best experimental means of characterizing 

structure in disordered proteins, as it allows the determination of secondary structure at a 

residue specific level.[75] Specifically this technique circumvents the limitations imposed by the 

structural flexibility of disordered proteins, while providing data at an atomic level.[76] X-ray 

diffraction, involves bombarding a sample with an X-ray beam that triggers an elastic scattering 

of particles. The resultant diffraction pattern can then be used to calculate a protein structure. 

Unlike XRD, NMR involves the usage of chemical shifts to provide information about the 

molecular structure and environment of amino acid residues.[77] Acquisition of NMR spectra of a 

protein requires that the protein be composed of amino acids that contain nuceli that have a 

magnetic spin such as 1H, 13C, and 15N.[78]  This in turn requires that the protein be synthesized 

by a host organism in the presence of media supplemented by these isotopes. 

  

Protein NMR involves bombarding a purified peptide (concentration ranging from 100-250 mM) 

with radio waves thereby triggering the nuclei to resonate at specific frequencies. These specific 

frequencies, referred to as chemical shifts, are influenced by the identity of neighboring atoms 

(or residues in the case of protein NMR).[79] This specificity is what enables the identification of 

specific residues, although it must be noted that identical residues with the same neighboring 

environment will be more difficult to distinguish from each other.[80] The resultant spectra 

provides peaks, which can then be identified using a reference of known chemical shifts for 

each residue.  

  

In conjunction with assigning residues, a random coil library for each residue must be made by 

entering the peptide sequence into a database of known chemical shifts collected from protein 

or peptide samples that are devoid of structure, including transient secondary structure.[81] This 

provides expected chemical shifts for each residue based on its neighboring residues, referred 



 

13 

 

to as random coil shifts.[82] Upon assigning residues the corresponding chemical shifts are then 

compared to a library of known chemical shifts and the change in chemical shift is calculated by 

subtracting the random coil library shifts from the chemical shifts of the NMR assigned 

residues.[83] This process is typically performed on the backbone nuclei for every single 

assigned residue. Regions with consecutive positive ⍺-carbon shifts and consecutive negative 

β-carbon shifts correspond to locations of ⍺-helices.[84] This is because the backbone chemical 

shifts are sensitive to torsional constraints and can be used to calculate dihedral angles.[85] 

These constraints are then filtered with a torsional angle tolerance range of 20°- 35°, and the 

conformation with the lowest root-mean square deviation is selected so that β -sheets are most 

easily distinguishable under these conditions.[86] Aside from structure NMR can also be used to 

identify specific residues where binding takes place either as protein-protein interactions or 

protein-DNA unwinding. [87]  

  

In general protein NMR experiments first proceed with Heteronuclear Single Quantum 

Correlation spectra (HSQC) to identify optimal experimental parameters (such as temperature) 

and to assess if residues can be accurately assigned using NMR. From there HNCACB and 

HNCO experiments are used to assign alpha-carbon, beta-carbon, and carbonyl carbons 

atoms.[88]  

  

Although NMR provides high resolution data and the precise location of secondary structural 

elements, there are important limitations that prevent it from the being a universal method for 

characterizing IDPs.  First, each residue produces a peak on the spectra, and repeat residue-

residue pairs are more difficult to distinguish and assign. As such, a large protein will produce a 

spectrum with numerous overlapping peaks thereby complicating accurate assignment. 

Moreover, the spectra of disordered proteins tend to more clustered and narrower than the 

spectra of ordered proteins, which further exacerbates the problem of overlapping peaks. Thus, 
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NMR is best suited for characterizing smaller peptides ranging from about 80-120 residues, 

rather than larger proteins.[89] For an entire protein to be characterized via NMR, it is advisable 

to truncate the peptide into pieces and characterize each fragment individually.  

  

Protein degradation is also detrimental to NMR experiments, as degradation products will 

produce distinct signals that will be difficult to identify and distinguish from the undegraded 

peptide.[90] The timeframe of NMR experiments is important to consider as well, as NMR 

experiments will need to proceed for several days for complete data acquisition. [91] When 

combined with the time constraints associated with purifying and preparing sufficient peptide for 

the experiment, the total timescale can range from weeks to a full month. Given the timeframe 

of NMR experiments peptides must be sufficiently stable enough to last the duration and 

physiological conditions of the experiment. 

  

Förster resonance energy transfer 

Förster Resonance Energy Transfer (FRET) is another technique that has had some recent 

success with characterizing the structure of IDPs. Briefly, this technique requires a protein of 

interest to be tagged with a fluorescent molecule whereupon one fluorophore acts as an 

acceptor, and the other a donor.[92] Light is then used to transfer energy to the donor fluorophore 

which then transfers the energy to the acceptor fluorophore converting it to an excited energy 

state. Subsequent emission of the photon can then be measured as energy transfer efficiency 

(ET), which is proportional to the distance between the two fluorophores. This in turn can be 

used to identify the distances between two amino acids which can provide limited insight into 

the structure of the protein.[93] FRET has also been used to profile the energetic landscape of 

IDPs, with findings demonstrating that they can stochastically jump between different 

conformation states.[94] FRET has also been used to characterize changes in IDPs upon 

undergoing post-translational modifications. [95] [96] [97] [98] 
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The most common methodology to label proteins for FRET analysis involves cysteine-

maleimide chemistry, whereupon native cysteines are replaced with cysteines conjugated with 

maleimide.[99] This in turn can limit applications of FRET as a protein lacking cysteines may 

behave differently when non-native cysteines are introduced into the protein being 

characterized.[100] To overcome some of these limitations it has recently been proposed that 

FRET be paired with NMR and Small-angle X-ray scattering (SAXS) to develop a more 

complete structural model of IDPs.[101] 

  

Circular dichroism 

Circular Dichroism (CD) is another common technique used to evaluate protein secondary 

structure through the usage of polarized light. Briefly polarized light has different orientations, 

and the guiding principle behind CD is that a mixture of asymmetric molecules will absorb left- 

and right-handed polarized light at different amounts. This difference, termed DE, can then be 

used to obtain information about the conformation of an optically active analyte such as a 

protein.[102] 

 

In proteins, the amino portion of the polypeptide backbone contains chromophores which in turn 

results in structural elements possessing unique CD spectra.[103] ⍺-helices have a positive band 

at 193 nm and negative bands at 208 and 222 nm, and b-sheets have positive bands at 195 nm 

and negative bands at 218 nm. [104] [105] Experimentally CD is advantageous for characterizing 

proteins as only approximately 50μg of analyte is needed for sample analysis, with results being 

obtained within a few hours.[106] This is quite advantageous compared to NMR which can require 

1-2 mg of protein, and experiments potentially taking several days to complete. 
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Disordered proteins specifically have unique CD spectra with negative bands at 195 nm and low 

ellipticity beyond 210 nm.[107] In addition to possessing unique spectra, the dynamic nature of 

IDPs is also advantageous for characterization through CD. By collecting multiple CD 

measurements of an IDP at different physiological conditions, multiple conformations can be 

induced.[108] Combining the resultant datasets can provide a more complete picture of the 

structures of the IDP and the conformations they can undergo. 

  

Compared with NMR and FRET, the versatility of protein CD is quite limited by its lack of 

residue specificity. Although structural elements are identified and distinguished by unique 

spectra, CD cannot provide the specific location of these structures. In essence CD cannot 

provide information about specific residues within a protein, it can only relay general structural 

information about a protein. As such, recent studies have proposed pairing CD with 

computations methods like Molecular Dynamic simulations (MD) to generate IDP ensembles 

that provide insight into IDP protein structure.[109] 

 

 

Characterizing RecQ Helicases using assays specific for disorder 

As the computational approaches discussed require no wet lab work, the starting point for 

characterizing disordered domains in RecQ helicases is best begun here. Not only is most 

software free to use, but it also does not require purified peptide as a starting point. In 

characterizing the disordered N-terminal tail of the BLM yeast homologue Sgs1, Agadir 

calculations were first performed to obtain preliminary data to identify if any helical content could 

be predicted prior to performing NMR analysis.89 Furthermore Agadir has also been used to 

identify domains necessary for maintenance of Rmi1 stability, a protein that is required during 

the decatenation of Holliday junctions.[110] 
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Table 1: Summary of advantages and disadvantages of methods to characterize intrinsically 
disordered proteins. 
 

Technique Advantages Drawbacks 

Computational methods • No experimental work 
necessary 

• Small or no cost for 
usage. 

• Minimal time needed 
to obtain results. 

• Results provided are 
based upon existing 
algorithms. 

• Less reliable than 
experimentally 
obtained results. 

 

Nuclear Magnetic Resonance 
(NMR) 

• Residue specific 
resolution. 

• Specific location for 
structural elements. 

• Long duration for 
experiments 

• Requires large 
amounts of purified 
peptide. 

• Significant cost for 
usage. 

 

Förster Resonance Energy 
Transfer (FRET) 

• High 
sensitivity/resolution. 

• Provides location of 
protein structures. 

• Requires labelled and 
purified protein. 

• Significant cost for 
usage. 

 

Circular Dichroism (CD) • Small amount of 
protein needed. 

• Short time frame for 
experiments. 

• Indicates presence of 
secondary structure 

• Cannot provide 
specific location for 
structural elements. 

 

 

Additionally numerous experimental approaches have been used to inform our understanding of 

disordered domains in RecQ helicases. In RECQ4L, NMR characterization was used to identify 

disordered DNA binding domains shown to participate in strand exchange. [111] NMR has also 

been used to obtain the structure of the C-terminal HRDC of BLM although, most of this domain 

has been shown to be ordered rather than disordered. [112] Here, NMR was used to identify 

protein chemical shift perturbations upon titration with DNA, demonstrating the HRDC affinity for 

ssDNA binding.113  
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CHAPTER 2: IDENTIFYING ALPHA-HELICES IN BLM 1-100 USING NMR 

Upon identifying the BLM N-terminus as the region of interest, an experimental methodology 

was developed. As the N-terminus of BLM (residues 1-647) contains numerous sites of protein-

protein interactions (Figure 3), we sought to understand how the disordered structure of BLM 

may enable protein-protein interactions. As ⍺-helices have been shown to facilitate protein-

protein interactions, and these ⍺-helices form a component of protein secondary structure, 

identification of ⍺-helices in the BLM N-terminus was prioritized. Moreover, the yeast homologue 

of BLM, Small growth suppressor 1 (Sgs1), contains an ⍺-helix in its N-terminus that is required 

for binding toTop3.89 

 

From previous work with Sgs1, a transient ⍺-helix in Sgs1 spanning from residues D25-A38 was 

identified.89 As Sgs1 is the yeast homologue of BLM, we hypothesized that ⍺-helices may also 

form in the N-terminus of BLM and serve an analogous role. We first began by performing 

calculations using Agadir. This software, developed from helix-coil theory, enables prediction of 

helix content and location from the primary sequence of a peptide. The resultant Agadir output 

predicted the presence of multiple helices distributed along the entirety of the N-terminus 

(Figure 4). The strongest predicted helices were contained within the first 380 residues. Six 100-

residue fragments were designed to partition the N-terminus into separate fragments that could 

be individually characterized (Figure 4). Hundred residue fragments were selected as our 

previous work successfully characterized an 80-residue fragment, but a 125 residue fragment 

was found to be too difficult to characterize due to resonance overlap. [89] Thus, 100 residue 

fragments were chosen as an optimal size. 
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Figure 4: Agadir prediction of helical propensity of BLM N-terminus. The entire sequence 
of BLM 1-647 was used as the software input, and helical propensity values for each residue 
were calculated for the entire region. Red lines correspond to 100-residue fragment boundaries 
that were designed for NMR analysis. Predicted alpha helices are indicated by a region of at 
least 7 consecutive residues with helical propensity scores > 5.  
 

These 100 residue fragments were cloned into the pET-28a(+) vector (Genscript) which confers 

an N-terminal polyhistidine tag, cleavable by thrombin. These plasmids were then transformed 

into chemically competent E. coli and expression parameters for the fragments were trialed and 

identified for five of the six fragments (Figure 5). Appropriate expression of BLM 431-530 could 

not be identified, so sequencing of the expression plasmid was completed to ensure an absence 

of truncations or mutations were present in the plasmid DNA. However, no such deletions or 

mutations could be identified 

 

To ensure that induced BLM fragments contained a functional His-tag, lysate was incubated 

with Nickel Pro Bond and eluted with high concentration imidazole buffer (Figure 6). For this 

characterization the four best expressing fragments (BLM 1-100, 101-200, 331-430, and 531-

630) were selected. 
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Figure 4: Agadir prediction of helical propensity of BLM N-terminus. The entire sequence of BLM 1-647 was used as 

the software input, and helical propensity values for each residue were calculated for the entire region. Red lines correspond 

to 100-residue fragment boundaries that were designed for NMR analysis. Predicted alpha helices are indicated by a region 

of at least 7 consecutive residues with helical propensity scores > 5. 
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Figure 5: Optimal induction parameters for induction of expression of BLM fragments 
grown in small scale cultures (25-50 mL of LB). Transformants generated in BL21(DE3) and 
grow to mid-log phase and spiked with IPTG. Negative control (IPTG deficient) shown by – and 
IPTG spiked cultures denoted by +. Cell lysates prepared from 5 OD of each culture. Identified 
parameters are: BLM 1-100 (OD600= 0.6, 0.5 mM IPTG, 3 hr., 37°C; BLM 101-200 (OD600= 0.6, 
1.0 mM IPTG, 3 hr., 37°C); BLM 230-330 (OD600= 0.4, 0.5 mM IPTG, 16 hr., 16°C); BLM 331-
430 (OD600= 0.6, 0.5 mM IPTG, 3 hr., 37°C). 
 

 

250
150
100
75

50

37

25

20

15

10

MW 
(kDa)

+- + + +- + ++ + + +IPTG

Soluble Pellet

BLM  230-330

Figure 5: Optimal induction parameters for 
induction of expression of BLM fragments
grown in small scale cultures (25-50 mL of LB). 

Transformants generated in BL21(DE3) and grow to 
mid-log phase and spiked with IPTG. Negative 

control (IPTG deficient) shown by – and IPTG 
spiked cultures denoted by +. Cell lysates prepared 
from 5 OD of each culture. Identified parameters 

are: BLM 1-100 (OD600= 0.6, 0.5 mM IPTG, 3 hr., 
37°C; BLM 101-200 (OD600= 0.6, 1.0 mM IPTG, 3 
hr., 37°C); BLM 230-330 (OD600= 0.4, 0.5 mM 

IPTG, 16 hr., 16°C); BLM 331-430 (OD600= 0.6, 0.5 
mM IPTG, 3 hr., 37°C).
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Figure 6: SDS-PAGE of IPTG induced lysate of BLM fragment bound to ProBond Resin. 
Four highest expressing BLM fragments were transformed in BL21(DE3) and induced with 
IPTG. Lysate was prepared and incubated with ProBond Nickel resin. Low concentration 
imidazole buffer was used to wash resin prior to elution with high concentration imidazole. BLM 
peptide enrichment through binding to Nickel resin is confirmed by presence of singular peptide 
band in eluent.  
  

In preparation for the acquisition of NMR data, it was necessary for us to determine if induction 

parameters identified for small scale cultures were suitable for large scale (two-liter cultures). 

SDS-PAGE analysis revealed that small scale parameters identified for each respective BLM 

fragments were unsuitable due to an excessive amount of insoluble peptide being produced. As 

such, new induction parameters for large scale cultures were identified.           
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Figure 7: Optimal induction parameters for induction of expression of BLM fragments 
grown in large scale cultures. (2 liters M9 minimal media). Parameters are: A) BLM 1-100 
(OD600= 0.4, 0.5 mM IPTG, 3 hr., 37°C); B) BLM 101-200 (OD600= 0.6, 0.3 mM IPTG, 1 
hr.,37°C); C) BLM 230-300 (OD600= 0.4, 0.5 mM IPTG, 16 hr., 16°C); D) BLM 331-430 
(OD600= 0.4, 0.5 mM IPTG, 3 hr., 37°C);E) BLM 531-630 (OD600= 0.4, 0.5 mM IPTG, 3 hr., 
37°C). 
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Figure 7: Optimal induction parameters for induction of 

expression of BLM fragments grown in large scale cultures.

(2 liters M9 minimal media). Parameters are: A) BLM 1-100 

(OD600= 0.4, 0.5 mM IPTG, 3 hr., 37°C); B) BLM 101-200 

(OD600= 0.6, 0.3 mM IPTG, 1 hr.,37°C); C) BLM 230-300 

(OD600= 0.4, 0.5 mM IPTG, 16 hr., 16°C); D) BLM 331-430 

(OD600= 0.4, 0.5 mM IPTG, 3 hr., 37°C);E) BLM 531-630 

(OD600= 0.4, 0.5 mM IPTG, 3 hr., 37°C).
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From the Agadir prediction (Figure 4), a helix spanning from residues 7-28 was predicted within 

the first 100 residues of the BLM N-terminus (Figure 4). This region not only contained a large, 

predicted helix, but also sites of protein-protein interactions. As such this region was identified 

as a candidate for purification and NMR analysis. BLM 1-100 was transformed into BL21(DE3) 

and grown in M9 minimal media as a two-liter culture. Expression of BLM 1-100 was induced 

using IPTG and confirmed via SDS-PAGE (Figure 8A).  Cultures were pelleted and lysed at 

1500 psi and cleared via centrifugation at 16000 rpm. Lysate was loaded onto a HisPrep 

FF16/10 Nickel column, and peptide was isolated to apparent purity using a gradient elution. 

Successful purification of peptide was confirmed via SDS-PAGE (Figure 8B), and fractions were 

pooled and dialyzed overnight into Size Exclusion Column (SEC) buffer. Following dialysis 

purified peptide was incubated with Thrombin Clean Cleave resin to remove the N-terminal 6x-

His tag from the peptide (Figure 8C). Following confirmation of successful cleavage, peptide 

and tag were separated using Size Exclusion Chromatography (Figure 8D). Peptide fractions 

were pooled and concentrated to a volume of 540 µL (Figure 8E), mixed with deuterated water 

and NMR analysis was performed using a Varian VNMRS 600 MHz and HNCO, HSQC, and 

HNCα Cβ data was collected. 
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Figure 8: Flowthrough for IMAC purification of His-tagged BLM 1-100 from E. coli lysate. 
A) SDS-PAGE gel to confirm successful IPTG induction of expression of BLM 1-100 peptide. B) 
SDS-PAGE after Nickel-FPLC to ensure successful isolation of BLM 1-100 from E. coli lysate. 
C)SDS-PAGE gel to confirm successful thrombin cleavage of 6x-His tag from BLM 1-100 
peptide. D) SDS-PAGE to confirm SEC separation of cleaved 6x-His tag from BLM 1-100 and 
complete purity of peptide pool, E) Concentration of BLM 1-100 peptide pool to small volume 
suitable for NMR analysis. 
 

Single label (15N) data was collected, and Heteronuclear Single Quantum Correlation (HSQC) 

spectra were run at 30, 25, 20, and 16°C. NMR peak intensity was found to increase at lower 

temperatures, which led us to conclude that running future spectra at lower temperatures would 

yield the best quality spectra. Double label (15N, 13C) data was collected as HSQC, HNC⍺Cβ, and 

HNCO spectra. Resonances were assigned using established chemical shifts for each amino 

acid (Figure 9).[91] In total 86% of the residues in BLM 1-100 could be assigned from the 

collected spectra (Figure 9).  

A B 

C D E 
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Figure 9: BLM 1-100 resonance assignments. Assigned HSQC spectra of BLM 1-100 taken 
at 16°C. 86% of residues could be assigned for this specific peptide. 
 

From assignments, both β-carbon and α-carbon chemical shifts were obtained and compared to 

values calculated for each residue from a random coil library (NcIDP).[82] The difference in 

chemical shift was calculated by subtracting the NMR obtained shifts from the values obtained 

from the random coil library. The differences were plotted, with regions of consecutive positive 

⍺-shifts (Figure 10A) and consecutive negative β-shifts (Figure 10B) being identified as regions 

where α-helices were present. 
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Figure 10: NMR obtained change in chemical shifts. Calculated by subtracting random coil 
shifts from NMR assignment chemical shifts. A) change in ⍺-carbon shifts, consecutive positive 
shifts from residues 8-13; 15-22; and 82-86 indicated presence of helices. B) Changes in β-
carbon shifts, consecutive negative shifts indicate presence of helices.  
 

From change in chemical shift data an ⍺-helix region spanning from residues 7-28 was 

identified, and concurrent with Agadir helix predictions (Figure 4). Notably another helix 

spanning from residues 83-86 was identified from NMR data, that was not predicted from Agadir 

output. Of note, this identified site corresponds to QVFF region, which has previously been 

shown to be a binding site on BLM for Mcm6 during G1-phase.[40] Taken together this data 

coupled with the finding of a helix in this region, further suggests the importance of the role of ⍺-

helices in protein-protein interactions. Proline mutagenesis of this region will be necessary to 

verify the necessity of the ⍺-helix for Mcm6 binding in this region. If this helix is shown to be 
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necessary for the G1 BLM-Mcm6 interaction, the transience of this helix may account for why 

Mcm6 has multiple binding sites on BLM. 

 

To confirm the reliability of our Agadir output we overlaid the calculated helical propensity for the 

first hundred residues with the chemical shift differences obtained from our NMR spectra of the 

BLM 1-100 region (Figure 11A and 11B).  

 

Figure 11: Overlay of Agadir predictions with NMR obtained change in chemical shifts. 
First identified (Q10-L25) helix overlaps well with prediction, but Agadir did not predict second 
identified helix (T81-K91). 
 

We found that that the predicted output from Agadir possesses a significant amount of overlap 

with the BLM 1-100 NMR spectra. This outcome is also concurrent with our previously reported 

findings considering the overlap between NMR spectra and Agadir predictions with Sgs1.[89] 
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One crucial difference is that Agadir failed to strongly predict a helix for the 82-86 residue region 

which was identified by NMR. Taken together with our previous findings this suggests that while 

Agadir is reliable for predicting helical content, predictions regarding strength and position of the 

helix are not as reliable. 

 

  

  

  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

29 

 

 

 

 

CHAPTER 3: CLONING AND EXPRESSION OF THE FIRST 380 RESIDUES OF BLM 

Upon confirming the presence of helical content in the first hundred residues of BLM and the 

relative reliability of Agadir as a tool to predict the presence of helical content, molecular cloning 

was performed to clone a relevant segment of BLM into p-GEX-6p-2 vector for additional 

experiments. As most of the helical content is contained within the first 380 residues of BLM, the 

region of BLM 1-380 was selected for cloning. p-GEX vector was specifically selected as it 

enables expression of the protein of interest along with an N-terminal Glutathione-S transferase 

(GST) tag, which improves protein solubility and is easily detectable via a GST antibody. 

  

Moreover, due to concerns about peptide solubility we opted to clone BLM 1-380 rather than the 

entire BLM N-terminus (residues 1-647). To clone our desired 1-380 fragment, we designed 

primers that annealed to the start codon of BLM and the end of the nucleotide sequence of the 

first 380 residues of BLM. Forward and reverse primers contained BamHI and EcoRI sites 

respectively. Following confirmation of presence of desired PCR product (Figure 12A), this 

resultant product was cloned into TOPO 2.1 vector using TOPO TA Cloning Kit (Invitrogen) 

(Figure 12B). A sequential diagnostic digest was performed first using EcoRI (Figure 12C) 

followed by BamHI (Figure 12D) to confirm integration of PCR product into vector, and positive 

clones were sequenced to ensure insert was mutation free. 
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Figure 12: Gel confirmation of cloning steps A) PCR amplification with two amounts of BLM 
1-380 product with BamHI and EcoRI ends. B) BamHI + EcoRI digest of Topo 2.1 clones with 
BLM 1-380 insert. C) Single digest of Topo clone with EcoRI. D) BamHI digest of previous 
EcoRI digested clones. E) BamHI + EcoRI diagnostic digest of p-GEX + BLM 1-380 clones. 
 

p-GEX-6p-2 was doubly digested with BamHI and EcoRI and incubated with BLM 1-380 insert 

in a 10:1 insert:vector ratio. Presence of insert was confirmed with a diagnostic digest and 

clones were sequenced to confirm absence of mutations (Figure 12E). Following successful 

cloning we confirmed presence of GST-BLM 1-380 via SDS-PAGE (Figure 13). To confirm 

functionality of the of the GST tag a binding assay was performed using glutathione magnetic 

agarose beads. Additionally the integrity of the GST tag was additionally confirmed through 

Western Blotting with a GST-antibody (BioLegend) (Figure 14). 

  

A B C 

D E 
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Figure 13: Confirmation of induction of expression and integrity of GST tag for two BLM 
1-380 clones. Lysates generated by transforming vectors into BL21(DE3) and inducing 
expression with IPTG. Lysates were incubated with GST magnetic beads, washed with low salt 
buffer, and eluted with buffer containing reduced glutathione. GST tagged Sgs1 1-250 and 
empty p-GEX-6p-2 vector are used as positive and negative controls respectively. Location of 
each peptide is shown in red brackets. BLM 1-380 clones run at approximately 80 kDa, Sgs 1-
250 runs at 50 kDa, and p-GEX runs at 25 kDa. 
  

From the Agadir output, locations of predicted ⍺-helices were identified. The output allowed us 

to determine the residues of highest helix propensity-thereby allowing us to identify single 

residues most needed for helix formation. Thus, these residues were selected as candidates for 

mutagenesis, with the rationale that targeting these residues would have the highest likelihood 

of collapsing/destroying the helix. 
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Figure 14: Anti-GST Western blot. GST Sgs1 1-250 is a previously made fusion protein, p-
GEX empty vector encodes GST tag, and C3 and C4 are GST BLM 1-380 positive clones. 
Expected weights are 50 (Sgs1 1-250), 26 (p-GEX), and 80 (C3 and C4) kDa respectively. 

 

From the data N7P, N8P, L13P, A135P, and S269P, K271P, K272P were all identified as 

proline mutants with the intent of breaking ⍺-helices that spanned in these regions. L13P and 

A135P were both residues with the highest helical propensity. By contrast N7P; N8P; and 

S269P were all proposed helix N-caps, referring to them being the first residue where the helix 

forms. As it has been shown that proline mutations made within the first turn of the helix (3-4 

residues) can be tolerated we sought to design combined mutants by targeting residues with the 

highest propensity as well as mutagenizing the N-cap. Using the GST BLM 1-380 clone cDNA 

as a template, proline mutagenesis will be performed to generate BLM mutants with disrupted 

helices. Upon making these mutants, pulldowns will be performed to determine if abolishment of 

⍺-helices in these mutants results in reduced protein-protein interactions compared to 

endogenous BLM.  
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Figure 14: Anti-GST Western blot. GST Sgs1 1-250 is a previously 
made fusion protein, p-GEX empty vector encodes GST tag, and C3 

and C4 are GST BLM 1-380 positive clones. Expected weights are 50 

(Sgs1 1-250), 26 (p-GEX), and 80 (C3 and C4) kDa respectively.
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CHAPTER 4: DISCUSSION 

Here we have used a methodology previously used to characterize the yeast helicase Sgs1 and 

have used this to characterize its human homologue BLM. We used two computational methods 

(Agadir and IUPred/ANCHOR) for the reliable prediction of binding regions and ⍺-helix position 

simply by knowing the sequence of the protein of interest. Of note, in our previous work with 

Sgs1 we used two fragments sized 80 and 125 residues.89 Upon determining that a 125 residue 

fragment was too large to be accurately assigned, this fragment was truncated to 80 residues 

instead.89 Here we have used a 100-residue fragment and have shown that it can be accurately 

assigned with minimal overlapping residues complicating analysis. Thus, additional NMR 

experiments can be performed using 100-residue peptides. 

  

From our calculated chemical shifts we have identified two distinct regions of ⍺-helical content, 

one of which (8-26) overlaps well with our Agadir prediction (Figure 4). This trend follows with 

our conclusions from our studies with Sgs1 where we show that Agadir predictions overlap 

almost identically with NMR obtained structural models.89 Taken together our findings indicate 

that our approach of using Agadir to rationally design small peptides which are then 

characterized via NMR is an efficient and reliable method for determining structural elements for 

IDPs. As Agadir predictions were calculated using the primary sequence of the BLM N-terminus, 

we wanted to ensure that partitioning the N-terminus into 100-residue fragments did not disrupt 

structural elements in this fragment. Our findings that our Agadir predictions mirror the NMR 

obtained data of BLM 1-100 demonstrate that truncating BLM into its first 100 residues does not 

interfere with structural elements contained in this region. Thus, our approach of designing 

fragments using residue boundaries of low helical propensity seems to be the most optimal 
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means of partitioning a protein for NMR analysis. From our previous work, we have shown that 

the interaction between BLM and Mcm6 is cell cycle specific, as BLM has been shown to bind to 

Mcm6 in multiple sites.[40] Given one of our NMR identified helices-which was not predicted by 

Agadir- overlaps with the Mcm6 binding region, this helix is likely to be necessary for the BLM-

Mcm6 interaction. Moreover, the small magnitude of this helix, suggests its presence is 

transient.[65] This transience may in turn account for why Mcm6 interacts with multiple binding 

sites in BLM rather than a fixed site, as this identified helix may not be adopted during all 

phases of the cell cycle. Additional experiments involving FACS sorting cells in G1 and S-phase 

and monitoring protein conformations in these live cells through FRET may enable us to identify 

changes in BLM protein conformation during the cell cycle. [114] 

   

Given the relative success of findings with BLM 1-100, additional characterization of remaining 

BLM fragments is merited, as this will provide structural information into the remainder of the N-

terminus. The two best candidates for subsequent analysis are BLM 101-200 and BLM 230-330 

due to their predicted helices. Specifically, BLM 101-200 contains numerous sites of protein-

protein interactions while BLM 230-330 contains the largest predicted helix. Although the goal is 

to characterize the entire N-terminus, a clear hierarchy exists in terms of fragment priority as 

these two fragments most merit characterization. In addition, induction parameters for BLM 431-

530 have yet to be identified, and the consequent lack of peptide expression prevents obtaining 

sufficient peptide for NMR characterization. 

  

Although induction parameters have been identified for both BLM 101-200 and BLM 230-330, 

purification of sufficient peptide for NMR analysis has posed two distinct challenges. Expression 

of BLM 230-330 has only been obtained at 16°C and expression levels are considerably lower 

than other BLM fragments. As approximately 2 mg of protein are needed for NMR runs, a 

simple optimization of increasing starting culture sizes will be essential to ensure sufficient 
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peptide can be obtained. The major limitation is that the BLM 230-330 peptide has a weight of 

13 kDa, but SDS-PAGE reveals a peptide that runs at approximately twice this molecular weight 

(Figure 5C). As the dimerization domain of BLM is thought to be contained in this region, this 

may account for the reason the peptide dimerizes.48 Such dimerization was not expected as this 

is merely a 100-residue fragment of BLM, but the observation that this domain retains 

functionality further demonstrates that our rationally designed BLM fragments retain 

endogenous structure and function. 

  

BLM 101-200 presented additional challenges; specifically endogenous degradation during the 

induction step. Although we identified parameters that minimized the degradation of BLM 101-

200 peptide, we could not successfully eliminate it entirely. As NMR requires purified peptide, 

any degradation products needed to be removed to avoid peaks overlapping.  We engineered a 

C-terminal streptavidin tag onto our BLM 101-200 peptide and performed a dual affinity 

purification by passing peptide first through a His and then through a Streptavidin column and 

confirmed successful purification through SDS-PAGE. Successful characterization of this 

fragment using this methodology will rely on increasing starting culture size to maximize yield. 

  

From the Agadir predictions (Figure 4) we have designed proline mutants to disrupt predicted 

helices in the BLM N-terminus. Upon creating these mutants, we would anticipate proteins 

whose binding sites overlap with these helices will no longer be able to interact with these BLM 

proline mutants. To test this hypothesis, pulldowns will need to be performed using these 

mutants, to see if helix destruction results in downregulation of binding between BLM and its 

interacting proteins. Finally, to ascertain the biological significance of BLM protein-protein 

interactions we want to establish stable mammalian cell lines to observe how these BLM 

mutants behave in vitro. Upon establishing cell lines, we will perform sensitivity assays to see 

how these mutations impact DNA damage response and overall BLM function.  
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CHAPTER 5: MATERIALS AND METHODS 

Plasmid design 

To identify potential helical content, a helix prediction software called Agadir was used.63 The 

primary sequence of BLM was entered, and helical propensity values were obtained and plotted 

against the residue number (Figure 1). From the output, regions containing helices were 

separated into 100 residue fragments, with fragments being designed such that the predicted 

helices were close to the center of the fragment (Figure 4). This minimizes the likelihood of 

disrupting a predicted helix due to partitioning of the N-terminus. Following successful design of 

100 residue fragments, they were then cloned into pET-28a(+) vector conferring encoded 

fragments with an N-terminal 6X His-tag (Genscript). 

  

Confirming induction parameters for BLM fragments 

To identify optimal parameters for BLM peptide expression fragments 20 µL of BL21(DE3) was 

transformed with 2 ng of plasmid.89 Upon addition of plasmid DNA cells were allowed to 

incubate at 4°C for minutes and then heat shocked for 30 seconds at 42°C and rescued through 

addition of 100mL of prewarmed SOC (0.5 % Yeast extract, 2% Tryptone, 10 mM NaCl, 2.5 mM 

KCl, 10 mM MgCl2, 10 mM MgSO4, 20 mM Glucose). This mixture was then shaken at 37°C and 

plated in its entirety on a prewarmed LB-kan plate. Colonies were allowed to grow overnight at 

37°C and were then streaked out to obtain singles. Single colonies were then inoculated in LB-

kan overnight. These overnight cultures were then used to inoculate a fresh culture at 

OD600=0.04 in a volume of 50 mL and grown at 37°C to OD600=0.6.89 A 5 OD aliquot of this 

culture was then collected as a control, with the remainder of the culture being spiked with 

Isopropyl ß-D-1-thiogalactopyranoside (IPTG). To identify optimal parameters, induction 
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conditions were parameterized by IPTG concentration, induction time, and temperature. To 

confirm induction success an SDS-PAGE was performed using a 16% gel and the most optimal 

induction conditions were identified for five out of the six fragments (Figure 7). 

  

To identify induction conditions for large scale cultures, transformants were first grown overnight 

in 50 mL of M9-Minimal media (2 mM Na2HPO4, 22 mM KH2PO4, 8 mM NaCl, 2 mM MgSO4, 

11 mM D-glucose, 0.1 mM CaCl2, 10 µM FeCl3, 1 mg of Vitamin B1/L, pH=7.35, 10mg 

kanamycin). Cultures were inoculated in two 1-liter cultures at OD600=0.04 and grown to an 

OD600=0.4. A 5 OD aliquot was collected for SDS-PAGE analysis, and the remaining cultures 

were spiked with IPTG and allowed to grow at 37°C.89 To confirm the success of induction, SDS-

PAGE analysis was performed using a 16% gel.89 

 

Pro-bond resin 

To confirm integrity of the 6X-His tag, the four best expressing fragments were selected for 

binding to Nickel Pro Bond Resin. 2ng of plasmid was transformed into 20 µL of chemically 

competent BL21(DE3) cells, via heat shock at 42°C for 30 seconds. Transformants were 

rescued with 100 µL of prewarmed (37°C) SOC broth and shaken at 37°C for 1 hour. These 

transformants were plated after shaking on a prewarmed LB-kanamycin plate and allowed to 

grow overnight at 37°C. Transformants were then streaked out onto a fresh prewarmed LB-kan 

plate and allowed to grow overnight at 37°C. Single colony transformants were inoculated into 

50 mL of LB-kan (10mg/mL) at an OD600=0.04 and grown to OD600=0.6.89 Cultures were then 

spiked with 1.0 mM IPTG and induced at 37°C for 3 hours.89 A 5 OD aliquot of these cultures 

was then collected and centrifuged at 3400 rpm for 10 minutes with the resultant supernatant 

removed. The pellet was then resuspended in A1 lysis buffer (50 mM Na2HPO4,300 mM NaCl, 

10 mM Imidazole) and sonicated three times over thirty second intervals pulsing on and off 

every second. Sonicated lysate was then centrifuged at 14,000 rpm for 10 minutes with 
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resultant supernatant collected. This supernatant was then incubated with Pro Bond Nickel 

Resin (Invitrogen) for 60 minutes.89 The supernatant was then separated from the resin, and the 

resin was washed with wash buffer (50 mM NaH2PO4, pH 8.0 0.5 M NaCl) and then incubated 

for 10 minutes with elution buffer (50 mM NaH2PO4, pH 8.0 0.5 M NaCl, 250 mM Imidazole). 

flowthrough, wash and eluents were then run on an SDS-PAGE to confirm successful binding to 

the nickel resin (Figure 6). 

 

Purification of BLM 1-100 peptide 

BLM 1-100 was cloned in the pET-28a(+) vector (GenScript). 2ng of plasmid was transformed 

into 20 µL of chemically competent BL21(DE3) cells, via heat shock at 42°C for 30 seconds. 

Transformants were rescued with 100 µL of prewarmed (37°C) SOC broth and shaken at 37°C 

for 1 hour. These transformants were plated after shaking on a prewarmed LB-kan plate and 

allowed to grow overnight at 37°C. Transformants were then streaked out onto a fresh 

prewarmed LB-kan plate and allowed to grow overnight at 37°C. Single colony transformants 

were inoculated in 50mL of M9 media and allowed to grow overnight at 37°C. For NMR single 

label (15N) runs isotopic ammonium chloride was used, and for double label (15N and 13C) 

isotopic ammonium chloride and D-glucose was used. 

  

From the 50 mL overnight cultures, two one-liter cultures were inoculated at OD600=0.04 and 

grown at 37°C to OD600=0.4. A 5 OD aliquot (Uninduced) was collected, and the remaining 

culture was spiked with 0.5 mM IPTG and allowed to grow at 37°C for 3 hours. The 5 OD aliquot 

was centrifuged at 4°C for 3400 rpm at 10 minutes, and the resultant supernatant was 

decanted. The pellet was then resuspended in 200 µL of A1 Lysis buffer (50 mM Na2HPO4, 300 

mM NaCl, 10 mM imidazole, pH 8.0) on ice.89 This lysate was then sonicated (QSonica) with 3 

rounds of 30 seconds set to pulse on and off at one second intervals at an amplitude of 30%. 

The resultant sonicated lysate was then centrifuged at 4°C for 10 minutes at 14000 rpm. The 
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supernatant (soluble) was separated from the pellet (insoluble) and both were resuspended in 

2X Laemlli buffer. For the soluble fraction the supernatant was mixed in a 1:1 ratio with 2X 

Laemlli, whereas the pellet was resuspended with 200 µL of 2X Laemmli. Samples were boiled 

at 95°C for five minutes and stored at -20°C for subsequent SDS-PAGE analysis. 

  

After induction another 5OD aliquot (Induced) was collected and lysate was prepared as 

previously described. The remainder of the two-liter cultures were pelleted by centrifugation at 

4000xg at 4°C, stored at -80°C. Pellet was subsequently resuspended in 25mL Lysis buffer (300 

mM NaH2PO4, 500 mM NaCl, Pierce Protease Inhibitor Tablet) and lysed at 16,000 psi using a 

French Press. Lysate was cleared by centrifuging at 18000 rpm at 4°C for 60 minutes. 

Supernatant (soluble) was separated from pellet and was injected into a 50 mL superloop. The 

superloop enabled the lysate to be processed by an AKTA FPLC (GE) loaded onto a HisPrep 

FF16/10 Nickel column. Column was washed with Wash Buffer (300 mM NaH2PO4, 500 mM NaCl, 

10 mM Imidazole, pH=8.00) and protein was eluted with elution buffer (300 mM NaH2PO4, 500 

mM NaCl, 500mM Imidazole, pH=8.00) using a gradient elution (gradient from 50-500 mM). 4 mL 

fractions were collected, and peptide containing fractions were pooled and dialyzed overnight in 

SEC buffer (300 mM NaH2PO4, 500 mM NaCl, 1mM EDTA, pH=7.00) at 4°C.89 N-terminal His-

tag was cleaved using Sigma RECOMT Clean-cleave kit and cleaved product was loaded onto 

HiLoad 16/600 Superdex 75 pg SEC column. This purified cleaved peptide pool was passed over 

the column in 2 mL injections and 2.5 mL fraction were collected from the column. 180 mL of SEC 

Buffer was used as the liquid phase for each injection and the range from 40-60 mL was 

collected.89 The peptide containing pool was concentrated from approximately 60 mL to 540 μL 

60 μL of deuterated water was added to this sample for NMR analysis.  
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NMR analysis 

Data was collected using a Varian VNMRS 600 MHz spectrometer. Data collection was 

performed in conjunction with our collaborator Dr. Gary Daughdrill. For the single label (15N) run 

HSQC, HNC⍺Cβ, and HNCO data was collected at 15°C. Data was processed using NMRFx and 

analysis and assignments were done with NMRViewJ. Secondary shift assignments were 

completed by calculating chemical shifts from a random coil library (ncIDP) and subsequently 

subtracted from the NMR obtained chemical shifts for the corresponding residue.82 Consecutive 

positive -shifts and consecutive negative b-shifts were assigned as ⍺-helices.84 

  

Cloning BLM 1-380 into p-GEX-6p-2 and GST binding assay 

BLM cDNA was previously cloned into pcDNA3 mammalian expression vector. Using this cDNA 

as a template, BLM 1-380 was cloned with BamHI and EcoRI sites flanking the 5’ and 3’ ends 

respectively. Forward: 5’ CTTA GGATCC atggctgctgttcctcaaaataatc 3’, Reverse: 5’ CTTA 

GAATTC TTA acagatgtgctccatcacatg 3’.  PCR was performed using 30ng of template, 10 mM 

forward and reverse primers, 2.5 mM dNTP’s, and 0.625 units Pfu Ultra (Agilent). This PCR 

product was subsequently cloned into TOPO 2.1 Vector using TOPO Cloning Kit (Invitrogen) 

and digested with EcoRI. This product was subsequently gel extracted with Qiaquick Gel 

Extraction Kit (Qiagen) and re-digested with BamHI. This newly digested product is then gel 

extracted once more. p-GEX 6p-2 (GE Healthcare) was double digested with BamHI and EcoRI 

and dephosphorylated with Antarctic Phosphatase Kit (NEB). Subsequently BLM 1-380 insert 

was ligated with this digested and dephosphorylated p-GEX-6p-2 vector using DNA ligase kit 

(Takara). Using this clone as a template, site directed mutagenesis was performed using 

forward and reverse primers with nucleotide mutations made in the middle of the primer. 

Mutagenesis products were digested with 20 units of DpnI (New England BioLabs) for 1 hour at 

37°C. 
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100mL of DH5a was mixed with 100mL of 40% glycerol, and 5 mL of Dpn1 digested product 

was added to this mix. 100mL of this was then transferred to an electroporation cuvette 

(FisherBrand) and electroporated. Following electroporation this product was mixed with 1 mL of 

prewarmed LB and transferred back to original mix. This mix was shaken for 1 hour at 37°C with 

250 µL of this culture plated onto four LB-amp plates (100 mg/mL) and allowed to grow 

overnight. Colonies were then streaked out and single colonies were inoculated overnight in LB-

amp, and miniprepped using a plasmid mini-prep kit (Qiagen). Positive clones were then used 

for subsequent assays. 

  

GST-binding assay was completed by transforming GST BLM 1-380 into BL21(DE3) and 

expression was induced as previously described. Cells were lysed in GST binding buffer using 

sonication as previously described. Lysate was incubated with Glutathione Magnetic Agarose 

Beads (ThermoFisher) and washed with wash buffer (125 mM Tris-HCl, 150 mM NaCl, 1 mM 

DTT, 1 mM EDTA, pH=7.4). Beads bound with GST-BLM 1-380 were eluted with 250 μL of 

Wash buffer (125 mM Tris-HCl, 150 mM NaCl, 1 mM DTT, 1 mM EDTA, 50 mM reduced 

glutathione, pH=8.0)  
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