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Abstract 

 

This research has two parts. The first part focuses on the use of photoacoustic imaging 

(PAI) to study alcohol-induced effects in the cerebral vasculature of selectively bred alcohol-

preferring mice. Part two extends the application of PAI by developing a novel Photoacoustic 

imaging guided system for repetitive low intensity focused ultrasound (PAI-LIFU) stimulation 

treatment for alcohol use disorder in crossed high alcohol preferring (cHAP) mice.  

Photoacoustic imaging is an emerging hybrid non-invasive optical imaging modality which 

relies on optical absorption contrast to visualize deep tissue structures and function. It combines 

the high contrast associated with pure optical imaging and the high resolution associated with pure 

ultrasonic imaging, to visualize three dimensional tissues structures, vascular morphology as well 

as provide functional information with high spatial resolution and excellent contrast.  

We exploit the significant difference in optical absorption between hemoglobin, 

deoxyhemoglobin and the surrounding tissues to image and study the direct effects of ethanol on 

the cerebrovascular system in selectively bred alcohol preferring mice. Alcohol induced effects, 

including changes in vascular diameter and cerebrovascular perfusion are studied for two alcohol 

drinking paradigms namely: - binge and chronic alcohol use. In a functional imaging approach, we 

study physiological changes and functional activities notably alcohol induced hemoglobin oxygen 

saturation for both drinking paradigms. The results from this study show that both chronic and 

binge alcohol use are associated with cerebral vascular constriction, as observed in the alcohol 

preferring mice. More importantly, we have shown that the constriction in cerebral blood vessels 

and the drop in hemoglobin oxygen saturation following binge drinking is more drastic in 
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occasional binge drinkers, compared to habitual binge drinkers or individuals with alcohol use 

disorder.  

We developed a novel Photoacoustic imaging guided system for repetitive low intensity 

focused ultrasound stimulation (PAI-LIFU) for the treatment of alcohol use disorder in crossed 

high alcohol preferring (cHAP) mice. Results from the treatments using our system suggests that 

LIFU, targeted to nucleus accumbens (NAc) in the brain of cHAP mice, reduces ethanol 

consumptions with a marked increase in water consumption in a two-bottled choice paradigm. 

Furthermore, by analyzing the ratio of volume of ethanol consumed to total volume of fluid 

consumed, we note a significant drop in ethanol preference ratios in favor of water, following 

LIFU stimulation of the NAc.  

 



1 

 

 

 

 

 

 

Chapter 1:   Photoacoustic Imaging Background and Literature 

 

1.1   Introduction 

Photoacoustic imaging (PAI) is an emerging biomedical imaging modality based on the 

conversion of electromagnetic energy typically from laser light to acoustic energy when tissue is 

optically irradiated. Besides safety due to the use of nonionizing radiation, PAI overcomes the 

limitation in optical diffusion associated with pure optical imaging modalities in optically 

scattering media and thus can achieve high resolution with a range greater than one optical 

transport mean free path (~1 mm) in tissue. Also, it is associated with a uniquely high contrasts 

unlike other optical imaging modalities prune to optical scattering. In this chapter, we present a 

solid background of PAI, as the imaging modality used throughout this research. 

1.1.1   Brief History of Photoacoustic Imaging 

Photoacoustic imaging (PAI) is based on the photoacoustic (PA) effect, which dates as far 

back as the 1880s when Alexander Graham Bell first observed the generation of acoustic waves 

directly from solid samples when they absorbed modulated sunlight [1,8]. After Bell’s discovery, 

no significant scientific research or technological development occurred until the invention of laser 

systems in the sixties. This lack of research and technological development could be attributed to 

the unavailability of the peak energy, spectral purity and directionality required by photoacoustic 

applications. Earlier photoacoustic applications were mostly industrial, exploiting the indirect gas-

phase cell type of photoacoustic detection in which acoustic waves were generated by laser-

induced surface heating and detected using a microphone.  
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Though direct laser-induced ultrasound wave detection found applications in non-

destructive testing for solid characterization, the idea was not investigated for biomedical imaging 

applications until the mid-nineties, when the first photoacoustic images began to surface. Between 

the mid-nineties and the mid-2000s, research in this field witnessed steady progress, culminating 

with images from the first in-vivo experiments. From the mid-2000s onwards, remarkable progress 

has been made in the field, in terms of the development of instrumentation and image 

reconstruction algorithms as well as more advanced applications in structural, functional, and 

molecular photoacoustic imaging. The imaging modality has equally seen some in-vivo 

applications in clinical situations and commercial imaging systems are already in the market. 

1.2   Principle of Photoacoustic Imaging 

In Photoacoustic imaging, laser light is used to generate ultrasound waves from tissue, by 

irradiating the tissue with typically nanoseconds pulsed laser light [2]. The most used wavelengths 

for tissue excitation are the visible and near intra-red region, typically in the range 532nm – 1100 

nm, with the near infrared (NIR) region from 600nm – 900nm offering penetration depths 

extending to several centimeters. Once the tissue is irradiated with sufficient light energy of the 

right wavelength to cause optical excitation, specific tissue chromospheres namely hemoglobin, 

lipids, water, melanin etc. absorbs the light energy, which is then rapidly converted to heat energy 

by vibrational and collisional relaxation, producing a small temperature rise within the surrounding 

tissues [2,3]. The rise in temperature produced by the energy deposition, typically less than 0.1K 

induces a thermoelastic expansion, accompanied by an initial pressure rise, which launches a 

pressure wave within the surrounding tissue. The pressure waves propagate to the tissue surface 

where they are detected by an acoustic transducer as a sequence of time-resolved electrical 

photoacoustic (PA) signals called A-lines. Depending on the configuration, such time resolved A-
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lines can be integrated versus time to yield a time resolved velocity which is then back projected 

into the tissue to reconstruct the initial energy deposition. Figure 1.1 is a schematic of the 

phenomena of photoacoustic effect on which PAI is based [2,5]. 

 

 

 

 

 

 

 

 

Figure 1.1 Schematic of the photoacoustic effect (Drawn by author using MS publisher) 

 

The acoustic pressure 𝑝 (𝒓, 𝑡) generated after thermoelastic expansion and the thermal 

energy H (𝒓, 𝑡) are related by equation 1.1: 

            (𝛻2 −
1

𝑣𝑠
2

𝜕2

𝜕2𝑡
) 𝑝(𝒓, 𝑡) =  −

𝛽

𝑐𝑝

𝜕𝐻(𝒓,𝑡)

𝜕𝑡
                              1.1 

where 𝑣𝑠 is the speed of sound in tissue, 𝛽 is the volume thermal expansion and cp the specific 

heat capacity at constant pressure. As stated, the laser pulse duration (nanoseconds) is significantly 

shorter than the thermal diffusion and stress confinement time. Thus, the thermal conduction is 

often neglected to consider only the thermo-expansion mechanism. The PA image is a 

representation of the initial pressure 𝑝0(𝒓), since it is reconstructed from a set of PA signals (which 

encodes this initial pressure) detected by an ultrasound transducer at different spatial locations 
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[2,5]. Thus, p0(𝐫),, depends on the heating produced by the deposited laser energy and we can say 

that  

𝑝0(𝒓) =  𝛤𝐻(𝑟, 𝑡)                              1.2 

where Γ =
𝛽𝑣𝑠

2

𝑐𝑝
, a dimensionless thermodynamic constant is called the Grüneisen coefficient, 

provides a measure of the conversion efficiency of heat energy to pressure. 𝛽 is the volume thermal 

expansivity, 𝑣𝑠, is the speed of sound in tissue and 𝑐𝑝 is the specific heat capacity at constant 

pressure. The absorbed laser energy distribution 𝐻(𝒓, 𝑡) can be expressed as the product of the 

local optical absorption coefficients μa(r) and the optical fluence 𝜙(𝑟, 𝜇𝑎, 𝜇𝑠, 𝑔), where μa, μs are 

respectively the absorption and reduced scattering coefficients over the illuminated volume of 

tissue and 𝑔 is the anisotropy. Equation (1.2) can then be explicitly written in a form which shows 

the initial optically induced pressure p0(𝐫) dependent on a variety of optical, mechanical, and 

thermodynamic parameters as follows 

𝑝0(𝒓) =  𝛤𝜇𝑎(𝑟)𝜙(𝑟, 𝜇𝑎, 𝜇𝑠, 𝑔)                              1.3 

A fundamental assumption in PAI is that the thermodynamic and mechanical parameters 

are sufficiently weakly varying from one tissue type to another and thus spatially invariant. Thus, 

the overall image contrast depends on the optical parameters namely μa, μs. Figure 1.2 shows the 

absorption coefficients spectra of different tissue chromophores.  

1.2.1   Photoacoustic Signal Generation 

We consider two simplifying assumptions on which the physical basis of photoacoustic 

signal generation is derived [2]. These assumptions are essential to allow the energy deposition 

and thus signal generated to be considered as instantaneous.  
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Figure 1.2 Absorption spectra of various tissue chromophores 

 

1.2.1.1   Thermal Confinement Holds  

To derive the PA signal, it is necessary to assume that the laser energy deposited on the 

tissue does not diffuse away from the site where it is deposited during the process of PA signal 

generation [2,6].  This is often the case if the laser pulse duration is sufficiently less than the tissue 

thermal relaxation time. This condition is expressed as in equation (1.4) below: 

    𝜏𝑝 ≪  𝜏𝑡ℎ =  
𝑑𝑐

2

𝛼𝑡ℎ
                              1.4 

where,  𝜏𝑝 is the laser pulse duration, 𝜏𝑡ℎ is the tissue thermal relaxation time, 𝑑𝑐  is a characteristic 

dimension of the imaged tissue and 𝛼𝑡ℎ is the thermal diffusivity. 

1.2.1.2   Stress Confinement Holds  

To derive the PA signal, it is necessary to assume that the stress due to thermoelastic 

expansion does not propagate outwards during the energy deposition process. This is the case if 

the laser pulse duration is sufficiently less than the tissue stress relaxation time  

𝜏𝑝 ≪  𝜏𝑠 =  
𝑑𝑐

𝑣𝑠
                              1.5 

where, 𝜏𝑠  is the stress relaxation time and 𝑣𝑠 is the speed of sound in the medium. 
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Assuming the thermal and stress confinement conditions above hold, the energy deposition, 

the photoacoustic excitation pulse, and photoacoustic signal generation can be considered as 

instantaneous processes, and equation (1.3) then describes the initial pressure increase due to the 

illuminating pulse at various points in space. 

1.2.2   Photoacoustic Signal Propagation 

The initial pressure distribution described by equation (1.3) above servers as an initial 

condition for the acoustic wave equation described in equation (1.1). Applying the initial condition 

in equation (1.3) to equation (1.1) gives equation 1.6 [9]: 

(𝛻2 −
1

𝑣𝑠
2

𝜕2

𝜕2𝑡
) 𝑝(𝒓, 𝑡) =  −

𝑝0(𝒓)

𝑣𝑠
2

𝑑

𝑑𝑡
𝛿(𝑡)                             1.6 

We can apply Greens’s function to equation (1.3), to arrive at an expression for the space-

time dependent pressure p(𝐫, t) as in equation 1.7 [10] 

𝑝(𝒓, 𝑡) =  
1

4𝜋𝑣𝑠
2

𝜕

𝜕𝑡
[

1

𝑣𝑠𝑡
∫ 𝑑𝒓′𝑝0(𝒓)𝛿 (𝑡 −

|𝒓−𝒓′|

𝑣𝑠
)]                              1.7 

Equation (7) shows that the pressure p(𝐫, t) at any point in space-time is the integral of the 

initial pressure distribution p0(𝐫) over a sphere defined by the time it takes the acoustic wave 

moving at speed 𝑣𝑠to propagate to that point. The sphere thus has radius 𝑣𝑠𝑡, which means that a 

time-resolved pressure measurement would be a series of integrals over concentric spheres. 

1.2.3   Photoacoustic Image Reconstruction and Quantification  

The goal in photoacoustic image reconstruction is to recover the initial pressure distribution 

p0(𝐫) from the photoacoustic signal 𝑝(𝒓, 𝑡), obtained at multiple positions and time over the 

detection geometry by the detector [6]. The mathematical principles of photoacoustic imaging can 

be summarized into two forwards problems as shown in Figure 1.3: - An optical and an acoustic 

forward problem. The optical forward problem relates to the physical processes leading to the 

initial thermal energy deposition 𝐻(𝒓, 𝑡), and relates to the optical (equivalently the 
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electromagnetic) properties of the tissue (including the distribution of tissue chromophores and 

their optical absorption coefficients) and the excitation sources. Reconstructing the tissue 

characteristics involved solving this forward problem in a backward fashion called an inverse 

optical problem. We consider this inverse optical problem in the next section.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.3 A mind map of the principle of photoacoustic imaging showing the optical and acoustic 

forward problems as well as the respective inverse problems. To reconstruct tissue optical 

properties involves solving the optical inverse problem. To reconstruct the initial pressure 

deposited requires solving the acoustic inverse problem. (Drawn by author using MS Words) 

 

The acoustic forward problem relates to the calculation of the acoustic field p(𝐫, t), in 

space-time from a known thermal energy distribution H(𝐫, t), representing the electromagnetic 
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energy deposited on the tissue, as obtained from the optical forward problem. Reconstructing the 

initial pressure distribution p0(𝐫) from the detected photoacoustic signal pdec(𝐫, t),  involves 

solving this acoustic forward problem in a backward sense, called an Acoustic inverse problem. 

There are several algorithms employed to reconstruct the initial pressure distribution. Most of these 

algorithms could be included in one of four categories: Time domain (back projection/delay and 

sum), frequency domain, numerical time reversal and numerical model-based algorithms. We 

consider each in the following section 

1.2.3.1   Time Domain or Back Projection  

This approach exploits the fact that the pressure at any point in space-time are integrals of 

the initial pressure distribution over the detection geometry. The detected pressure however 

doesn’t exactly correspond to the mathematical description given by equation (1.7) owing to 

difference in ultrasonic detector aperture and bandwidths (temporal resolution). Instead, analytical 

formulars similar in form to equation (1.7) but incorporating specific detector properties are used 

to implement fast image reconstruction computer algorithms. A typical analytical formular for the 

detected pressure [11,12] is shown in equation (1.8) below. 

𝑝𝑑𝑒𝑐(𝒓, 𝑡) = ℎ(𝑡) ∗ ∫ 𝑝(𝒓, 𝑡)𝐷(𝒓)𝑑𝑆
𝑆

                              1.8 

In equation (1.8), S is the surface over which the pressure is detected, 𝐷(𝒓) is the detector’s 

sensitivity distribution and ℎ(𝑡) is the temporal impulse response of the detector. Each 1D acoustic 

signal is projected onto 3D space in a way consistent to the time of flight [13]. 

1.2.3.2   Frequency Domain Algorithms 

These algorithms are based on solving the inverse problem in the frequency domain using 

the Fourier transform method and then transforming the solution back to the space -time domain 

[13]. Given that, for t > 0, the acoustic forward problem can be described by a homogenous wave 
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equation, its acoustic field can be written as an infinite sum of known products functions in 4D 

space as follows: 

𝑝(𝑟, 𝑡) =  ∑ 𝑎𝑛𝑛 𝑓1,𝑛(𝑟1)𝑓2,𝑛(𝑟2)𝑓3,𝑛(𝑟3)𝑓4,𝑛(𝑡)                              1.9 

where 𝑟1, 𝑟2, 𝑟3 are the three spatial variables which define the reconstruction geometry and t is 

the time coordinate. Equation 1.9 represents an abstract general representation of equation 1.7, 

where the sum over n could also be interpreted as an integration over a surface. Equation 1.9 is at 

the heart of most frequency domain techniques used in photoacoustic tomography. Since the 

functions 𝑓1,𝑛 through 𝑓4,𝑛 are predetermined, a solution to 𝑝(𝒓, 𝑡) per equation 1.9 reduces to 

knowing the coefficients 𝑎𝑛. 

1.2.3.3   Time-Reversal Algorithms 

These algorithms exploit the fact that the pressure distribution 𝑝(𝒓, 𝑡) can be time-reversed 

(propagated backward) for some t > 0. This can be achieved by solving the acoustic wave equation 

1.1 to obtain the initial pressure distribution, which indirectly tells us about the optoacoustic 

source. To apply time reversal will then require knowing the pressure 𝑝(𝒓, 𝑡) at some time t >0 for 

all positions. This is however not easily possible since the photoacoustic signal is collected over a 

surface. Xu et al [14] and Finch et al [15] implemented the first time reversal algorithm, which 

were based on a Green’s function implementation. The Green’s function was subjected to a 

Dirichlet boundary condition. However, under the far-filed approximation, their implementation 

was reduced to a back-projection as in section 1.2.3.1. 

1.2.3.4   Numerical Model-Based Algorithms 

These algorithms exploit the linear connection between the measured acoustic field and the 

photoacoustic source to discretize the forward acoustic problem into a matrix form as follows: 

[𝑝] = [𝐾][𝑟]                              1.10. 
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where [𝑝] is a column vector of the acoustic field measured at a given position in time, [𝑟] is a 

column vector of the energy density on the grid and [𝐾] is the model matrix.  Equation 1.10 reduces 

the inverse problem into a simpler algebraic problem. Finite element algorithms are based on the 

model based algorithms [16].   

1.3   Photoacoustic Imaging Configurations                                                

Photoacoustic imaging is currently done in one of two major imaging configurations: 

Photoacoustic Tomography (PAT) and Photoacoustic microscopy (PAM). There are however different 

variants of these configurations, some of which are a result of different imaging instruments. In PAT, 

a large diameter (large enough to illuminate the tissue volume of interest) laser beam is used to irradiate 

a tissue. As light penetrates the tissue volume, it is scattered, resulting to a larger tissue volume being 

illuminated with diffused light. Chromophores within the tissue absorb this light, and the tissue gets 

impulsively heated resulting in thermoelastic expansion and subsequent emission of broad band 

ultrasound waves [8]. The waves propagate to the tissue surface where they are detected by a 

mechanically scanned single transducer [17] or a transducer array [18]. With a known speed of sound, 

the time varying acoustic signals detected can then be spatially resolved and reconstructed into the 

three-dimensional tissue image using a reconstruction algorithm as in section 1.2.3.  

In Photoacoustic microscopy, a photoacoustic image is obtained by mechanically scanning 

either a focused ultrasound detector or a focused laser beam and forming the image from the acquired 

A-lines without the use of a reconstruction algorithm. Mechanically scanning a focused ultrasound 

detector results in acoustic resolution photoacoustic microscopy (AR-PAM), while scanning a focused 

laser beam results in optical resolution photoacoustic microscopy (OR-PAM). 

1.4   Photoacoustic Imaging Instrumentation 

A basic PAI system require two major parts. An optical excitation part and an ultrasound 

detection part [6]. 
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1.4.1   Optical Excitation 

There are two major optical excitation schemes. A time-varying and a pulsing scheme. 

Though time-varying schemes have been used, the most prominent excitation scheme for 

photoacoustic tomography is a pulsing scheme, which employs a short-pulsed laser (typically nano 

seconds). Typical pulse repetition frequencies are in tens of Herts, which results in short frame 

rates. Wavelengths are typically in the near infrared (NIR) to visible regions of the electromagnetic 

spectrum).  

 

 

 

 

 

 

 

 

 

Figure 1.4 Block diagram of a photoacoustic imaging system instrumentation (Drawn by author 

using MS Words) 

 

1.4.2   Ultrasound Detection 

This part detects the time-resolved pressure signals in the ultrasound frequency range, 

generated following the optical excitation of the tissue. The detection is the function of specialized 

piezoelectric transducers of the type used in conventional ultrasound imaging. The detection 

system can be implemented by either mechanically scanning a single ultrasound transducer across 
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multiple spatial sampling locations or by using a multielement transducer array which measures at 

multiple locations in parallel. The detected photoacoustic signal is broadband in nature, but single 

piezoelectric transducers typically have a short bandwidth. Thus, using a single detector severely 

limits the detection bandwidth which results in image artifacts and severe loss of frequencies 

outside the detection bandwidth [2-9]. This severely affects the imaging axial resolution. As a 

result, modern photoacoustic imaging systems usually use multielement transducer arrays rather 

than a signal frequency piezoelectric element, in order to capture all frequencies in the broadband 

photoacoustic signal. The choice of detection geometry also has a great influence on imaging 

quality (mostly lateral resolution) and performance since the image reconstruction accuracy relies 

on whether the spatial ultrasound pressure filed is sufficiently sampled. A poor or wrong choice 

of detection geometry would lead to poor spatial sampling of the pressure field and a consequent 

poor lateral resolution. Typical detection geometries include a circular, spherical, and cylindrical. 

1.5   Multispectral Photoacoustic Imaging  

Equation 1.2 and 1.3 show that the initial acoustic pressure distribution depends on the 

optical energy deposition, which in turn depends on optical absorption and fluence. Thus, the 

photoacoustic imaging contrast can be said to depend on the optical absorption. This means that, 

materials which strongly absorb light will produce excellent photoacoustic contrast. As seen from 

Figure 1.2, light absorbers are typically tissue chromophores such as hemoglobin, melanin, lipids, 

water etc. To enhance imaging contrast, exogenous chromophores such as organic dyes, to certain 

nanoparticles are sometimes injected into tissue to absorb light. Thus, it is often not directly 

possible to pinpoint the exact source of optical absorption, to attribute a particular signal. However, 

at certain wavelengths (Figure 1.2) certain chromophores are more dominantly light absorbing 

than others. For example, hemoglobin is the predominant absorber at around 700nm   
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Multispectral photoacoustic imaging is a form of optical absorption spectroscopy [19] 

which attempts to identify the source of photoacoustic imaging contrast by exciting tissue at 

multiple wavelengths and identifying various contrast sources by means of their known optical 

absorption spectra. The selected wavelengths are such that the different absorber can be 

distinguished from each other. After multiwavelength imaging, the resulting set of PAT images at 

each single wavelength are fed into a spectral unmixing algorithm, where they are converted to 

sets of images of specific absorbers. The manuscript in section 5.1 is based in part to multispectral 

imaging which uses spectral unmixing for known optical absorption spectra to distinguish 

hemoglobin absorbance from deoxyhemoglobin. 

1.5.1    Spectral Unmixing with Known Spectral Source 

If the dominant absorbers within the imaged tissue are known, together with their 

absorption spectra, the images at each specific wavelength can be analyzed on a per-pixel base and 

the result fitted to a linear combination of the known source spectra as follows.  

𝑝0(𝜆𝑖) = 𝑘 ∑ 𝜀𝑗
𝑛
𝑗=1 (𝜆𝑖)𝑐𝑗                              1.11 

In equation 2.11, 𝑝0(𝜆𝑖) is the photoacoustic pixel value (equivalent to initial pressure distribution) 

at each wavelength 𝜆𝑖,  𝑖 = 1 … 𝑁 and 𝑐𝑗 are the concentrations of each of the 𝑛 absorbers within 

the tissue, each with a known absorption spectrum 𝜀𝑗(𝜆𝑖). See section 5.1. 
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Chapter 2:   Alcohol Use Disorder: Background and Literature 

 

2.1   Introduction 

The excessive use of alcohol is known to be amongst the ten leading causes of injury and 

disease, accounting for over 5.3% of deaths worldwide [1]. Despite these harmful effects, an 

estimated 15 million Americans were dependent on Alcohol in 2017 [2]. In the United States alone, 

the high prevalence of problematic drinking is estimated to cause nearly 88000 preventable deaths 

annually, with huge costs associated with excess morbidity [3]. The principal psychoactive 

component of alcoholic drinks is ethanol [4]. While most other psychoactive drugs are illegal, 

alcohol is peculiar in that, it is legal and socially accepted in most societies of the world [5]. 

Although responsible drinking is a euphoric act, associated with some health benefits due to the 

medicinal values of ethanol, chronic drinking, beside exerting harmful effects on almost all body 

systems is positively and negatively reinforcing and [34] and associated with the risk of developing 

alcohol use disorder (AUD); widely described as a condition whereby abstinence from alcohol 

results in the development of undesired side effects, which only subside after alcohol drinking is 

resumed [6,7]. There exist considerable differences between individuals in the ensuing intoxication 

following alcohol consumption and whether an AUD is developed [8]. In the United States for 

example, only 6% of alcohol drinkers aged 18 and older develop AUD. The reason outlined for 

this is that only genetically predisposed individuals experiencing alcohol related 

socioenvironmental cues end up developing an addiction [5,6]. Such genetic predisposition, and 

socioenvironmental factor are thought to account for the differences in the ensuing intoxication 

and the development of an AUD following chronic drinking. Several risk factors, including sex, 
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age, hormonal status, stress, environmental impoverishment, mental disorder, aggression, relief of 

withdrawal symptoms etc. increase vulnerability to alcohol, with some risk factors necessarily 

interacting with others to result in an additive vulnerability [9-12]. Such additive vulnerability 

increases the predictability that repeated exposure to alcohol will lead to the development of AUD. 

2.2   Alcohol Use Disorder Cycle 

Under normal circumstances, most people drink alcohol responsibly, never getting a binge 

(0.08 gm% in a 2-hour period) and not allowing alcohol take control of their lives. However, 

certain environmental cues including learned behavior, stress, dysfunctional family, lack of 

emotional social support and other risky habit may cause people to drink more alcohol than usual, 

resulting in high blood alcohol levels [13-15]. Generally, the sequence of events from responsible 

drinking to the development of AUD can be divided into three stages as follows: The reward stage, 

the development of tolerance and the development of AUD 

2.2.1   The Reward Stage  

This indicates the first stage of the cycle, where the subject is first introduced to alcohol 

due to some environmental cue such as peer pressure, emotional trauma. Stress etc. Once the initial 

contact with alcohol is pleasurable, then drinking may expand in a social context, with a more 

frequent use. [13-15]. This may be done through repeated episodic heavy drinking or setting aside 

periods of times for intense heavy drinking. The primary motivation for drinking at this stage is 

due to the hedonic value derived from alcohol consumption, hence the reinforcement is said to be 

positive [16,17] 

2.2.2   Development of Alcohol Tolerance 

Consistent alcohol use either through repeated episodic heavy drinking or setting aside 

periods of times for intense heavy drinking may result in the development of alcohol tolerance, a 
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situation where the consumption of constant amount of alcohol produces a lesser hedonic effect, 

warranting the consumption of increasingly higher amounts of alcohol to get the same pleasurable 

effect [18,19]  Such alcohol tolerance usually results in the consumption of huge amounts of 

alcohol, contributing to alcohol dependence, especially in genetically predisposed individuals. The 

alcohol-induced pleasure effect following tolerance also initiates a state of negative affection, that 

is a motivation for compulsive drinking [20-22]  

2.2.3   Development of Alcohol Use Disorder 

Repeated alcohol drinking due to tolerance may result in an advanced state of tolerance 

whereby withdrawal from further alcohol consumption results in the development of certain 

undesired side effects such as headaches, seizures intense craving and even death. Such withdrawal 

symptoms normalize when alcohol consumption is resumed. At this level, the resumption of 

alcohol consumption is for survival purposes rather than any form of reward and consumption 

could be considered negatively reinforcing [19,23,24,34]. 

2.3   The Neurobiology of Alcohol Use Disorder 

For the past several decades, advancements in neuroimaging techniques and the 

development of animal models of addiction have led to a drift in understanding of alcohol use 

disorder towards its neurological basis. It is now well established that, alcohol acts on specific 

brain structures, transiently or permanently changing their structure and function in the process 

[25-27]. In this section, we describe the major brain neural networks implicates in addiction as 

well as their neural structures (nodes). 

2.3.1   Brain Neural Groups, Neurotransmitters and Receptors in Alcohol Use Disorder 

The reward and aversive effects of alcohol are driven by a complex network of neurons, 

their synapses, specific receptors, as well as various neurotransmitters which make up the central 
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nervous system. A neuron is a specialized electrically excitable cell capable of processing and 

transmitting information via electrochemical signaling while ensuring the release of chemical 

substances called neurotransmitters. Neurons communicate at interneural gaps called synaptic 

cleft, where the presynaptic neuron (neuron before the synapse in the communication direction) 

transfers information to the post synaptic neuron (neuron after the synapse in the communication 

direction) through specialized protein receptors. Neurotransmitters bind to their protein receptors 

like a key to a lock, to activate neuronal transmission. Depending on the neurotransmitter involved, 

the postsynaptic neuron is either activated or inhibited. 

There are two types of neurotransmitter receptors namely ligan-gated ion channels, with 

the responsibility of allowing the rapid flow of ions directly across the outer cell surface membrane 

and G-protein-coupled receptors, specialized in setting into motion the chemical signaling process. 

Brain networks include the following types of neurons, named according to the neurotransmitter 

they carry. They include dopaminergic neurons (Dopamine neurotransmitter), GABAergic neurons 

(gamma-aminobutyric acid), opioidergic neurons (opioid), gluergic neurons (glutamate), 

cholinergic neurons (acetylcholine) and serotoninergic neurons and together form multiple 

synapses [28-30]. Dopaminergic neurons originate from the ventral tegmental area (VTA) 

extending to the nucleus accumbens (NAc) and the prefrontal cortex (PFC) [31]. They receive 

inhibitory innervations from GABAergic interneurons and post synaptic GABA receptors, 

stimulatory innervations from glutamatergic neurons and post synaptic glutamic receptors 

(NMDA- N-methyl-D-aspartate receptor, AMPA-alpha-amino-3-hydroxy-5-methyl-4-

isoxazolepropionic acid receptor, and kainate receptors), as well as cholinergic neurons and 

postsynaptic receptors [31,32]. Table 2.1 summarizes the various neural groups and the receptors 

they express. 
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2.3.2   Brain Neural Systems Mediating Alcohol Reinforcement 

A neural system (also called circuit) consists of a series of interconnected neurons which 

relay information related to a specific brain function. These neurons connect the nodes (neural 

structures) of the circuit and information is passed from one neuron to another through 

electrochemical signaling, as described in section 2.3.1.  

 

Table 2.1 Brain neural groups and the receptors they express. (Abbreviations: A2R – adenosine 

receptor type 2, CCKR – Cholecystokinin B receptor, CBIR- cannabinoid receptor 1, CRF1R- 

corticotrophin receptor, MOR- mu-opioid receptor, DOR- delta-opioid receptor, KOR- kappa 

opioid receptor, mGluR1-metabotrophic glutamate receptor type 1, mAChR-metabotrophic 

acetylcholine receptor 

 

Alcohol’s acute reinforcing effects results from an interaction between alcohol and various 

neurotransmitter systems in two major brain system: -The reward and stress systems. Following 

chronic exposure, such interactions may result in changes in neuronal functions which underline 

Neural group Receptor expresses by neurons (Their anticipated function) 

Dopaminergic  

GABAAR (inhibitory), KOR (aversive), D2R (behavioral inhibition), 

AMPAR (drug seeking), A2R (neuroadaptation), mGluR1 (Ca2+ mobilization), 

and CB1R (alcohol preference) 

GABAergic 

CB1R (alcohol preference), MOR, DOR, KOR (opioid response), CRF1R 

(stress/anxiety-like behavior), mGluIR (direct GABA release), and  

mGluI & IIIR (K+ stimulated GABA release) 

Glutamatergic 
KOR (Glu release), mAChR3, 2/3 (regulate Glu release), and GABABR 

(inhibitory/stimulatory) 

Opioidergic 
CB2 (stimulatory), DARs (stimulatory), NMDAR (inhibitory), and CCKR 

(inhibitor) 

Serotoninergic 
GABAAR (inhibitory), NMDAR & AMPAR (excitatory), CRF1R (anxiety), 

and 5-HTR (autoinhibition) 
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the development of alcohol use disorder. These systems are discussed in Chapter 5.2.M2 (second 

manuscript) and therefore not repeated here. 
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Chapter 3:   Low Intensity Focused Ultrasound, Background and Literature 

 

3.1   Introduction 

The international neuromodulation society defines neuromodulation as “Changing nerve 

activity by electrical stimulation or chemical substances to target areas of the body, with the aim 

of normalizing or modulating nerve function. Vagal stimulation, Transcranial magnetic 

stimulation (TMS), Transcranial electrical stimulation (tES), Deep Brain stimulation (DBS), High 

intensity focused ultrasound (HIFU) and low intensity focused ultrasound (LIFU) are listed as the 

main neuromodulation methods. While each method is unique in many ways (see Table 3.1 below), 

they all share the common characteristic of attempting to induce a physical, behavioral, or 

physiological change by stimulating a specific region through primary and secondary activation. 

The overall effect produced by the stimulation depends mainly on the parameters of the stimulant 

used [1]. Major setbacks of these technologies are either a low spatial resolution or entailing an 

invasive procedure.  

Following its successes as a diagnostic tool, ultrasound has been proposed as an amenity 

to deal with these setbacks, due to its capability as a mechanical wave to transfer energy from point 

to point within tissue via molecular vibrations [2]. More so, the ability to focus ultrasound into a 

small region of interest through various tissues has led scientist to consider its potential therapeutic 

uses in functional neuromodulation and tumor ablation. There are two configurations currently 

used in the literature [1, 3]: - High Intensity focuses ultrasound (HIFU) and low intensity focused 

ultrasound (LIFU). HIFU is already an approved technique for tissue ablation of specific brain 

targets in the treatment of essential tremors and chronic pain. LIFU on its part is unique amongst 
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other neuromodulation methods in combining exceptional spatial resolution (mm scale) with the 

potential to target sub-cortical structures (deeper than 10cm) through intact skull. Guided by an 

imaging modality like fMRI, its potential to induce neuronal excitation or suppression without 

evidence of tissue damage as well as its neuromodulation effects have also been reported [3-5]. 

Table 2.1 compares the various currently know neuromodulation techniques. 

 Table 3.1 Comparison of current clinical and preclinical stimulation techniques 

 

3.2   Generation and Physical Characteristics of Ultrasound 

Ultrasound is a mechanical wave, which means that it requires a medium for propagation. 

It is generated by mechanical vibrations, which results in a rhythmical variation in pressure and 

density. As it propagates, regions of increase pressure or density in the medium of propagation are 

called regions of compression, while regions of decreased pressure are called regions of 

rarefaction. The period of an ultrasound wave is the time (in seconds) required to complete one 

cycle. It is determined by the source of the ultrasound. The ultrasound frequency is the complete 

Parameter for 

comparison 

 

DBS 

 

tDCS TMS 

 

 (LIFU) 

 

Invasiveness  

 

Invasive  

 

Noninvasive  

 

Noninvasive  
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Spatial 

Resolution  

 

~1mm  

 

Undetectable  

 

~3-5cm  

 

Frequency 

dependent ~1-

5mm  

 

Depth of 

stimulation  

 

Unlimited  

 

Undetectable  

 

~1-1.5 cm unless 

H-coil is used  

 

10-15 cm or 

more  

 

Duration of 

reversible effect  

 

~5 s  

 

24 h  

 

~5 s  

 

~10-40 min  

 

fMRI Brain 

Mapping  

 

Difficult  

 

Difficult  Very Difficult  

 

Easily possible  
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cycles produced in unit time. It is the reciprocal of the period and is measured in units of Hertz 

(Hz) and higher units. The frequency is determined by the source of the ultrasound and lies above 

the human audible range (20kHz). Ultrasound intensity is the amount of ultrasound energy 

concentrated per unit area. Measured in units of Watt per centimeters squared (W/cm2), other 

synonyms include power and amplitude. The intensity does not depend on the source but can be 

altered (increased or decreased) by the operator of the ultrasound device. Ultrasound wavelength 

is the distance covered by one ultrasound cycle. It is measure in units of meters and its derivatives. 

The ultrasound speed of propagation is the rate at which the ultrasound travels in a medium. It is 

highly medium dependent and measured in units of meters per second. For a given medium where 

ultrasound wavelength is 𝜆 and frequency is 𝑓, the ultrasound speed is determined by the product 

of the wavelength and frequency (𝑓𝜆). Ultrasound is typically delivered to tissue either in pulse or 

continuous mode. An ultrasound pulse is a collection of ultrasound wave cycles that travel 

together. The time from the start of a pulse to when the pulse ends is called the pulse duration (i.e. 

the actual time for which the pulse is on).  

 

 

 

 

 

 

Figure 3.1 Definition of various ultrasound pulse parameters  
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The spatial pulse length (SPL) is the distance occupied by the entire pulse, from its starts 

to when it ends. The pulse repetition period (PRP) is the time from the start of one pulse to the 

start of the next pulse. It includes one pulse duration and one “listening time”. The pulse repetition 

frequency, the reciprocal of PRP is the number of pulses created by the system in one second. The 

duty factor is the percentage or fraction of time for which the system transmits ultrasound. During 

a pulse duration, the average pulse intensity is called the Pulse Average (PA). When measured at 

the focal point of the transducer (for a focused transducer), it is termed the Spatial Peak Pulse 

Average Intensity (ISPPA). The focal point is a point of spatial peak intensity. During the entire 

pulse repetition period, the average pulse intensity is called Temporal Average pulse Intensity. 

When measured at the focal point of the transducer, it is termed the Spatial Peak Temporal Average 

Pulse Intensity (ISPTA). Typical values and units of various ultrasound pulse parameters and units 

Table 3.2 Typical values and units of various ultrasound pulse parameters 

 

3.3   Low Intensity Focused Ultrasound Literature Review 

As a mechanical wave, the ability of ultrasound to penetrate deep tissues has resulted in a 

significant interest in its therapeutic application. Advancements in ultrasound transducer 

Parameter  Basic unit  Units  Adjustable  Determined by  Typical 

value  

Pulse 

duration  

time  𝜇𝑠  no  source  0.5-3.0 𝜇𝑠  

Spatial 

pulse 

length  

distance  mm  no  Source and 

medium  

0.1-1.0 mm  

Pulse 

repetition 

period  

time  ms  yes  source  0.1 -1.0 ms  

Pulse 

repetition 

frequency  

1/time  Hz  yes  source  1-10kHz  

Duty factor  none  none  yes  source  < 1%  
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technology has enabled the alteration of ultrasound beam geometry to enhance various therapeutic 

application of ultrasound. As early as the late 50s Fry et al. [6] observed the partial suppression in 

electrophysiological responses recorded from the primary visual cortex of craniotomized cat when 

focused ultrasound was transmitted to the lateral geniculate nucleus (LGN). Elsewhere, Mazoue 

et al. [7] reported that US could induce increased excitability of neuronal tissue. Several other 

studies later demonstrated the effect of ultrasound on the neural fibers in hippocampal slice 

cultures as well as the alteration in bioelectrical activities in various mammalian brains [8-10], 

Other interesting studies include the examination of network scale of neuromodulation in neural 

activity in cortical and subcortical regions in rats. The direct stimulation of the cortex, thalamus, 

hippocampus as well as caudate nucleus in rats has been shown to induce steady changes in 

potential while inducing spreading depression in the cortex and deeper brain structures [11]. Low 

intensity sonication (1-100mW/cm2) led to activation of bioelectrical activities while higher 

intensities (1-100W/cm2) caused a decrease in the amplitude of electrocorticogram [12]. Also, 

non-cortical areas exposed to ultrasound radiation have been shown to alleviate seizure and 

abnormal EEG activities in chemically induced epileptic rats [13]. Groundbreaking studies by 

Tyler et al. 2008 showed that US could generate action potential in central neurons, intracellular 

influx of Calcium and sodium ions as well as a potentiated synaptic transmission in the central 

nervous system [14]. After this groundbreaking work, several other in vivo studies were performed 

to investigate the excitatory and inhibitory effects of ultrasound on various brain regions of 

anesthetized animals using various imaging technologies to monitor the effects. Results from fMRI 

and electrophysiology studies confirmed the activation and selective suppression effects of LIFU 

on craniotomized rabbit brain function [15]. In anesthetized rats, LIFU application to the thalamus 

has been shown to significantly reduce the time for animals to recover from ketamine/xylazine 
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induced anesthesia [16]. The development of this application has been suggested for extension in 

the treatment of disorders of consciousness. In human, focused ultrasound has been shown to 

induce tactile sensation, itching, tickling and various forms of pain. 

Acoustic waves interact with the medium in which they are propagating through the motion 

of particles and pressure variations. While certain applications of diagnostic or therapeutic 

ultrasound can be considered to lie in the linear propagation regime, as the acoustic intensity 

increases, nonlinear phenomena become increasingly prominent. This interaction yields several 

different physical effects, which can be classified into thermal effects and nonthermal effects. 

Thermal effects are mostly related to the medium’s temperature increase, due to the conversion of 

acoustic energy into heat. The nonthermal effects are mechanical in nature and include radiation 

force, pressure and torque, acoustic streaming and the formation and cavitation of microbubbles. 

Figure 3.2 depicts this categorization. 

 

 

 

 

 

 

 

Figure 3.2 Block diagram of the origin and classification of ultrasound physical effect 

For thermal effects, when acoustic waves propagate through a medium, they experience a 

continuous loss of energy because of attenuation which is converted to thermal energy and results 

in that medium’s temperature increase. Furthermore, when nonlinear propagation is considered, 
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this energy loss becomes even more pronounced due to the faster generation and attenuation of 

higher harmonics. This effect is called the absorption effect and is the main source of thermal 

energy during the propagation of acoustic waves within a material or tissue.  There nonthermal 

effects are due mainly to acoustic cavitation, acoustic streaming, and radiation force effects. 

3.4   Design of Ultrasound Transducer 

The fundamental principle of ultrasound transducer design is the piezoelectric effect. It 

involves a bidirectional conversion of two forms of energy: - Electrical and mechanical energy. 

The piezoelectric effect in observed in piezoelectric materials such as quarts and tourmaline, 

though quarts and tourmaline are typically not used in the design of ultrasound transducers due to 

their weak piezoelectricity. Instead, piezoelectric ceramics such as barium titanate, lead 

metaniobate, and perhaps the most used material is lead zirconate titanate (PZT) are used in 

medical ultrasound devices for the generation and detection of ultrasound waves  

When a mechanical deformation is applied to a piezoelectric element – the dipole moment 

associated with that element changes and a voltage, linearly proportional to that deformation, is 

generated. This phenomenon is called the direct piezoelectric effect and involves the conversion 

of mechanical energy into electrical. The polarity of the generated voltage depends on the direction 

and nature of the applied deformation. When a compression along the polarization axis or tension 

perpendicular to that axis is applied, a voltage with the same polarity as the original poling voltage 

is generated. On the other hand, a tension along that axis or a compression perpendicular to it 

produces a voltage with a reverse polarity. It is this property of piezoelectric materials that allows 

them to facilitate both the generation and detection of waves that are mechanical in nature, such 

as ultrasonic waves 
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Figure 3.3 Transmission and reception of acoustic waves by piezoelectric element. The 

piezoelectric element has two electrodes with opposing faces. An acoustic wave is generated when 

the element is supplied with an AC voltage (B). An acoustic wave impinging on the element would 

generate a measurable AC voltage (A). 

3.5    Components of Single Transducer Element 

3.5.1   Piezoelectric Element (PE) 

Transducers used in medical applications are generally made of piezoelectric elements with 

several shapes and sizes. The fundamental ultrasonic transducer consists of only one such 

piezoelectric element. Such a transducer is called a single element transducer and that is what we 

employ in this work.  

To construct a single element transducer, two conductive electrodes are attached to the 

piezoelectric element (the core component of the transducer) to facilitate the transfer of electrical 

energy. To maximize the output of acoustic energy, the two electrodes are bonded to a backing 

and a matching layer, and the entire assembly is placed in a plastic housing. A focusing lens is 

typically attached to the matching layer to make the device to focus a beam of acoustic waves. 

This setup can be seen in Figure 3.5. 
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Figure 3.4 Single element transducers in cross section with all components 

The frequency at which the piezoelectric element vibrates with maximum efficiency is 

called the fundamental frequency of the transducer. This is the frequency at which the transducer 

emits ultrasound waves. The choice of this frequency requires a care choice of the piezoelectric 

material thickness. For most medical ultrasound transducer, this element exbibits a large extent, 

with a large lateral extent relative to its thickness, with an aspect ratio greater than 10. Typically, 

the resonating frequencies are related to the piezoelectric material thickness by the expression 

      𝑓𝑟 =  
𝑛𝑐𝑝

2𝐿𝑝
                              3.1 

where fr, cp, Lp are respectively the fundamental frequencies (Hz), speed of sound (m/s) in the 

piezoelectric material and the material thickness (m) while n is an integer which specifies the 

various frequencies. (n =1 is the fundamental or center frequency). 

3.5.2   Electrical Connection and Driving System 

When a transducer is used to generate acoustic wave, it is said to be operating in transmit 

mode. When used to receive acoustic signals, it operates in receive mode. The PE of a single 

element transducer is usually coated with two thin films of electrically conductive materials (gold 

or silver) which facilitates the bidirectional transfer of energy. A radiofrequency (RF) line used to 

mediate the transfer of electrical signals is connected to the electrodes (Fig. 3.5). When the 
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piezoelectric element is operating in transmit mode, the RF line transmits electrical stimulus to the 

element which leads to the generation of acoustic waves. In transmit mode, the RF line transfers 

the signal generated by the element in the presence of impinging ultrasonic waves. The back 

electrode is used to transfer the electrical energy while the front electrode is grounded to protect 

the patient from electrical shocks. 

In the case of transmit mode operation, the generation of an RF signal is achieved using 

several hardware components which are external to the transducer and are referred to as the 

transducer’s driving system. An AC current at the operating frequency of the transducer, and with 

a given amplitude and phase, is generated by a typical RF signal generator. That signal is then 

amplified by an RF amplifier and transferred to the transducer through a circuit network matching 

the electrical impedance of the amplifier to that of the transducer. Thus, maximum power transfer 

efficiency is achieved while driving the piezoelectric element. When the transducer is operating in 

receive mode, the signal generated by the piezoelectric element is first amplified, and then routed 

to a measurement device, such as an oscilloscope, which measures and stores the generated signal. 

3.5.3   Backing Layer 

To maximize the acoustic energy output from the piezoelectric element towards the front 

face of the transducer, two layers are bonded to the piezoelectric element – The Backing and 

Matching layers (Fig 3.5). While the backing layer forces the generated acoustic energy to be 

radiated towards the front face with minimal energy loss, the matching layer ensures a gradual 

transition in acoustic impedance from the piezoelectric element to the tissue. In an ideal matching 

layer, the characteristic acoustic impedance Z is the geometric average of the impedances of the 

two media and has a thickness of one quarter the acoustic wavelength in the layer (element water 

interface). 
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𝑍𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔 = √𝑍𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑍𝑤𝑎𝑡𝑒𝑟                              3.2 

3.6   Types of Transducers 

The transducer type is depicted by the shape of the piezoelectric element used. Planar 

transducers use a flat piezoelectric element. Focused transducers use a piezoelectric element 

shaped like a hollow segment of either a sphere or a cylinder. Such transducers are referred to as 

either spherically focused(sphere) or cylindrically focused, in the case of a cylinder.  

Spherically focused transducers produce acoustic waves that naturally tend to converge to 

a single focal point and then diverge again as they continue to propagate. This point is referred to 

as the geometric focus of the transducer and lies at the center of the imaginary sphere the 

piezoelectric element is a portion of. Naturally, the focal point location with respect to the 

transducer’s face, depends on the aperture width of that spherical segment, i.e., curvature radius R 

and the diameter d Because of this geometric dependence, the geometrical focusing of such a 

transducer is described by the transducer’s f-number, which is the ratio of R and d, i.e., f-number 

= R/d. Clearly, increasing the curvature radius of such a transducer ‘pushes’ the focal point further 

away from the transducer  

The resulting acoustic field at the focal point is technically named the focal spot or focal 

region but may also be referred to as the transducer’s focus for the sake of simplicity. In the case 

of spherically focused transducers, the focal spot has the shape of a long, narrow ellipsoid with 

dimensions dependent on the transducer’s F-number and the acoustic frequency. The size of the 

focal spot is inversely proportional to the transducer’s diameter d and at the same time proportional 

to the product of the acoustic wavelength 𝜆 and the transducer’s f-number [17]. The above 

properties also apply to cylindrically focused transducers, with the only difference being that the 
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latter produce a continuous line of such focal spots and thus are often referred to as line-focused 

transducers.  

When employing focused transducers, the convergence of the acoustic waves at the focal 

point produces an acoustic pressure far higher than the pressure at the face of the transducer, the 

ratio of which is termed focal gain. Due to this, it is possible to produce acoustic waves with 

intensities that will induce the different thermal and nonthermal physical effects discussed in 

Section 3.3 at the focal spot, without inducing any effects on the overlaying tissues. This attribute 

of focused ultrasound is the cornerstone of its applications in therapy. 

 

 

 

 

Figure 3.5 Spherically focused transducer. A Main geometric characteristic. B Acoustic field 

 

3.7   Theoretical Lateral Beam Width at Focus and Sonication Parameters 

We designed a focused ultrasound transducer of frequency 1.3Hz and a -6dB bandwidth 

for our application. (0.8 – 1.5 MHz). Using a speed of sound in soft tissue of 1540m/s, we estimated 

the theoretical beam width at focus as follows: 

Diameter d = 64 mm, focal length F = 51 mm, 𝑓𝑛𝑢𝑚𝑏𝑒𝑟 =
F

𝑑
=  

51

64
= 0.78 

therefore, the theoretical Beam width at focus  

BWf = 1.4 x 
λ x F

d
= 1.4 𝑥 

1540
𝑚

𝑠
 𝑥 61 

1.3 𝑥 106 𝑥 64
= 1.32 𝑚𝑚                              3.3 

 

Focal point Focal point 

          B          A 
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Figure 3.6 Theoretical beam width at focus from transducer geometric characteristics 

 

3.8   Modelling Studies 

Modelling predicts some important properties of the LIFU beam such as the intensity and 

maximum heating effect at focus as the beam propagates through tissue to the target ROI. There 

are many of such modelling solutions in the literature. The one employed in this study integrates 

a high-order parabolic approximation of the axis symmetric Westervelt equation (typically called 

the Khokhlov-Zabolotkaya – Kuznetsova KZK) equation from the frequency domain [18].  

𝜕2𝑝

𝜕𝑡2 − 𝑐2∇2𝑝 + 2𝑐
𝜕

𝜕𝑡
[𝛼(𝜔) ∗ 𝑝(𝜔)] =  

𝛽

𝜌𝑐2

𝜕2𝑝2

𝜕𝑡2                               3.4 

where 𝑝 (Pa) is the acoustic pressure, t (s) is time, c (m/s) is small angle acoustic speed, 𝛼 is the 

attenuation or dispersion function, 𝛽 (dimensionless) is the nonlinear parameter and 𝜌 (kg/m3) is 

the density of the medium of propagation. 

The result is a spatial distribution of pressure of each harmonic, considering beam 

diffraction, interference effects, power-law frequency-dependence of attenuation and 

corresponding phase velocity dispersion, fraction of energy lost that is converted to heat. The 

power density and temporal average intensity are computed from the pressure field. Using the 
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power density as source, the bioheat transfer equation is integrated to determine the thermal dose 

field.  The parameters used in our modelling are those used in a numerical solution to the KZK 

equation in the frequency domain. Table 3.3 shows these parameters while figure 3.5 shows the 

simulation schematic  

Table 3.3 Parameters used in the numerical solution of the KZK equation to determine the 

ultrasound pressure field from our 1.3 MHz transducer. 

 

 

 

 

 

 

 

Figure 3.7 Schematic for modelling ultrasound propagation in a 3 layer media. The thin mouse 

skull shown in grey is negligible in the simulation 

Material Parameter value units 

Transducer Frequency 

Radius (diameter) 

Focal Length 

1.3 

32 

51 

MHz 

Mm 

mm 

Water Speed of sound 

Mass density 

Absorption coefficient at 1.3 

MHz 

Nonlinear coefficient 

1482 

1000 

0.217 

2 

m/s 

Kg/m3 

dB/m 

- 

Mouse Brain Speed of sound 

Mass density 

Absorption coefficient at 1.3 

MHz 

Nonlinear coefficient 

1540 

1045 

80 

1.35 

m/s 

Kg/m3 

dB/m 

- 
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3.8.1   Results 

 

                           

 

 

 

 

 

 

 

 

 

Figure 3.8 Distribution of acoustic pressure, intensity, and heat around the focus. A. Distribution 

of axial acoustic pressure and intensity. B. Distribution and Analysis of intensity distribution at 

focus. The lateral beam width at focus is estimated to be 1.24 mm while the axial beam width is 

5.71 mm C/E Distribution of temperature at focus after 2 s of sonication. Tissue temperature 

rises by 0.08 oC, less than 0.1oC  
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Chapter 4:   Significance and Specific Aims of the Research 

 

4.1   Public Health Relevance of the Research 

Alcohol use disorder (AUD) is a chronically relapsing neurological disorder characterized 

by the compulsion to seek and consume alcohol, loss of control in limiting alcohol intake, and the 

emergence of a negative emotional state when access to alcohol is discontinued [1]. Despite the 

well-defined negative consequences of chronic alcohol consumption, the prevalence of heavy and 

binge alcohol use remains high in the United States, especially among adolescent and young adult 

populations [2]. Although there are a number of treatment options for AUD – including 

pharmacotherapeutic, psychiatric, and behavioral interventions – attempts to quit drinking often 

fail and rates of relapse after cessation from alcohol remain high. AUD is also a major global risk 

factor for disability and premature loss of life, affecting an estimated 76 million people worldwide 

with enormous health and socioeconomic burden [3-5]. In the United States alone, more than $249 

billion in economic costs is attributable to AUD [6,7]. The current treatment modalities, primarily 

based on behavioral therapies and medications, are associated with a low success rate, with a 40%-

70% relapse rate one to three years after standard treatment [8,9]. The three FDA-approved 

medications for AUD (Acamprosate, Disulfiram and Naltrexone) are either associated with 

unpleasant side effects (drowsiness, weakness, fatigue, dizziness etc.), or are ineffective in 

preventing the withdrawal symptoms that drive relapse to alcohol [8,10]. In addition, existing 

therapeutic interventions require long-term inpatient treatments that are both time- and cost-

prohibitive, such that only ~10% of patients with AUD receive treatment [9, 11]. Furthermore, 

successful abstinence occurs in less than 50% of patients who undergo treatment for AUD [12]. 
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Thus, there is an unmet need to develop novel, non-invasive, non-pharmaceutical treatment 

modalities that would support and maintain alcohol abstinence by preventing both cravings and 

withdrawal symptoms.  

4.2   Scientific Premise of the Research 

Despite the heavy socioeconomic burden, advancements in research towards understanding 

the  etiology and pathophysiology of AUD were impeded for a long time by the notion of AUD 

being a moral, and thus psychological deficiency, rather than a chronically relapsing 

neurobiological brain disease [13,14]. With advances in technology and development of animal 

models of alcohol use disorder, more rigorous research is progressively unraveling the neural 

circuits, systems and processes involved in the development of an AUD. It is now widely accepted 

that chronic alcohol exposure induces neuroadaptive changes in a variety of neural circuits, 

including those that control motivation, arousal, and the stress response. In fact, alcohol can act on 

almost all neurotransmitter receptors in the brain, including those for dopamine (DA), opioids, 

gamma-aminobutyric acid (GABA), glutamate, and the glucocorticoids [14-16]. The overall effect 

of these changes is the development of an incentive sensitization to alcohol’s effects which 

motivates the individual to continually seek alcohol [17]. Initial alcohol-seeking is driven by 

motivation from its anxiolytic and rewarding properties. However, with continued use, the brain 

habituates to alcohol, and the motivation shifts to an avoidance of withdrawal symptoms 

characterized by dysphoria, extreme stress, and anxiety when alcohol is discontinued. Thus, the 

individual is caught in a self-perpetuating cycle of continually seeking increasing quantities of 

alcohol to achieve the positive effects associated with alcohol and to avoid the negative affect 

associated with withdrawal. 
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The incredibly poor rates of alcohol abstinence may be due to neural dysfunction that 

current pharmacotherapies fail to correct. Specifically, AUD may evolve from biological 

dysfunctions within the DA–mediated midbrain reward circuit. DA is an essential signal within 

the brain reward system that is thought to mediate both pleasure and motivation within everyday 

life [18,19] and to underlie the rewarding effects of alcohol. In support of this, behavioral 

manipulations that induce DA release from the nucleus accumbens (NAc), a central component of 

the reward circuit, can lead to electrical self-stimulation, self-administration of drugs, and place 

preference conditioning [20-22]. This is likely due to alcohol’s ability to reinforce consummatory 

behavior through midbrain DA neurons within the reward system into the prefrontal cortex (PFC) 

and limbic system [23-25]. This excitation of DA release is indirect, and is mediated by both 

glutamate and GABA neurotransmitter systems upstream of DA neurons [26]. Low levels of 

endogenous DA or DA receptors may produce an increased sensitivity to the reinforcing effects of 

alcohol [27,28]. After the initial exposure, alcohol use is reinforced and escalates. The chronic 

consumption of alcohol then induces a series of pathological neural changes, largely in the 

midbrain DA system, in transcription factor activity, gene expression, receptor density, and neural 

activation [29]. These changes lead to a semi-permanent shift in the hedonic set point of the reward 

circuit, leading to persistent alcohol consumption [30]. It has been demonstrated that the alcohol-

preferring P rat has fewer dopaminergic neurons projecting from the ventral tegmental area (VTA) 

to the NAc but higher levels of DA neurotransmission (i.e., burst firing) even prior to alcohol 

exposure [31,32], and that chronic alcohol exposure increases the reinforcing effects of alcohol in 

the VTA of the P rat [33]. Similarly, the high-alcohol preferring (HAP) mouse, similar to the cHAP 

mouse used in this research, demonstrates reduced spontaneous burst firing in the reward circuit 

compared to non-alcohol preferring mice [34].  
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If AUD results from pathological neural function in the midbrain DA system, then 

treatments that reduce or block such pathological activity should also reduce alcohol consumption. 

Deep brain stimulation (DBS), the high frequency stimulation of select neural regions in order to 

correct pathological conditions, has been hypothesized to act by inhibiting the pathological neural 

activity that underlies conditions such as Parkinson’s Disease. DBS induces changes in both 

glutamatergic and GABAergic neurotransmission, producing hyperpolarization of somatic 

membranes and depolarization of axonal membranes [35-37]. These neural changes result in a 

decoupling of neurons, reducing the pathological activity of local neurons and the systems to which 

they are both prodromically and antidromically coupled. DBS has been shown to decrease 

consumption of alcohol and drugs of abuse in both animal models and in patients. DBS of the NAc 

in a patient comorbid for affective disorders produced an immediate and long-lasting suppression 

of alcohol consumption [38]. DBS of the NAc shell also decreased the reinstatement of cocaine-

seeking in rats [39]. Most important to the current hypothesis, DBS of the NAc produces a sharp 

reduction in alcohol intake in alcohol-preferring and alcohol-non-preferring rats, and this effect is 

selective for alcohol, as water intake is not decreased by accumbal DBS [40,41]. Finally, in the 

first study using DBS to treat alcoholics with no co-occurring pathologies, two of three patients 

achieved complete abstinence from alcohol immediately after DBS surgery and at a one-year 

follow up, while the third patient demonstrated drastically reduced alcohol intake at both time-

points [42].  However, DBS is an invasive procedure with high risk of adverse outcomes such as 

hemorrhage and infection and the need for regular maintenance.  Furthermore, its use is limited to 

treatment-refractory individuals who are otherwise healthy, and it requires a dedicated medical 

team. Thus, there is an urgent need for a non-invasive, less-costly intervention that can mimic the 

neurobiological effects of DBS.  
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4.3   Technological Significance of the Research 

To address the unmet need of developing a non-invasive, non-pharmaceutical treatment 

modality, low intensity focused ultrasound (LIFU)-based neuromodulation; the targeted alteration 

of nerve activity through the controlled delivery of LIFU neurostimulations to a specific region of 

interest (ROI) within the brain [8], offers a novel route for the treatment of AUD. LIFU provides 

a way of mechanically inducing neuroplasticity through the localized application of an ultrasound 

stimulus to a suitable ROI in high spatial resolution (millimeter scale) along with the ability to 

target subcortical structures. 

The concept of neuromodulation-based treatment for AUD is not entirely new. In 2007, 

Kuhn et al [43] reported the unintended remission of long-term comorbid alcohol consumption by 

a patient following DBS of the NAc for treating an anxiety disorder. Subsequently, data from both 

animal and human studies involving DBS of the NAc showed reduced alcohol consumption [43-

48]. Repetitive transcranial magnetic stimulation (rTMS) to the dorsolateral prefrontal cortex 

(DLPFC) has been shown to reduce alcohol-related cravings or consumption, post active rTMS 

treatment [45, 48-54]. Transcranial direct current stimulation (tDCS) has equally shown promise 

in reducing alcohol related cravings and consumption [55-60]. However, DBS is prone to risks of 

infection and neural immune system reactions [61]. Also, both TMS and tDCS fail to provide the 

required spatial resolution to target deep brain regions of interest and are unable to stimulate such 

regions without exerting undesired effects to the surrounding tissues, even with the integration of 

H-coils into modern TMS machines in a bit to focus more precisely [62]. LIFU, on the other hand, 

combines exceptional millimeter scale spatial resolution with the potential to target subcortical 

structures (deeper than 10 cm) through intact skull [63]. We have so far seen its successful 

applications in promoting bone fracture healing[64], acceleration of soft tissue regeneration [65], 
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opening ion channels and synaptic activation[66], suppression of induced epileptic behavior [67], 

preventing a rise in morphine place preference in opioid dependent rats[68] amongst several other 

applications. An ideal neuromodulation strategy would be noninvasive, cost effective safe, and 

have high spatial resolution to precisely modulate the target neural circuits; LIFU has all these 

features. The ability of LIFU to target subcortical structures allows the noninvasive stimulation of 

the reward circuit, including the VTA and NAc, mimicking a strategy that has previously only 

been available with the much riskier procedure of implanting electrodes for DBS. 

A key feature in a LIFU stimulation is to use a suitable imaging modality to guide the 

focused ultrasound beam to the neural target of interest. Imaging guidance typically has a single 

important role: to ensure that the ultrasound reaches the desired ROI. Most previous studies have 

used variants of MRI for guiding LIFU stimulation [63]. While MRI can provide high resolution 

tissue structures and functional MRI can image hemodynamics during/after the stimulation, MRI 

scanners still suffer from their perennial cost-ineffectiveness, bulkiness, coupled with a long 

scanning time. In addition, MRI does not provide tissue mechanical/acoustic properties that are 

essential for a precise, noninvasive delivery of focused ultrasound beam to the target ROI. We 

have used photoacoustic tomography (PAT) along with finite element (FE) modeling to serve as a 

novel integrated platform for optimal LIFU guidance. PAT provides both structural and 

functional/hemodynamic information in high spatiotemporal resolution (submillimeter-

millisecond scale) [69], while FE modeling ensures a precise delivery of focused ultrasound to the 

target region in the brain.  

To test the functionality and repeatability of the PAI-LIFU system we developed, we have 

used it to ultrasonically stimulate the NAc or VTA in vivo in crossed high alcohol preferring 

(cHAP) mice. Animal models such as rodents are by far the most used in this area. Use of larger 
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animals (such as non-human primates, ewes, etc.) and human subjects is often limited due to 

limited supply of these animals, lack of genetically-engineered strains and most importantly, by 

ethical constraints when large sample sizes are required, and a multitude of confounding variables 

exist. The use of a high-alcohol-preferring mouse line allowed us to control for genetic variability 

and to run studies that are sufficiently powered to examine age and sex as biological variables as 

well as to examine changes in neural structures (NAc or VTA). In addition, the use of this animal 

model allowed us to determine whether LIFU produces any secondary effects on the neuronal 

environmental, such as inflammatory and oxidative stresses. 

4.4   Specific Aims 

4.4.1   Aim 1  

This aim is concerned with demonstrating the capabilities of PAI in brain imaging using a 

mouse model of alcohol use disorder and showcase it as a cost effective and safer alternative for 

alcohol use disorder imaging. It has to do with the experimental and instrumentation part of this 

research. To achieve this aim, we designed, and built a PAI system to image both cortical and deep 

tissues of the brain, as well as functional activities in crossed alcohol preferring mice. To better 

image deep brain and cortical structures like vasculature and their associated functional activities 

like blood flow and oxygen saturation using PAI, enough optical energy must be delivered to the 

tissue to generate strong ultrasound signals from it. We therefore improved an existing PAI system 

for optimal light delivery to the brain region. As explained elsewhere, the skull is associated with 

severe optical attenuation owing to light absorption and scattering. This greatly affects light 

penetration to cortical and deep brain tissues located below the skull, with a consequent reduction 

in optical fluence and the overall image quality. Thus, it was essential to optimize light delivery to 

compensate for light absorbed and/scattered by the skull and still leave enough light energy for 
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cerebral structures. Light absorption by tissue depends on the wavelength. While the optical 

absorption coefficient of the skull is higher at some wavelengths (typically the lower near infrared 

(NIR 𝜆<700𝑛𝑚), it is relatively lower at others (typically the upper NIR 700𝑛𝑚<𝜆<1000𝑛𝑚). The 

optical absorption coefficient of cortical tissues including blood vessels also greatly varies in this 

wavelength range. We therefor studied the optical absorption spectra of skull and all other tissues 

to optimize wavelength. The end goal here is a PAI system with optimized light delivery capable 

of imaging both deep and surface structures as well as associated functional activities in small 

animals 

4.4.2   Aim 2  

Aim 2 is concerned with developing and testing the efficacy of a novel photoacoustic 

imaging guided system for repetitive low intensity focused ultrasound (PAI-LIFU) brain 

stimulation for the treatment of alcohol use disorder. Data from a plethora of experimental models 

strongly suggest that a low intensity dose of ultrasound can reversibly modulate physiological 

activities in peripheral nerve neurons, the spinal cord as well as intact brain circuitries. More 

specifically, low intensity ultrasound acts on mechanosensitive ion channels to reversibly 

modulate their activity. For this to happen, ultrasound must accurately and precisely be delivered 

to the required ROI with high resolution. With this in mind, we aimed at developing 

instrumentation and testing its functionality and repeatability by using it to precisely deliver a low 

intensity focused ultrasound beam onto specific neural structures in the mouse brain using a newly 

developed Photoacoustic imaging guided low intensity focused ultrasound (PAI-LIFU) system for 

treating alcohol use disorder, while observing and correlating how such response affect the overall 

addictive behavior of the animal 
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Chapter 5:   Manuscripts 

 

This chapter contains two manuscripts based on this research: - (5.1, 5.2). A Third and 

fourth manuscript are in progress. 5.2, titled “Photoacoustic imaging for in vivo quantification of 

alcohol-induced structural and functional changes in cerebral vasculature in high alcohol 

preferring mice (HAP)”.is published in a peer-review journal Elsevier Alcohol. It is based on the 

application of the structural and functional imaging capabilities of photoacoustic imaging to study 

alcohol-induced changes in cerebral blood vessels in alcohol preferring mice. I am the first author 

in this paper. The paper appears here in the original form in which it was written. 

The second manuscript, 5.2 is titled “Photoacoustic imaging guided system for low 

intensity focused ultrasound stimulation for the treatment of alcohol use disorder” is under peer 

review. It is based on the design, development, and application of a low intensity focused 

ultrasound system for noninvasive in vivo brain stimulation in small animals. While the system is 

primarily design for treatment of alcohol use disorder, it can be used for any process requiring the 

noninvasive delivery of substances to the deep brain in small animals. The system is applied in the 

stimulation of the nucleus accumbens, a region within the deep brain highly implicated in alcohol 

addiction. The third manuscript is based on the application of the photoacoustic imaging guided 

low intensity focused ultrasound system in 5.2 to stimulate the ventral tegmental area, a key neural 

structure implicated in alcohol use disorder. This paper is still in progress. The fourth manuscript 

is a minireview article on the application of high resolution imaging in the study of addiction in 

small animals. It is also in progress  
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5.1   Photoacoustic Imaging for In vivo Quantification of Alcohol Induced Structural and 

Functional Changes in Cerebral Vasculature in High Alcohol Preferring Mice (HAP) 

5.1.1   Abstract 

Alcohol-induced structural and functional changes were studied in vivo by photoacoustic 

tomography (PAT) of the cerebrovascular system in selectively bred alcohol-preferring mice. High 

(HAP) and low (LAP) alcohol-preferring mice are replicate lines of mice selectively bred to prefer 

10% (v/v) ethanol to water and water to ethanol, respectively, in a free-access two-bottle choice 

scenario. A cohort of 15 singly-housed alcohol-preferring mice (five HAP mice for the 

experimental group, five LAP mice for the control group, and five other LAP mice set aside) were 

given free-access two-bottle choice 10% ethanol (v/v) and water in 50-mL graduated drinking 

bottles mounted on each of their cages for 4 weeks prior to PAT brain scanning. A daily log of the 

volume of ethanol consumed over a 24-h period was kept. At the end of the fourth week, blood 

samples were collected from the HAP mice and blood ethanol concentrations (BECs) were 

measured to ascertain their levels of ethanol intoxication. The mice were then grouped into five 

weight-matched pairs of HAP and LAP for comparison purposes, and noninvasive in vivo PAT 

imaging was performed on each weight-matched pair. To mimic a binge drinking paradigm, mice 

were rearranged into four weight-matched groups of three animals each: an HAP mouse and two 

LAP mice. For each group, one HAP mouse and one LAP mouse received a 20% ethanol solution 

via intraperitoneal (i.p.) injection after 24 h of ethanol abstinence, in weight-based doses of 3 g/kg 

prior to imaging, while the last LAP mouse received a sham i.p. injection. PAT images of the brain 

were collected for 30 min thereafter. Cerebral vascular diameters for selected vessels of interest 

were extracted from the PAT images and compared between HAP mice and LAP mice. For the 

binge scenario, changes in vessel diameter and hemoglobin oxygen saturation were extracted from 
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PAT images and studied over a 30-min duration. Vascular diameter was significantly smaller in 

HAP mice compared to LAP mice in weight-matched pairs. Hemoglobin-oxygen saturation and 

vessel diameter dropped more quickly in LAP mice than in HAP mice following a 20% ethanol 

i.p. injection (3 g/kg), with a 32% reduction in cerebrovascular diameter in a 30-min period. This 

study demonstrates the effectiveness of PAT in alcohol use disorder imaging and diagnosis, and 

its feasibility in studying alcohol-induced changes in vascular structure and perfusion. It also adds 

to other bodies of evidence to suggest that the effects of binge drinking are more adverse in 

occasional drinkers than habitual drinkers. 

5.1.2   Introduction 

The current understanding of the neurobiology and pathophysiology of alcohol use disorder 

has been largely due to advancements in imaging studies and technology. Often, the knowledge 

has been acquired indirectly from rodent models of addiction, owing to their similarities to humans 

in the manner and route of ingestion of various drugs of addiction. Although rodent models can 

never perfectly replicate conditions in humans, they allow researchers to easily account for and 

control genetic and environmental factors that are believed to significantly contribute to the 

predisposition of alcohol use disorder. Thus, they can produce an excellent face validity that 

enables easy clinical translation [30]. 

Computerized tomography (CT) [4,5] and variants of magnetic resonance imaging (MRI) 

[27,31] are currently the gold standards for alcohol use disorder imaging. While CT is radiation-

based, MRI is associated with a huge cost, mostly unaffordable for the often-frequent clinical visits 

associated with alcohol use disorder treatment and rehabilitation. Photoacoustic imaging (PAI) is 

an emerging hybrid optical imaging modality that relies on optical absorption contrast to visualize 

tissue structures up to several centimeters deep, with scalable ultrasonic resolution. It does this by 
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detecting outgoing broadband ultrasound signals generated from laser-illuminated biological 

tissue [3,25]. PAI has been proposed as a safe optical imaging approach and is particularly 

promising for frequent use situations such as routine clinical and preventive examinations [32]. 

Thus, it could be a candidate for the frequent clinical visits associated with alcohol use disorder 

treatment and rehabilitation. It has also been suggested as an imaging tool to detect functional 

changes in the brain of small animal models of drug abuse and addiction [13]. There seemingly 

exists an agreement in the literature on the vasoactive properties of alcohol as well as the etiology 

and mechanism of brain damage associated with AUD [4,5,27, 31], with most studies focusing on 

deep brain regional damage. Studies on cerebral vasculature [11,17,23] focus more on the alcohol-

induced changes in cerebral blood flow and cerebral blood volume. Studies that quantify the 

alcohol-induced changes in cerebral vascular diameter and functional changes such as hemoglobin 

oxygen saturation, and those involving photoacoustic imaging, are quite limited or non-existent. 

The current study thus has a dual aim: 1) to demonstrate the feasibility of PAI in brain imaging 

and to propose it as a cost effective and safe alternative for AUD imaging, and 2) to exploit the 

rich optical absorption contrast differences between oxyhemoglobin and deoxyhemoglobin to 

noninvasively image alcohol-induced changes in cerebral hemoglobin oxygen saturation and 

quantify changes in cerebral vascular diameter in high (HAP) and low (LAP) alcohol-preferring 

mice using PAT. The quantification of vascular diameter from medical images can have far-

reaching applications in the diagnosis of pathologies related to diabetes, hypertension, and related 

cardiovascular disorders, which have direct effects on blood vessels as well as in disease staging. 

Selected blood vessels of interest (VOI) that supply the mesolimbic brain pathway implicated in 

AUD are isolated and compared between HAP mice and control LAP mice based on their 

diameters. We also quantitatively study how cerebral vessel diameter and hemoglobin oxygen 
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saturation change over a 30-min period following a 20% ethanol intoxication via intraperitoneal 

injection. Our choice of cerebral vessels is largely due to their roles in supplying blood and oxygen 

to major brain areas. 

5.1.3   Materials and Methods 

5.1.3.1   Imaging System 

We used a 2D multispectral photoacoustic imaging system shown in Figure 5.1. A short-

pulse laser beam was generated from a portable fast-tuning Phocus mobile OPO laser system 

(OPOTEK LLC; Carlsbad, California, United States; pulse width: 7 ns; repetition rate: 20 Hz). A 

custom-made fiber optic bundle coupled the beam (Ceram Optec GmbH, Germany) through 

interlocked ports and delivered it to the mouse brain tissue. The fiber bundle had an output end 

with a large circular aperture (numerical aperture: 0.37) that covered the entire mouse head and 

provided uniform illumination to the entire brain region.  

 

 

 

 

 

 

Figure 5.1 Photoacoustic imaging system for non-invasive in vivo imaging of the cerebral 

vasculature in alcohol preferring mice. TM-Thermoelectric thermometer with water heater, TLS- 

Translational linear stage. 
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The photoacoustic signals generated were detected by a semi-circular cylindrically focused 

transducer array with 256 elements (Japan Probe Co. Ltd.; Japan). The array had a radius of 65 mm 

with a center frequency of 4 MHz and a bandwidth greater than 80%. It was coupled with a custom-

made 256 channel data acquisition system, which had an integrated amplifier system with an 

adjustable gain of 40–91 dB (Photosound Technologies Inc.; Houston, Texas, United States; 

sampling rate: 40 mega-samples per second; resolution: 12 bits; frame rate: 50 Hz). A 3.0 USB 

cable transferred the signal to the computer in real time. 

For a 20-Hz single-pulse imaging, our system collected one complete frame of data in 

approximately 0.05 s. A custom-made device of the same length as the array kept track of its focal 

zone and marked the position of the animal head as well as the depth of imaging for all animals. 

By moving the linear stage to which the mouse holder was attached along the z direction, 

scanning was performed above and below the initial position, to get different planes of the mouse 

cerebral cortex. A major difference between our imaging system design and traditional PAT 

imaging systems is the fact that our animals used a custom-made transparent breathing mask 

fabricated by 3D printing a stereo lithographically formatted model obtained via reverse 

engineering [29]. This allowed us to completely immerse the animal holder into water, while 

supplying life support gases via the inlet and allowing expiration via the outlets. This breathing 

system was equally used to deliver a low dose of anesthesia, which kept the animal in deep sleep 

throughout the experiment. Traditional PAT designs place the animal beneath the water tank and 

use a plastic membrane with ultrasound gel for coupling [13,25,33]. Such designs are often 

associated with acoustic coupling interference issues, which results in artifacts. 
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Figure 5.2 Illustration of the connection of the mouse breathing mask used to keep the mouse 

under water for photoacoustic imaging. The silicon rubber seal ensures a tight non-leaky mask. 

 

5.1.3.2   Animal Model of Ethanol Dependence and Animal Handling 

The HAP and control LAP mice used in this study were obtained from Indiana University, 

Purdue University, Indianapolis (Indianapolis, Indiana, United States) [19,24]. These are crossed 

replicate lines of mice selectively bred to prefer 10% (v/v) ethanol over water (HAP) and water 

over ethanol (LAP). Upon arrival at the University of South Florida (USF), mice were housed in 

a reversed 12:12-h light–dark cycle colony room, with lights off at 8:00 AM, at the University of 

South Florida, Department of Psychology (PSY) animal facility. All mice had free access to two-

bottle choice 10% ethanol (v/v), water, and rodent chow ad libitum for a period of 4 weeks, prior 

to the imaging experiments. Water and ethanol were provided using 50-mL graduated test tubes 

mounted on each cage. At the end of the fourth week, blood samples were drawn from the tail at 

midday when animals were expected to be at peak drinking [18,19]. After plasma supernatant 

extraction using a Pasteur pipette, blood ethanol concentration (BEC) was measured by means of 

a benchtop Analox Alcohol Analyzer. This procedure was meant to check that the experimental 

HAP mice were drinking to intoxication as the daily ethanol consumption data revealed. Table 5.1

 summarizes the BEC data, while Fig. 5.3 shows the drinking pattern for the best-drinking HAP 
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mice 30 days prior to imaging. Details of the animal model generation and line selection can be 

seen in these works [10,18,19,21,24]. 

 

 

 

 

 

 

 

Figure 5.3 Mean ethanol consumption per day for HAP and LAP mice. This data is for the five 

best alcohol drinkers (HAP) and the five worst drinkers (LAP) used for our imaging experiment. 

The mice were paired based on their weights for comparison. 

 

The rodent manipulation procedures were in accordance with a laboratory animal use 

protocol approved by the University of South Florida Institutional Animal Care and Use 

Committee (USF-IACUC). All experimental animal procedures were performed in conformity 

with the guidelines of the US National Institute of Health Guide for the Care and Use of Laboratory 

Animals [22]. HAP mice and control LAP mice were paired according to similarity in their weights 

at the time of imaging, and animals with similar weights were scanned and compared during the 

same scanning session using the 2D multispectral photoacoustic imaging system described earlier. 

The animal was affixed to a custom-made mouse holder (Fig. 5.1) and held in place by loosely 

tied rubber bands. System settings, including laser energy (12 mJ/cm2), distance from fiber bundle 

to animal head (10 cm), as well as the location of the animal's head remained the same from animal 

to animal. We used a custom-made plastic device to keep track of the head location. After 

weighing, each animal was administered 4% isoflurane gas anesthesia using an isoflurane 
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anesthetic setup, to induce sleep. While in deep sleep, hair was removed from the scalp region 

using a rodent clipper and hair removal cream was used afterward to depilate the remaining hair. 

The breathing mask was then fitted to the mouse face and the tooth bar was used to pull the mouse 

face until the mask was completely fitted and tight. The oxygen pipe was then connected to the 

mask's oxygen inlet (Fig. 5.2). The oxygen flew through 1.0–1.5% isoflurane anesthesia to keep 

the animal asleep throughout the scanning. Scanning was done with the skull and scalp intact. At 

the end of the scanning, euthanasia was done with an overdose of isoflurane followed by cervical 

dislocation 

 

Table 5.1 Mean blood ethanol concentration for HAP mice. 

 

 

 

5.1.3.3   PAT Imaging of Alcohol-Induced Changes in Cerebral Vessel Diameter 

In the first phase of imaging, no additional ethanol was infused into the mice. Our goal was 

to mimic a free-choice alcohol use disorder. Thus, the only ethanol the animals were exposed to 

was ingested by free choice. For the second phase, mice were arranged into four weight-matched 

groups of three animals each: an HAP mouse and two LAP mice. For each group, an HAP mouse 

and one LAP mouse received 145–150 μL of 20% ethanol solution (prepared from ACS grade 190 

proof ethanol and sterile 0.9% physiological saline) via intraperitoneal injection (i.p.) after 24 h of 

ethanol abstinence in weight-based doses of 3 g/kg prior to imaging, while the last LAP received 

a sham IP injection. The goal was to induce a single ethanol binge [6,15] and to reduce the 

variability across subjects observed with ethanol ingestion by free choice (Fig. 3). PAT images 

Subject (HAP) S1 S2 S3 S4 S5 

Mean BEC (mg/dl) 214.9 220.2 229.1 217.7 233.8 

Error (±) 15.55 19.81 13.95 16.55 12.59 
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were then acquired for 30 min at an isosbestic wavelength of 800 nm, at which the relative 

photoacoustic signal change reflects the change in total hemoglobin concentration (HbT).  

PAT signal for a single 2D image in 0.05 s, a time shorter than that for one mouse heartbeat. 

We have neglected heat conduction, since our OPO laser's nanosecond pulse duration is shorter 

than the thermal diffusion time, to ensure thermal and stress confinement [32]. Thus, considering 

only the thermo-expansion mechanism, the photoacoustically generated acoustic field within 

mouse tissue can be described by the following: 

[𝛻2 −
1

𝑐2

𝜕2

𝜕𝑡2] 𝑝(𝑟, 𝑡) =
𝛽

𝐶𝑝

𝜕

𝜕𝑡
[𝜑(𝑟)𝐼(𝑡)]                              5.1 

where β, Cp, c, p(r, t) and φ(r) are, respectively, the thermal coefficient of expansion, the specific 

heat capacity at constant pressure, the speed of sound, the acoustic pressure at position r and time t, 

and the optical energy absorbed in the mouse tissue. Our goal was to recover φ(r) from the detected 

PA signals. We acquired several data frames over a 30-min time span and reconstructed the images 

using a delay and sum algorithm with temperature-based speed of sound calibration [35]. 

5.1.3.4   Multispectral Photoacoustic Imaging of Alcohol-Induced Changes in Hemoglobin 

Oxygen Saturation 

For the hemoglobin oxygen saturation imaging we used the same binge animals as 

described in section 5.1.2.3, and acquired PA signals at 720nm and 840nm wavelengths, 

based on the molar extinction coefficient spectra of oxyhemoglobin (HbO) and 

deoxyhemoglobin (HbR) [16]; using the switchable OPO laser system described earlier. At 

these wavelengths, HbO and HbR are the predominant optical energy absorbing chromophores 

with significantly different molar extinction coefficients [14]. The system collects a single 

frame of multispectral data in 0.1 seconds. The laser energy was instantaneously deposited 

within the mouse cerebral cortex and assuming invariance in the sound speed and density, the 
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initial acoustic pressure 𝑃0(𝜆𝑖, 𝑥, 𝑦) for the i-th (i=1,2) wavelength can be thought to represent 

the reconstructed PAT images 𝐼(𝜆𝑖, 𝑥, 𝑦) at that wavelength, which itself represents the absorbed 

energy 𝐸(𝜆𝑖, 𝑥, 𝑦)  but for a constant factor [14]. Our choice of wavelengths (720 nm and 840 

nm) around an isosbestic wavelength ensures that the difference 𝛿𝜇𝑎 in absorption coefficients 

between each image 𝐼(𝜆𝑖 , 𝑥, 𝑦) is small and the high sensitivity of our imaging system results in 

significantly low noise in each of the images 𝐼(𝜆𝑖, 𝑥, 𝑦) as well as the difference image 𝛿𝐼, 

resulting in negligible uncertainty in 𝑠𝑂2 due to noise. We thus neglected fluence correction [28]. 

After image reconstruction, we employed a least square linear spectral fitting technique to obtain 

the distribution of HbO and HbR [14]. 𝐸(𝜆𝑖, 𝑥, 𝑦) can be expresses as follows: 

𝑃0(𝜆𝑖, 𝑥, 𝑦) ≅  𝐸(𝜆𝑖, 𝑥, 𝑦) = Φ(𝜆𝑖)𝜇𝑎(𝜆𝑖, 𝑥, 𝑦) ≅  Φ(𝜆𝑖) (𝜀𝜆𝑖

𝐻𝑏𝑂2𝐶𝐻𝑏𝑂2

𝜆𝑖 + 𝜀𝜆𝑖

𝐻𝑏𝑅𝐶𝐻𝑏𝑅
𝜆𝑖 )         5.2 

where  Φ(𝜆𝑖) is the fluence and 𝜇𝑎 is the optical absorption coefficient. From equation 5.2, the 

oxygen saturation  𝑠𝑂2 map was calculated as follows 

𝑠𝑂2 =
𝐶𝐻𝑏𝑂(𝑥,𝑦)

(𝐶𝐻𝑏𝑂(𝑥,𝑦)+ 𝐶𝐻𝑏𝑅(𝑥,𝑦))
                               5.3 

where  (𝐶𝐻𝑏𝑂(𝑥, 𝑦) +  𝐶𝐻𝑏𝑅(𝑥, 𝑦)) is the total hemoglobin 𝐻𝑏𝑇. 

5.1.4   Results 

5.1.4.1   Extraction and Comparison of Cerebral Vessel Diameter in HAP and LAP Mice 

The significant difference in optical absorption between hemoglobin, deoxyhemoglobin; 

and the surrounding tissues [12] results in good contrast which enables cerebral blood vessels in 

HAP and LAP mice to be clearly identifiable in PAT images. As shown in Figure 5.4 (A), we 

extracted the vessels diameter (Strictly speaking vessel intensity) of the blood vessels by fitting a 

normalized Gaussian curve, of the form given in equation 5.4 to a blood vessel’s cross-sectional 

profile along the y direction. Since the Gaussian function never vanishes at the edges, the exact 

boundaries of the curve cannot be measured directly with exactness. Thus, we have evaluated the 



66 

 

full width at half maximum (FWHM) of the Gaussian [9,26,34]. It gives the width of the curve at 

the point where the value of the function is equal to half of its maximum value.  

𝑦 = 𝑦0 +
     𝐴𝑒

(
−(𝑥−𝑥𝑐)2

2𝜎2 )

𝜎√2𝜋
                              5.4 

where 𝜎 =
𝐴

𝑤√2𝜋
  defines the spread of the Gaussian, 𝐴 is a constant which gives a measure of the 

PA signal intensity and 𝑤 is the full width at half maximum. 𝑥𝑐 is the center of the Gaussian and 

𝑦0 is its base.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.4 Estimation and comparison of selected blood vessels between HAP and LAP. A, 

Details of a Normalized Gaussian fit for one of the vessels of interest from which full width at 

half maximum (FWHM) is estimated (ICV- Inferior cerebral vein, MCA- Middle cerebral artery, 

Acer: -Anterior Cerebral Artery). B, Results of statistical analysis and comparison between 

selected vessels for 5 HAP and 5 LAP (3 x 5 vessels for each animal model). The error bars 

indicated the standard deviation in the calculation. With a p value of p<0.002, (F=40.38), the 

vessels diameter for HAP is significantly smaller than for LAPs. C(i) and C(ii), Typical PAT 

image of HAP and LAP mouse cerebral cortex respectively at 800nm wavelength.  

 

The Gaussian height 𝑦𝑚 occurs at the center where 𝑥 = 𝑥𝑐 and is given by:  
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𝑦𝑚 = 
𝐴

𝜎√2𝜋
                              5.5 

The full width at half maximum occurs when the Gaussian takes half of its maximum value 

as shown in Figure 5.4 (A). Upon substitution, rearranging, and solving for 𝑥 = 𝑤, we get the full 

width at half maximum to be:  

                            𝐹𝑊𝐻𝑀 = 𝑤 = 2𝜎√2 ln 2                                                5.6 

which depends only on 𝜎, the spread of the Gaussian.  

We then performed a generalized linear mixed model ANOVA on the mean of vessel 

diameter with animal type as class variable using the SAS software (SAS Institute, Cary, NC) for 

HAP and LAP, with a 𝛼-value of 0.05. With a 𝑝 value of 0.0002 , F=40.8, the results show that 

vessel diameter is statistically and significantly larger in low alcohol preferring mice, compared to 

their high alcohol preferring counterparts. Table 5.2 summarizes the data. 

 

Table 5.2 Summary of vessel diameters for various vessels of interest. 

(Acer: anterior cerebral artery; ICV: inferior cerebral vein; MCA: middle cerebral artery). 

 

 

 

 

 

5.1.4.2   Estimation of Change in Hemoglobin Oxygen Saturation  

From the time series images for binge drinking described in 5.1.2.3, we extracted the 

change in vessel diameter over time for HAPs and LAPs. We further extracted the change in 

hemoglobin oxygen saturation from the multispectral images for HAP and LAP as described in 

Mice Vessel 

(VOI) 

Number Mean 

Diameter 

Std. 

Dev. 

Std. 

Err. 

Min. Max. 

LAP MCA 

Acer 

ICV 

5 

5 

5 

0.268 

0.236 

   0.201 

0.010 

0.013 

0.015 

0.004 

0.005 

0.007 

0.255 

0.220 

0.181 

0.280 

0.245 

0.220 

HAP MCA 

Acer 

ICV 

5 

5 

5 

0.238 

0.202 

   0.162 

0.010 

0.011 

0.010 

0.004 

0.005 

0.005 

0.225 

0.188 

 0.150 

0.244 

0.215 

0.175 
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5.1.2.4 and compared the results. Figure 5.5 (a -c) shows the oxygen saturation maps over time as 

well as the comparison of percentage change in vessel diameter and hemoglobin oxygen saturation. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.5 Estimation and comparison of percentage change in vessel diameter and hemoglobin 

oxygen saturation with time for a selected vessel between HAP and LAP. Both acutely ingest 

20% ethanol (3g/kg), after 24 hours of EtOH abstinence. A: Demonstration of drop in vessel 

diameter for the selected vessels. B: Comparison of the change in vessel diameter for HAP and 

LAP, C: Corresponding change in hemoglobin oxygen saturation for the same vessel.  

 

5.1.5   Discussions 

We have studied the effect of alcohol dependence on cerebral blood vessels for two 

drinking paradigms, namely chronic and binge drinking, using photoacoustic tomography (PAT). 

PAT is an emerging hybrid optical imaging modality that relies on optical absorption contrast to 

visualize tissue. We have exploited the significant difference in optical absorption between 

hemoglobin, deoxyhemoglobin, and the surrounding tissues to image and study the direct effects 
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of ethanol on the cerebrovascular system in selectively bred alcohol-preferring mice. HAP mice 

selectively bred to prefer ethanol to water in a two-bottle free-choice scenario and consume huge 

amounts of ethanol were used as the experimental subjects. LAP mice selectively bred to consume 

very little ethanol, or no ethanol served as controls.  

Both animal species belong to the same cohort, were born on the same day, and were bred 

under the same conditions. Our comparison groups in this study consist of weight-matched HAP 

and LAP mice. This ensures that we minimize errors that may result from differences in biological 

clocks in different animals. We have modeled vessel diameter by fitting a Gaussian curve to the 

cross-sectional profile across the blood vessels. We calculated and equated the Gaussian full width 

at half maximum (FWHM) to the diameter, which strictly speaking is the vessel's photoacoustic 

intensity at the point of evaluation. Oxyhemoglobin and deoxyhemoglobin, the proteins 

responsible for transporting oxygen in blood, are the predominant chromophores that absorb the 

incident optical energy in this study. Thus, the photoacoustic signal intensity (equivalently the 

amplitude) is a direct measure of the amount of optical energy absorbed, which indirectly gives a 

measure of the volume (amount or size) of the absorber or its container (blood vessel). Thus, the 

alcohol-induced drop in signal intensity for HAP mice, compared to their LAP counterparts, 

observed in this study is evidence of the drop in container volume/content, namely blood vessel 

diameter/blood volume. Many other studies have reported such alcohol induced changes in blood 

volume [11,17,23]. 

The vasoactive properties of alcohol are well known in pharmacology to be dependent on 

the dose and manner of alcohol consumption. In this study, we used HAP mice that had been made 

dependent on ethanol at a dose of 10% v/v for their entire life by free choice. We used this unique 

phenomenon to study the chronic effects of ethanol on cerebral blood vessels by simply imagining 
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and comparing corresponding cerebral blood vessels in HAP and LAP mice of the same weight 

and age. The LAP mice are genetically bred to consume very little or no ethanol. To study binge 

drinking and acute alcohol-induced changes in cerebral oxygen saturation, we administered a 

weight-based dose of 20% v/v ethanol to both HAP and LAP mice and studied how the 

vessels’ diameter and hemoglobin oxygen saturation changed over time using the functional 

capabilities of photoacoustic imaging. We then compared the results to weight-matched LAP mice 

that had received a sham IP injection. This approach reduces the variability in drinking observed 

with the free-choice drinking and ensures the animals acutely receive a huge dose of ethanol, as in 

binge drinking. 

The exact mechanism of alcohol induced vascular constriction is not clear in the literature. 

However, from basic physiology the major determinant of vascular diameter and thus of resistance 

and flow rate is the contractile state of the vascular smooth muscle which is the vascular tone of 

the vessel. Thus, we have shown using PAT that alcohol exerts its effect directly on vascular 

smooth muscles to influence their tone. Though blood flow is not strictly laminar, a simple form 

of Poiseuille’s law [8], can be used to model blood flow. The resistance to blood flow can be 

written as 𝑅 = 8𝜂𝐿 (𝜋𝑟4)⁄ ; where 𝐿 is the vessel’s length, 𝑟, its radius, while 𝜂 and are 𝜋 constants. 

The blood flow rate 𝐹 can be written as 𝐹 = 𝛿𝑃𝜋𝑟4 (8𝜂𝐿)⁄ , where 𝛿𝑃 is the pressure difference 

across a segment of the blood vessel. Thus, vessel diameter has an inverse effect on resistance and 

a direct effect on flow rate. Therefore, for a given blood volume, vascular constriction results in 

increase resistance and decrease flow to the brain, resulting in a drop in photoacoustic intensity 

with time. In particular, the equation shows the dramatic influence vessel diameter has on 

resistance and flow rate. Blood flow to the brain delivers oxygen used in oxidative metabolism [2]. 

Because cerebral neurons are limited in their capacity to undergo anaerobic respiration [36], the 
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brain relies on oxidative metabolism for most of its ATP. Thus, blood blow to the brain is crucial 

for normal brain function. Such alcohol induced drops in vascular diameter and the resulting 

resistance to and drop in flow as we have demonstrated could be responsible for acute ischemic 

stroke [20] and aneurysmal hemorrhage reported to be associated with binge drinking, with 

episodes reported to occur with 24 hours of drinking in humans [1] Constriction of vessels 

diameters observed in this study may also result in such increase in blood pressure reported to be 

associated with heavy ethanol consumption 

The results from this study show that chronic alcohol dependence is associated with 

cerebral vessel constriction, as we observed in the HAP mice. Also, binge drinking that involves 

drinking a huge dose of alcohol at a single instant constricts cerebral vessels as well. More 

importantly, we have shown that the constriction of cerebral blood vessels and the drop in 

hemoglobin oxygen saturation following binge drinking is more drastic in occasional binge 

drinkers, compared to habitual binge drinkers or alcohol addicts. The observed difference in 

ethanol's effect between HAP mice and LAP mice following a 20% binge ethanol intoxication may 

result from differences in ethanol tolerance between the two lines of mice. Genetic differences in 

ethanol metabolism (faster breakdown in HAP mice – more tolerant, due to genetically higher 

ethanol metabolic enzymes; slower breakdown in LAPs – less tolerant due to genetically fewer 

ethanol metabolic enzymes) or differences related to adaptation over time, owing to the manner of 

ethanol consumption (chronic binge in HAP mice, as opposed to episodic binge drinking in LAP 

mice) between the two lines may account for the observed difference in tolerance. 

In conclusion, we have demonstrated the feasibility of using PAT to study changes in 

vascular structure and perfusion in AUD imaging and diagnosis. The results show that chronic 

alcohol dependence is associated with cerebral vascular constriction. Additionally, binge drinking 
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is associated with cerebral vascular constriction and rapid drop in hemoglobin oxygen saturation, 

with the effect being more drastic in occasional binge drinkers than in habitual binge drinkers. The 

findings also demonstrate the potential health benefits of identifying and intervening with 

individuals who binge drink and report tolerance, even when they do not meet current alcohol use 

disorder diagnostic criteria. 
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5.2   Photoacoustic Imaging Guided System for Repetitive Low Intensity Focused 

Ultrasound Stimulation for the Treatment of Alcohol Use Disorder 

5.2.1   Abstract 

The interaction between alcohol and various neurotransmitter systems in the brain’s reward 

and stress system results in changes in neuronal function that underline the development of 

sensitization, tolerance, withdrawal, dependence, and an eventual alcohol use disorder (AUD). The 

socioeconomic burden from AUD and the inability of existing medications to significantly 

improve the condition demonstrates a strong incentive for research towards identifying and 

implementing novel noninvasive, neural circuits-specific therapeutic treatments that would 

support and maintain alcohol abstinence and of associated strategies aiming at preventing or at 

least limiting AUD. Here, we describe a novel Photoacoustic imaging guided (PAI-LIFU) system 

for repetitive low intensity focused ultrasound stimulation for the treatment of AUD in crossed 

high alcohol preferring (c-HAP) mice. We demonstrate the effectiveness, safety, and repeatability 

of the system to precisely deliver LIFU to the nucleus accumbens (NAc) in crossed high alcohol 

preferring mice (cHAPs) with high resolution. Results from repetitive treatments using our system 

suggests that LIFU, targeted to the NAc in cHAPs, reduces ethanol consumptions with a marked 

increase in water consumption in a two-bottled choice paradigm. Furthermore, by analyzing the 

https://doi.org/10.1117/12.535642
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ratio of volume of ethanol consumed to total volume of fluid consumed, we note a significant drop 

in ethanol preference ratios in favor of water, following treatments using our system. 

5.2.2   Introduction 

The Diagnostic and statistical manual of mental disorders, 5th edition (DSM-V), defines 

alcohol use disorder (AUD- alcohol abuse, alcohol dependence, alcohol addiction, and alcoholism) 

as a medical condition characterized by an impaired ability to stop or control alcohol use despite 

adverse social, occupational, or health consequences [1]. It is a chronically relapsing brain disorder 

characterized by the compulsion to seek and take alcohol, loss of control in limiting alcohol intake, 

and the emergence of a negative emotional state when access to alcohol is discontinued [2]. AUD 

is a major global risk factor for disability and premature loss of life [3], affecting an estimated 76 

million people worldwide with huge health and socioeconomic burden [4]. In the USA alone, more 

than $249 billion in economic costs is attributable to AUD [5] 

Despite the socioeconomic menace, advancements in research towards underpinning the 

etiology and pathophysiology of AUD was impeded for a long time because AUD had been 

regarded as a punishable moral deficiency, rather than a chronically relapsing brain disease 

[6,7].With advancements in technology and the development of animal models of alcohol 

addiction, more rigorous research is progressively unraveling the brain neural circuits, systems 

and processes involved with the development of an AUD. It is now clear that chronic alcohol 

exposure induces neuroadaptive changes on the brain neural circuits that control motivational 

processes such as reward, arousal, and stress. Such changes lead to a functional disruption in 

various brain systems utilizing signaling molecules like dopamine, opioid peptides, gamma-

aminobutyric acid, glutamate, including systems that modulate the brain’s response to stress [7-9]. 

The overall effect of these changes is the development of an incentive sensation to alcohol’s effect 
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which motivates the individual to continually seek alcohol [8]. When alcohol is discontinued, they 

develop withdrawal symptoms characterized by dysphoria, extreme stress, and anxiety, which 

further motivates alcohol seeking. Thus, the individual is caught in a cycle where they want to 

continually seek alcohol to either keep getting the rewards (such as euphoria) associated with it or 

to avoid the negative withdrawal symptoms (stress, anxiety, dysphoria) associated with alcohol 

discontinuation. 

An overview of the brain’s reward system, its associated circuitry, and how chemical 

signals flow through it is crucial for a proper understanding of how chronic alcohol exposure 

induces neuroadaptive changes on brain neural circuits, and how novel treatment modalities for 

AUD could be approached. This system involves the mesolimbic and mesocortical dopamine 

pathways, including the medial forebrain and the extended amygdala [9,10]. It is the system that 

is activated in response to a rewarding stimulus, such as food, water, sex etc. and is responsible 

for complex cognitive processes such as incentive motivation, expectation, and emotions [9,11]. 

Its dopamine projections originate from the ventral tegmental area (VTA) to innervate neurons of 

the nucleus accumbens (NAc) (mesolimbic pathway) and neurons of the prefrontal cortex 

(mesocortical pathway) [10]. Brain neural circuits consists of a series of interconnected nerve cells 

each relaying information related to specific functions to the other through electrochemical 

signaling mediated by neurotransmitters. Dopamine, the main neurotransmitter of the reward 

system is stored in the presynaptic vesicles and is released when an action potential arrives the 

presynaptic dendrite. Its reception is the function of specialized ligand-gated receptors located on 

the post synaptic neuron, while its reuptake from the synaptic space is mediated by specialized 

transport proteins on the presynaptic neuronal dendrite. PET studies have confirmed that, unlike 
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most addictive drugs that target specific receptors and transporters, alcohol affects a wide range of 

targets and indirectly increases dopamine in the NAc. 

Despite the negative consequences of AUD, current treatment modalities consisting of a 

combination of behavioral therapies and medications are associated with a low success rate, [13] 

with a 40%-70% relapse rate one to three years after standard treatment [14]. The three FDA-

approved medications for AUD (Acamprosate, Disulfiram and Naltrexone) are either associated 

with unpleasant side effects (drowsiness, weakness, tiredness, dizziness etc.), or are ineffective in 

preventing withdrawal symptoms [15]. Also, existing therapeutic interventions require expensive 

long-term inpatient treatment, often afforded by a few addicts only, leaving the greater chuck of 

them untreated [13]. Given these drawbacks, it is imperative to expand treatment to novel, non-

invasive, non-medication-based modalities that would support and maintain alcohol abstinence, 

prevent cravings and withdrawal symptoms. To this end, low intensity focused (LIFU) ultrasound-

based neuromodulation-, the targeted alteration of nerve activity through the controlled delivery 

of LIFU neurostimulations to a specific region of interest (ROI) within the brain, - could potentially 

change this as it may offer a way of mechanically inducing neuroplasticity – The capacity of the 

nervous system to modify its structural and functional organization, adjusting itself to a changing 

environment [16] -, through the localized application of an ultrasound stimulus to a suitable ROI. 

The concept of using neuromodulation-based treatment for AUD is not entirely new. In 

2007, Kuhn et al [17]. reported the unintended remission of long-term comorbid alcohol 

consumption by a patient following deep brain stimulation of the nucleus accumbens for treating 

an anxiety disorder. Subsequently, data from both animal and human studies involving DBS of the 

NAc showed reduced alcohol consumption [18-21]. Repetitive transcranial magnetic stimulation 

(rTMS) to the dorsolateral prefrontal cortex (DLPFC) has been shown to reduce alcohol-related 
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cravings or consumption, post active rTMS treatment [22-27]. Transcranial direct current 

stimulation (tDCS) has equally shown promise in reducing alcohol related cravings and 

consumption [28-33]. DBS is pruned to risks of infection and neural immune system reactions 

[34]. TMS and tDCS fail to provide the required spatial resolution to target deep brain regions of 

interest and are unable to stimulate such regions without exerting undesired effects to surrounding 

tissues, even with the integration of H-coils into modern TMS machines in a bit to focus more 

precisely [35]. LIFU on the other hand combines exceptional millimeter scale spatial resolution 

with the potential to target subcortical structures (deeper than 10 cm) through intact skull [36]. It 

has already seen successful applications in promoting bone fracture healing [37], acceleration of 

soft tissue regeneration [38,39], opening ion channels and synaptic activation [40], suppression of 

induced epileptic behavior [41], preventing a rise in morphine place preference in opioid dependent 

rats [42] amongst several other application. The goal in neuroscience is to make brain stimulation 

noninvasive, inexpensive, user-friendly, direct, and safe; all features of which, LIFU has the 

capacity to provide.  

A key feature in every LIFU stimulation is to use a suitable imaging modality to guide 

ultrasound to the neural target of interest. Imaging guidance typically has a dual role: - first to 

ensure that the ultrasound reaches the desired ROI and as a tool to evaluate the effect of the 

stimulation. Most previous studies have used variants of MRI for guiding LIFU stimulation [43]. 

However, MRI scanners still suffer from their perennial cost-ineffectiveness, bulkiness, coupled 

with a long scanning time. To overcome these limitations, an alternative imaging modality such 

as photoacoustic imaging (PAI) can be used for guidance. PAI has the advantage of being 

nonionizing, noninvasive, cost-effective and can generate both structural and functional 
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information [44-46]. PAI has been used for guidance in high intensity focused ultrasound tissue 

ablation [47] and as guidance for various surgical procedures [48]. 

In this work, we use photoacoustic imaging to guide the LIFU stimulation of the nucleus 

accumbens (NAc) in crossed high alcohol preferring (c-HAP) mice. We observe the effects of 

LIFU by monitoring the drinking behavior of the c-HAPs before and after stimulation. Our choice 

of the nucleus accumbens (NAc) stems from the strategic position it occupies along the brain’s 

reward pathway and the role it plays in receiving dopaminergic innervations from the VTA and 

processing reward stimuli alike. 

5.2.3   Method 

5.2.3.1   System Description 

A block diagram of the system is shown in Figure 5.6. It consists of two detachable 

subsystems.  

 

 

 

 

  

 

 

 

Figure 5.6 Block diagram of the photoacoustic imaging guided system for repetitive low intensity 

focus ultrasound stimulation for the treatment of alcohol use disorder in cross high alcohol 

preferring mice.  
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The photoacoustic imaging (PAT) subsystem and the low intensity focused ultrasound 

(LIFU) treatment subsystem. The LIFU subsystem consists of a single element focused ultrasound  

transducer (H101, Sonic Concepts, Bothell, WA) operating at a fundamental frequency of 1.3 MHz 

used to deliver short tone burst of pulse ultrasound to the target. The 64 mm piezo-electric element 

is coupled with an acoustic lens, having a 51 mm radius of curvature. The input electrical 

waveform to the transducer is generated by two serially connected function generators (Tektronix 

Technologies, Beaverton, OR), and amplified using a linear power amplifier (Tektronix 

Technologies, Beaverton, OR). An impedance matching device between the amplifier and 

transducer ensures that the signal to the transducer is always matched to the amplified signal. 

The imaging subsystem is a 2 dimensional photoacoustic imaging setup. A short pulse laser 

beam is generated from a portable fast-tuning Phocus mobile OPO laser (OPOTEK LLC, Carlsbad, 

California; Pulse width 7ns, repetition rate: 20Hz). A custom-made fiber optic bundle (Ceram 

Optec GmbH, Germany) couples the laser beam through interlocked ports and delivers it to the 

target.  The fiber bundle has an output end with a large circular numerical aperture (NA= 0.37) 

which covers and provides uniform illumination to the target’s ROI. The photoacoustic signals 

generated are detected by a semi-circular cylindrically focused transducer array (ultrasound 

detector) with 256 elements (Japan probe Co. Ltd. Japan). The array has a radius of 65 mm with a 

center frequency of 4 MHz and a bandwidth greater than 80%. It is coupled with a custom-made 

256 channel data acquisition system which has an integrated amplifier system with an adjustable 

gain of 40-91dB (Photosound Technologies Inc., Houston Texas, sampling rate = 40 MSP; 

resolution = 12 bits, frame rate 50Hz). A 3.0 USB cable transferers the signal to the computer in 

real time, for processing and image reconstruction. For a 20 Hz single pulse imaging, our system 

collects one complete frame of data in approximately 0.05 seconds. 
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5.2.3.2   System Testing 

5.2.3.2.1 Ultrasound Field Characterization 

To evaluate the system’s compliance with its specified requirements, we used it to 

stimulate the nucleus accumbens (NAc) in a mouse model of alcohol use disorder, using set 

treatment parameters. For the set parameters, we first characterize the acoustic field of the LIFU 

transducer, by mapping its spatial profile (Figure. 5.7A) at the focal location in both free field and 

a tissue mimicking phantom, in a degassed water tank (Figure. 5.7 B), using a calibrated needle 

hydrophone (HNC1000, 2.4 mm tip diameter, ONDA Sunnyvale, CA). The hydrophone was 

mounted on a three-axis motorized linear stage controlled by a LabVIEW virtual instrument, as it 

moved around the focal region, laterally and axially to the transducer surface. The output voltage 

signals from the hydrophone were measured and converted to acoustic pressure using equations 

(5.7). 

𝑝(𝑡) =  
𝑉(𝑡)

𝐺(𝑓𝑎𝑤𝑓)
                              5.7 

where 𝑝(𝑡) (MPA) is the temporal acoustic pressure, 𝑉(𝑡) (mV) is the voltage due to the acoustic 

pressure incident on the active element of the needle hydrophone. 𝐺(𝑓𝑎𝑤𝑓)(mV/MPa) is the 

hydrophone sensitivity at the acoustic working frequency 𝑓𝑎𝑤𝑓.  

 

 

 

 

Figure 5.7 Characterization of the acoustic field of a low intensity focused ultrasound transducer.  
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The focal dimension, defined as the full width at half maximum of the resulting lateral and 

axial spatial profiles were respectively 1.24 mm in diameter and 5.71 mm in length (Figs 5.7A, 

5.8A). Using equation (5.8) we converted pressure data from equation (5.7) to intensity data, from 

where we estimated the relevant in situ acoustic intensities at the transducer focus. The effective 

acoustic pressure (𝑃𝑒𝑓𝑓) is the root-mean square positive and negative pressures measured using 

the calibrated hydrophone. Here, 𝜌 is the density of the water and 𝑐 is the speed of sound in water. 

𝐼 =  
𝑃𝑒𝑓𝑓

2

𝜌𝑐
                                  5.8 

The in-situ intensity at the focus was estimated to be Isppa = 0.168 W/cm2 (spatial peak 

pulse average intensity) and Ispta = 0.062 W/cm2, (spatial peak temporal average)  

  

 

 

 

 

 

Figure 5.8 Modelling of low intensity focused ultrasound distribution through intact mouse brain. 

A. Modeled ultrasound field distribution. B. Close in on the ultrasound beam focus to highlight 

the simulated lateral and axial beam dimensions. C. Maximum temperature rise due to LIFU 

induced thermal effect. D. Key ultrasound pulse parameters definition.  

 

To estimate the potential thermal effect of sonication and hence safety of the treatment, we 

carried out both measurements and simulations of the maximum temperature increase at the focus 

due to the thermal effect for our set treatment parameters. Our simulation indicated only a 0.08 oC 
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rise in temperature above equilibrium body temperature of 37oC (Fig. 5.8 C), significantly small 

to cause damage. To measure the temperature rise, the hydrophone (Fig. 5.7 B) was replaced with 

a sensitive digital needle probe thermometer (-40oC – 155oC, Delta Trak, Pleasanton, CA), factory 

calibrated to NIST traceable standards. The maximum temperature rise indicated by the probe was 

0.001oC. 

5.2.3.2.2 Animal Model of Alcohol Use Disorder 

Ten singly housed crossed high alcohol preferring mice (cHAP) were used in the study 

to test the efficacy of our system. The crossed replicate lines selectively bred to prefer 10% (v/v) 

ethanol over water were obtained from Indiana University Purdue University Indianapolis (IN, 

USA) [93,94].Upon arrival at University of South Florida (USF), mice were housed at the 

USF Department of psychology (PSY) animal facility in a reversed 12:12 light-dark cycle 

colony room, with lights off at 8:00am.Each mouse had free access to two-bottle choice 10% 

ethanol (v/v), water and rodent chow ad libitum. Water and ethanol were provided using 50-ml 

graduated test tubes mounted on each cage.  Prior to treatment, the mice were allowed to drink 

for two weeks to reach a baseline ethanol/water consumption. At the end of the second week, 

and prior to the first day of treatment, blood samples were drawn from the tail at midday when 

animals were expected to be at peak drinking [94,95]. After plasma supernatant extraction 

using a Pasteur pipette, baseline blood ethanol concentration (BEC) was measured by means 

of a benchtop Analox Alcohol Analyzer. This procedure was meant to check that the cHAPs 

were drinking to above pharmacological levels as the daily ethanol consumption data 

revealed. Details of the animal model generation and line selection can be seen in these works 

[93-97]. 
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5.2.3.3   PAT Guided LIFU Stimulation of the Nucleus Accumbens 

5.2.3.3.1 Animal Handling Procedures and PAT Imaging of NAc 

The animal handling procedures were in accordance with a laboratory animal use protocol 

approved by the university of South Florida institutional animal care and use committee (USF-

IACUC). All animal procedures were performed in conformity with the guidelines of the US 

National Institute of Health guide for the care and use of laboratory animals [61]. Because of 

potential interaction of anesthetic substances and psychoactive drugs like alcohol [59], no 

anesthesia was use in our animal procedures. A custom-made wrap was used to restraint and keep 

animal warm during LIFU stimulation [60]. While in a restrained position, hair was removed from 

the animal scalp using a rodent clipper, followed by hair removal cream to depilate any remaining 

hair. The bregma midline was identified and animal placed in a stereotaxic frame Figure 5.9 A. 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

Figure 5.9 Animal preparation for LIFU stimulation. A.: Illustration of mouse in stereotaxic 

frame with B: Mouse scalp showing the bregma and lambda lines. C: Stimulation point for the 

lateral and medial NAc. D: LIFU stimulation setup. The mouse is wrapped with a custom wrap 

which restraints and keeps it warm and placed beneath the degassed water tank. A thin plastic 

membrane is used to cover mouse head as it protrudes beneath the water tank and ultrasound gel 

used for coupling (Created with BioRender.com). 
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Using a mouse brain atlas in stereotaxic coordinates, the stereotaxic coordinates of the 

medial and lateral NAc were marked on the scalp using an indelible marker. (Lateral NAc shell: 

AP 1.36; ML +- 1.6; DV -4.1, For the medial NAc shell: AP 1.6; ML +- 0.5; DV -4.3). A coronal 

line was then marked across these points to prepare the animal for PAT imaging. A coronal slice 

(Fig. 5.10 A) of the mouse brain was taken along a plane passing through the marked line to reveal 

the NAc (Fig. 5.10 C). We then analyzed the PAT image to determine the depth of the NAc. This 

depth was used to adjust the focal length of the LIFU transducer for accurately focusing the 

ultrasound to the NAc. 

5.2.3.3.2 Choice of NAc for In vivo PAT Guided LIFU Stimulation 

 

 

 

 

 

 

 

 

Figure 5.10 PAT setup for LIFU guidance. A: Coronal slice of mouse brain around the point of 

stimulation B: PAT coronal slice showing the NAc. C: PAT coronal slice showing the focus point 

at the NAc. This slice was taken using our 2D PAT system. D: Our 2 D photoacoustic imaging 

system used in low intensity focused ultrasound guidance. System is used to take coronal slices of 

the mouse brain around the point of stimulation. (A and B are Created with BioRender.com)  

 

Our choice of the NAc as a region of interest for stimulation stems from the several bodies 

of evidence highlighting its role in alcohol reinforcement. Alcohol mediates its reinforcing 
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properties by targeting the mesocorticolimbic DA system [9-11]. This system originates in the 

VTA and projects to its major targets; the NAc and the medial prefrontal cortex (PFC). Besides 

being the primary target of dopaminergic innervations from the VTA, about 95% of the NAc is 

composed of medium spiny neurons (MSNs) [49,50]. With mainly excitatory synaptic 

interconnections within the NAc, these neurons receive extensive glutamatergic inputs from limbic 

areas, especially the medial prefrontal cortex (mPFC), ventral subiculum of the hippocampus and 

basolateral amygdala, while projecting widely to the ventral pallidum, substantia nigra and the 

VTA. Several bodies of evidence believe that alcohol activates or “hijacks” some of the synaptic 

plasticity mechanism in NAc excitatory neurons, leading to alterations in excitatory glutamatergic 

synaptic functions within the NAc. Such alterations cumulatively result in alcohol seeking 

behavioral adaptation. Just as this plasticity underlies experience-dependent learning, it produces 

a long-term shift in the activity of both reward and inhibitory control mechanisms, driving alcohol 

seeking behaviors [49-58]. 

5.2.3.3.3 In vivo PAT Guided LIFU Stimulation of The Nucleus Accumbens 

A total of 10 cHAP mice (our best drinkers) were set aside for this study (5 LIFU and 5 

controls). Prior to LIFU treatment, animals were observed for 14 days to ensure they stabilize in 

their drinking pattern. On the first day of the stimulation experiment, blood samples were drawn 

from tail vain for blood ethanol concentration measurements. The LIFU group received a dose of 

LIFU, while the control group received a sham LIFU. To LIFU stimulate the NAc, we first used 

our PAT system to obtain images of the mouse brain along several coronal planes around the target 

ROI to reveal the NAc (Fig. 5.10 C). From these PAT images, the location of the NAc was 

estimated and the LIFU transducer adjusted accordingly to place its focus at the NAc. Focused 

ultrasound was subsequently delivered in short tone bursts at a frequency of 1.3MHz. The pulse 
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repetition frequency was set at 1KHz and duty cycle at 50%. The pulse duration was set at 0.5ms 

and stimulation was done for 500ms. The in situ intensities at the focal point were estimated from 

the acoustic pressure profile prior to stimulation as described elsewhere. We proceeded with 

treatment for 14 days, while observing the drinking pattern for alcohol and water. 

5.2.4   Results 

5.2.4.1   Ethanol and Water Drinking Following LIFU Stimulation of the NAc 

Figure 5.11 shows the drinking data (g/kg) and the blood ethanol concentration (BEC) 

before and after treatment. 

 

 

 

 

 

 

 

 

 

Figure 5.11 Fluid consumption and blood ethanol concentration. Ethanol (A) and water (B) 

consumptions. Blood ethanol concentration (C) and ethanol preference ratios before and after 

LIFU stimulation of NAc (D). LIFU treatment started at Day 14 (red dashed line in A, B and C). 

n=5 for each group, data represented as mean ±SEM.  
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There was no significant difference in ethanol drinking between the sham and LIFU groups 

during the alcohol escalation period or at baseline (Fig. 5.11 A). A general linear model (GLM) 

repeated measures (alpha=0.05) found a significant effect of LIFU treatment on alcohol intake 

(F=297.35; p <0.0001), with lower alcohol intake in the LIFU-treated group from day 15 onward 

(p<0.05; Fig. 5.11A). The reduction in ethanol consumption was further supported by a drop in 

BEC (Fig. 5.11 C). After treatment, there was a significant decrease in BEC in the LIFU group, 

compared to the sham group (F=15.89; p = 0.004). Ethanol preference is calculated as the 

percentage of ethanol consumed to total fluid  (ethanol and water) intake. Figure 5.11 D shows 

that there was no significant difference in baseline ethanol preference but ethanol preference 

decreased significantly in the LIFU group following LIFU treatment(F=113.5;p <0.0001). 

5.2.4.2   Activation of the NAc Following LIFU Stimulation 

 

 

 

  

 

 

 

 

 

Figure 5.12 Change in PAT signal intensity before, during and after LIFU stimulation. A: PAT 

functional Images B: Signal Intensity at each NAc. C: Change in PAT signal intensity across each 

NAC. 
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For a 20-Hz single-pulse imaging, our system collected one complete frame of data in 

approximately 0.05 s (1/20Hz). We acquired PAT images for 1s each before, during and after 

LIFU stimulation, for a total of 3s. and averaged for each second. Figure 5.12 shows PAT images 

averaged for each second, the signal amplitude across the lateral and medial NAc (for left -L and 

right-R NAc) shell/core and the change in PAT signal during across each NAc. 

5.2.5   Discussion 

We have described a novel photoacoustic imaging guided system for low intensity focused 

ultrasound stimulation for the treatment of alcohol use disorder in crossed high alcohol preferring 

mice (c-HAP). Using our system to stimulate the NAc, we have found that, low intensity focused 

ultrasound targeted to the Nucleus Accumbens (NAc) produces a significant reduction in ethanol 

consumption, with a marked increase in water consumption in a two-bottle choice paradigm. The 

NAc, a key node of the mesolimbic dopamine circuity has long been conceptualized as a critical 

functional connection between limbic system structures such as the amygdala and hippocampus, 

and motor system structures including the basal ganglia [62,63]. In fact, it is widely hypothesized 

that NAc dopamine release accounts for the addictive liability of drugs of abuse [64-66] and thus 

it remains a crucial convergence point of the brain’s neurocircuitry shaping motivated response to 

salient rewarding and aversive stimuli [63]. Besides dopaminergic innervations from the VTA, 

GABAergic medium spiny neurons (MSNs) making up most of the NAc with their excitatory 

synaptic interconnections within it, receive extensive glutamatergic inputs from limbic areas, 

especially the medial prefrontal cortex (mPFC), ventral subiculum of the hippocampus and 

basolateral amygdala, while projecting widely to the ventral pallidum, substantia nigra and the 

VTA [49,50]. Ethanol exerts its effect by altering proteins (mainly Cys-loop and purinergic ligand-

gated ion channels as well as neurotransmitter receptors and transporters) involved with synaptic 
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transmission within neurons of the brain. The end results of these alteration is some form of 

alcohol-induced synaptic plasticity, mainly long-term potentiation (a persistent increase in 

synaptic transmission) or long term-depression (Persistent decrease in synaptic transmission) [67-

82]. 

The effects of ultrasound on tissue are strictly parameter-based and are broadly classified 

into thermal and nonthermal effects, with LIFU being under the nonthermal division [83]. 

Nonthermal effects are further divided into acoustic radiation force and cavitation effects. 

Cavitation refers to bubbles formed as a result of shock waves fluctuation, when a mechanical 

wave such as ultrasound propagates [84]. Low intensity Ultrasound stimulation results in only 

minimal rise in temperature, with no side effect on the surrounding tissue [85,86].  Thus, the results 

obtained here cannot be due to cavitation effects. Acoustic radiation forces result from momentum 

transfer between the ultrasound acoustic field and the brain tissue, as the wave interacts with tissue 

[84,87]. They are responsible for radiation torques and acoustic streaming and are capable of 

displacing small ions, molecules, and organelles as well as eliciting fluid movements around and 

along cell membranes [88]. In fact, Tyler et al [88-90] believed that LIFU may modulate neuronal 

excitability by either exerting mechanical stress which changes the viscoelastic properties of lipid 

bilayers or by mechano-sensitive transmembrane proteins modulating receptor channel gating 

kinetics. Recent studies [91,92] have indicated that LIFU could activate voltage gated sodium and 

calcium channels, thereby eliciting action potential and synaptic transmission. Thus, the results 

observed in this study are most likely due to mechanisms related to neuronal excitability at the 

NAc.  
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Chapter 6:   Conclusion 

 

In this dissertation, we have demonstrated the structural and functional imaging capabilities 

of photoacoustic imaging and the possibility of using it for guided imaging in small animals. Due 

to the thickness of the human skull and the significant skull-induced acoustic aberration effects 

(Figure 6.1), significant modelling is required to account for the losses in optical and acoustic 

energy at the human skull before this technology can be translated to humans. 

 

 

 

 

 

 

 

 

 

Figure 6.1 Acoustic effects of the skull 

 

In the first part of the dissertation, we observed significant ethanol tolerance due to repeated 

binge drinking in HAPs, which resulted in the accumulation of the high blood ethanol 

concentration values (Figure 5.1). Such significant tolerance was not observed in the LAPs which 

did not repeatedly binge drink. We equally noted the response to a 20% v/v (3g/kg) ethanol binge 
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by both species. While both show cerebrovascular constriction and a drop in hemoglobin oxygen 

saturation, the response is more drastic in the LAPs, compared to the HAPs. These observations 

are quite significant. Current clinical diagnostic criteria for alcohol use disorder generally ignore 

alcohol tolerance. But as observed, repeated binge drinking results in tolerance and the drinker 

may need to consume huge amounts of alcohol thereby accumulating dangerously high and 

potentially fatal levels of blood alcohol concentration. Thus, this finding demonstrates the potential 

health benefits of identifying and intervening with individuals who binge drink and report 

tolerance, while they do not meet current AUD diagnostic criteria. We there propose the inclusion 

of questions related to tolerance as a key condition in AUD diagnosis. 

 The photoacoustic imaging guided system for low intensity focused ultrasound developed 

in the second part of this dissertation, though applied to the treatment of alcohol use disorder, can 

potentially be used in any situation requiring the noninvasive guided delivery of ultrasound or 

other substances to any deep brain region in small animals.  
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Appendix A: Copyright Permissions 

 

The permission below is for the use of materials in Chapter 1 through Chapter 5. Some of 

the drawings were done in Biorender, with an academic subscription, which comes with publishing 

rights. Biorender is appropriately cites in these figures (Created with BioRender.com). The second 

permission is to reproduce materials published in Alcohol Elsevier journal. 
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Appendix B: Ethanol and Water Consumption for LIFU Group 

                                                  

Table B1 Week 1 drinking data 
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Table B2 Week 2 and 3 drinking data 
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Table B3 Week 4 drinking data 
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Appendix C: IACUC Approvals 

 

This appendix contains the USF Institutional Animal Care and Use Commission (IACUC) 

protocols under which the animal procedures in this dissertation were carried out. The various 

approval certificates and procedural changes are shown. 
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