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Abstract 

Artificial intelligence (AI) is growing rapidly in the accounting field as audit firms invest 

heavily in technology to enhance audit efficiency and effectiveness. Existing research reveals 

two contrasting behaviors: algorithm aversion, where individuals are reluctant to rely on 

algorithms even if their recommendations are equivalent to humans, and algorithm appreciation, 

where individuals excessively rely on AI without exercising professional skepticism. This study 

investigates whether auditors’ algorithm aversion can be mitigated through interventions of 

providing reliability information and transparency information (explainability) about the AI’s 

processes in order to enhance auditor reliance on AI tools. The results indicate that the 

participants were more inclined to rely on an AI tool when provided with reliability information 

of the tool’s historical performance. However, transparency of the AI process did not 

significantly increase reliance, likely due to low statistical power. Further analyses suggest 

confidence in AI and perceived evidence quality produced by AI partially mediate the relation 

between AI transparency and reliance of the AI tool. These findings suggest that audit firms can 

enhance auditor reliance on AI tools primarily through providing reliability information. 
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Chapter One: Introduction 

Big 4 accounting firms have invested over $9 billion in artificial intelligence (AI) and 

other advanced technologies since 2015, including extensive technical training to effectively 

implement them into audit work (Kapoor, 2020; Sutton et al., 2016). Practitioners have used AI 

to help identify areas of high risk of material misstatement, help analyze more complete data 

sets, and automate mundane tasks (AICPA-CIMA, 2022). Raschke et al. (2017) report that 

auditors have been increasing the use of AI to conduct bank inquiries, routine client matters, and 

highlight unusual transactions.  There have been mixed results in existing research on how 

individuals respond to advanced technologies like artificial intelligence (AI). Audit research 

suggests auditors exhibit distrust and are unwilling to rely on AI advice relative to human experts 

(Commerford et al., 2022). Conversely, organizational behavior and management literature 

demonstrate that individuals favor algorithmically generated advice over their human 

counterparts (Logg et al. 2019). Together, the distrust of and unquestioning trust in algorithms is 

called algorithm bias. While evidence suggests that individuals exhibit both aversion to or an 

appreciation of algorithms, we do not clearly understand the moderating conditions that trigger 

aversion or the mechanisms that induce algorithm aversion in accounting settings. To focus my 

investigation, I utilized an experimental study where an audit firm approved AI tool generates a 

material audit adjustment proposal, provides either reliability information, transparency 

information, or both reliability and transparency information, and measure the participants’ 

aversion to accepting the proposed audit adjustment. 
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In this study, I examine the role of moderating conditions and the mechanisms underlying 

algorithm aversion, specifically through the lens of a conceptual model of trust in automation 

proposed by Hoff & Bashir (2015). Their model is organized into three layers that specify 

various constructs explaining when trust in automation does and does not occur. Specifically, the 

three layers of trust in the Hoff & Bashir (2015) model are dispositional trust, situational trust, 

and learned trust. Trust in automation contains similar traits to interpersonal trust but has some 

unique dimensions. Based on a review of 127 studies, Hoff & Bashir (2015) assert that trust can 

be influenced by an individual’s unique traits and disposition, the environment in which the 

automation exists, and the perceptions of the system’s operation. Human factors research focuses 

mostly on the first two layers of trust (dispositional and situational trust), identifying personality 

traits, experience, education, external environmental conditions, and complex social processes as 

important factors affecting trust in those layers (Riedl 2022; Langer and Landers 2021; Makarius 

et al. 2020).  

The third layer of “learned trust” comprises different constructs of what influences 

humans to develop trust through repeated interactions with algorithms such as AI. Auditors 

interact with AI in various decision-making settings, and through these repeated interactions, 

they learn to trust (or not trust) AI. Generally, if these AI tools are deployed by the audit firm 

itself for use by its auditors in the field, this should be a strong signal of the tool’s implied 

reliability and competence. The audit industry has high levels of regulatory and compliance risk 

that result in considerable economic consequences for failing to address these risks 

appropriately. Given these risks, field auditors should reasonably believe that the deployed AI 

tool is of high quality and relying on it should enhance audit quality. However, recent accounting 

research indicates that auditors still exhibit aversion to AI tools even when their firm is the one 
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implementing the technology (Commerford et al. 2022). Thus, I specifically investigate potential 

mechanisms for mitigating auditors’ aversion in relying on firm-developed AI tools. 

Management research supports Hoff and Bashir’s (2015) framework, indicating that 

among the most important factors that shape human trust in automation is the transparency of the 

AI and its reliability, which are two elements within the learned trust layer (Glikson and 

Williams Wooley 2020).  In this study, I investigate the effects of these two constructs within the 

learned trust layer in terms of their influence on auditors’ reliance on AI. I define reliability as 

information regarding the proven consistency of the algorithm based on past (historical) 

performance. Reliability should influence the auditor’s judgment of the AI’s competence in 

completing the task because users can infer the system’s likely success rate. I define 

transparency as an explanation regarding the components, factors, and logic the algorithm uses to 

operate. Such information, when provided, should demystify the AI implementation, and 

enhance trust in the decision aid.  

Findings from prior information systems literature provide mixed evidence regarding the 

impact of reliability and transparency on users’ reliance on automation. De Vries et al. (2008) 

provide evidence that individuals tend to trust automation when the system is portrayed as an 

expert. Koustanai et al. (2012) and Wilkison et al. (2007) provide further evidence that training 

individuals about a decision aid’s reliability improves task performance. These three studies, 

while not in the accounting or auditing domain, support the notion that increasing reliability 

saliency of an AI tool should enhance reliance on it. However, Spain (2009) demonstrates that 

higher quality information made automation errors more salient, increasing distrust of 

automation. Within the auditing domain, Commerford et al. (2022) provide evidence that 

auditors inherently distrust AI compared to human counterparts. The apparent distrust or 
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aversion towards AI makes the effect of providing more information about the inner workings of 

AI or its purported reliability unclear about its influence on auditor behavior. These mixed 

findings underscore the need for additional research to better understand the factors that lead to 

increased or decreased reliance on AI. This study focuses on understanding how auditors react to 

this additional information regarding algorithm transparency and reliability.  

My study utilizes a 2x2 between-participants design where I examine the effects of 

algorithm transparency and algorithm reliability on the extent of auditor reliance on a firm-

provided AI tool. I manipulate my first independent variable, the algorithm’s reliability, by 

disclosing (or withholding) positive historical performance of the AI tool. I manipulate my 

second independent variable, algorithm transparency, by providing a feature-driven (more 

transparent) or a summary (less transparent) explanation of how the AI tool made its decision. I 

measure my primary dependent variable, the auditor’s reliance on the AI, by capturing the 

magnitude of a potential audit adjustment recommendation from an AI that participants would 

accept. Participants were provided with a client generated complex estimate and an AI-tool 

proposes a material adjustment to the client’s figure. The extent to which participants rely on the 

client’s (AI’s) estimate would indicate a lower (greater) reliance on the AI. Participants who 

exhibit lower (higher) reliance on AI would be associated with greater (lower) levels of 

algorithm aversion. I also employ two alternate dependent measures. The first is the likelihood of 

reliance on AI (Hodge et al., 2021; Ganbold et al. 2022) and the second is a composite reliance 

measure adapted from Parkes (2017). The likelihood of reliance measure asks participants how 

likely they are to rely on AI tools to make similar decisions. The composite reliance measure is 

based on six different questions that probe into the nuances of how an individual interacts with a 

decision aid. 
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Based on the Hoff and Bashir (2015) conceptual model of trust in automation, I predict 

that algorithm transparency and information about the algorithm’s reliability will have individual 

and interactive effects on auditors’ reliance on AI. Hoff and Bashir (2015) speculate that 

interactions occur between the factors within each layer. However, most of the studies they 

reviewed investigated the impact of either transparency or reliability information in isolation on 

algorithm reliance. Increased transparency and understanding of algorithms have inconclusive 

effects on how individuals identify biased procedures (Wang et al. 2020; Langer et al. 2018; 

Newman et al. 2020). The inability to appropriately identify biased algorithmic procedures can 

lead individuals to have a greater distrust of automation or increase “over-trust” of automation. 

These studies often focus on individual trust factors in automation without studying the potential 

interactive effects of providing information about reliability and transparency.  

I anticipate that providing transparency information will increase participants’ general 

understanding of AI, which will in turn increase reliance on AI. I also expect that providing 

evidence of the prior reliability of the AI will also increase reliance on the AI. However, I cannot 

predict whether the increase in reliance will differ between the two interventions. Reliability 

information should strengthen participants’ confidence, and likewise, transparency should 

increase participants’ understanding. Higher levels of confidence and understanding could lead 

to increased reliance on the AI system. However, there is no strong theoretical basis for 

predicting how both factors are perceived together. Thus, I state the following research question: 

Is there a joint effect of reliability information and transparency information on auditors’ reliance 

on an AI tool?  

The potential mechanisms underlying how increased transparency and reliability of 

information influence reliance on AI are important to capture. As potential mediators of the 



 
 

6 
 

relations between the manipulated factors and reliance on AI, I measure participants’ general 

confidence in AI and their confidence in AI’s ability to perform the specific audit task. I further 

measure the extent to which individuals followed the AI’s recommendation, altered their 

decision process, used the information provided by the AI, and if they followed the 

recommendations made by the AI tool. Finally, I will measure participants’ perceptions of the 

AI’s performance, credibility, and understandability as additional potential mediators. 

The study provides evidence that auditors, when provided with reliability information, 

increase their reliance on the AI tool. However, providing transparency information in terms of 

the detailed features of the algorithm does not significantly affect their reliance, which may be 

due to the low statistical power stemming from a small sample size. Process models offer some 

insight into why the transparency intervention did not influence the participants as hypothesized. 

Participants’ confidence in AI’s ability to perform the specific task positively influenced their 

reliance on the AI tool. Additionally, if participants perceived the quality of management 

evidence as higher, this belief was associated with a lower reliance on the tool. Conversely, if 

participants perceived the quality of AI evidence as higher, this belief was associated with 

greater reliance. When analyzing a mediation model regarding the transparency intervention’s 

relationship with confidence in AI and the moderating impact of the reliability intervention, all 

of the relationships to the reliance score within this model became insignificant. This finding 

signifies that that when presented with both the reliability and transparency interventions, the 

beneficial effects of specific task confidence in AI is weakened. 

My study makes three contributions to literature, practice, and regulators. First, my study 

will contribute to auditing research by improving our understanding of the mechanisms 

underlying algorithm aversion and by introducing the Hoff and Bashir (2015) framework as the 
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theoretical basis for understanding how algorithm aversion can be mitigated. As accounting 

firms continue to integrate AI into their processes, an increased understanding of algorithm 

aversion will help firms design AI aids in a manner that leads to an appropriate level of reliance 

on them. Accounting researchers are interested in better understanding the mechanisms that can 

potentially mitigate auditors’ bias against algorithms when such bias is unwarranted 

(Commerford et al., 2022; Zhang et al. 2022). My study also contributes to the information 

systems literature by adding to a growing stream of studies on algorithm aversion with evidence 

of the importance of algorithm reliability information and learned trust as mechanisms 

underlying algorithm aversion.  

Second, my study contributes to practice by providing insight into the mechanisms that 

threaten the effective use of AI tools and provides actionable interventions for firms to reduce 

such threats. Results from my study provide insight into the potential mechanisms underlying 

algorithm aversion and inform firms’ efforts toward improving auditors’ judgment and decision-

making processes related to AI. Specifically, the study results can inform audit firms to 

implement reliability information into their AI-based decision aids, allowing auditors to have 

more confidence in the ability of the AI system to arrive at its recommendations.  

 Lastly, my study contributes to regulators because as auditors increasingly use AI in 

their audits, algorithm aversion could negatively impact audit quality and the reliability of 

financial information disseminated to capital markets. While transparency-increasing 

mechanisms seem to not increase reliance in my study, results suggest that reliability information 

about AI-based aids could help increase trust and confidence in these aids when warranted. 

Further, an additional understanding of algorithm aversion can further direct regulators to better 

evaluate the appropriateness of auditors’ use of algorithms and emergent technologies. 
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Chapter Two: Theory and Hypothesis Development 

2.1 Algorithm Aversion and Appreciation 

Dietvorst et al. (2015, p. 114) define the algorithm aversion phenomenon as situations 

where “experts and laypeople remain resistant to using algorithms, often opting to use forecasts 

made by an inferior human rather than forecasts made by a superior algorithm.” Participants, 

across their experiments, preferred human-driven forecasts. The study suggests that two potential 

components of algorithm aversion are confidence and belief, referring to the degree of trust 

individuals place in models and the belief that algorithms are needed to make perfect forecasts 

while not extending the same expectation to humans. These findings from psychology literature 

tie well into the human factors literature on the perceptions of automation. My study further 

breaks down the concepts of “confidence” and “belief” by linking reliability information to 

confidence about the competence of the algorithm and transparency to understanding the 

algorithm’s processes. Investigating how the reliability of the system and the transparency of the 

AI’s processes influence auditors’ judgment and decision-making processes should reveal key 

mechanisms that could help improve auditors’ reliance on AI in an increasingly automated 

world.  

Recent accounting research indicates that algorithm aversion strongly influences 

professionals’ judgment and decision-making processes. Commerford et al. (2022) demonstrate 

that auditors prefer to rely on human advisors compared to AI. Auditors also display more 

algorithm aversion to subjective (estimate-based) advice than objective (concrete answer based) 

advice. Despite the same values provided by both the in-house human and the AI advisors, the 
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auditors relied more on management’s assertions when presented with a proposed audit 

adjustment by an AI advisor. Commerford et al. (2022) speculate that auditors viewed human 

advisors as more credible than AI advisors. The difference is amplified when the human source 

of information appears more credible than the AI. I extend their study by addressing these 

speculations by investigating the role of reliability and transparency. My study investigates the 

effects of informing auditors about the superior relative performance of AI over human 

counterparts in the past. Additionally, my study examines how auditors’ reliance on AI is 

impacted when detailed information about the AI tool’s processes is provided. These two factors 

can potentially help demystify the black box of AI and provide more confidence to auditors 

about the AI’s capabilities.   

Contrarily, studies in the organizational behavior literature provide evidence that 

individuals may over-rely on algorithms inappropriately. Individuals may not understand how 

the AI processes information, where the AI’s data source comes from, or potential biases in the 

AI’s training that may influence the perceived output (Castelo et al. 2019). Lee & See (2004) 

find that individuals over-trust the algorithms in a manner that exceeds AI-based systems’ 

capabilities, especially in conditions where the AI is highly reliable. Individuals using highly 

reliable automation tend to be less likely to detect automation failures (Parasuraman et al. 1997). 

In a study by Liel and Zalmanson (2020), gig platform workers conformed to erroneous 

algorithm-generated advice even when the correct task outcome was relatively easy to judge. 

These tasks were simple perceptual judgment tasks, and the gig workers seemed to rely on the 

algorithmically generated answers more than crowd-sourced opinions. While auditing is not a 

simple perceptual task, staff and senior auditors may feel strong external pressure to conform and 
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may be also influenced by budgetary pressures leading them to blindly accept an algorithm’s 

generated evidence. 

Logg et al. (2019) acknowledge that while many people exhibit algorithm aversion, 

individuals exhibit algorithm appreciation in certain conditions and contexts. Multiple 

experiments provide evidence that individuals preferred the algorithm compared to a human 

when provided with the same information. Their experiments covered objective situations 

(predicting weight or age) and subjective situations (predicting song recommendations or 

romantic attraction). The one case in their study where participants displayed algorithm aversion 

was academic researchers who attempted to predict the results of the romantic attraction 

experiment in which an algorithm offered to help the user find a partner. Academics seemed to 

be skeptical of the algorithm’s ability to find a romantic partner and chose to not interact with the 

algorithm. Logg et al. (2019) suggest that algorithm appreciation is stronger among laypeople 

but still exists among experts, albeit to a lesser extent. Auditors act as experts within their field, 

which may decrease the potential effects of algorithm appreciation.  

However, the complex judgments and decision-making processes that auditors engage in 

may lead to an opposite set of behaviors exhibited by the participants in the Logg et al. (2019) 

study. Specifically, auditors are trained to apply professional skepticism when they analyze audit 

evidence and tools. AS 1015.07 defines professional skepticism as “an attitude that includes a 

questioning mind and a critical assessment of audit evidence” (PCAOB Release No. 2022-002). 

Therefore, auditors who exercise professional skepticism should accept audit evidence only after 

careful and deliberate scrutiny. Algorithm appreciation is a form of bias suggesting that 

individuals do not exercise their due diligence or critical assessment of the algorithm, leading to 

an overreliance on the algorithm beyond its capability.  



 
 

11 
 

Existing accounting research tends to support the notion that auditors do not exercise 

algorithm appreciation but exhibit algorithm aversion (Commerford et al. 2022; Hodge et al. 

2021; Ganbold et al. 2022). Algorithm aversion is a form of bias that manifests when individuals 

discount algorithms and do not rely on properly functioning algorithms when they should. Both 

researchers and practitioners must understand the mechanisms contributing to algorithm aversion 

to promote auditors’ appropriate use of algorithms to enhance audit efficiency and effectiveness. 

One of the potential methods of understanding the relationship between auditors and adopting AI 

technology is examining their trust in AI. 

 

2.2 Hoff & Bashir Three-Layer Trust in Automation Model 

Hoff & Bashir (2015) develop a three-layer trust in automation model, demonstrating that 

trust in automation is directly related to reliance on automation. Their framework is formed from 

three main trust layers: dispositional, situational, and learned (see Figure 1). Dispositional trust 

describes an individual’s inherent tendency to trust in automation. Situational trust describes the 

external influences (such as environmental conditions) and internal, context-dependent 

characteristics (such as experience with technology) of individuals. The third layer is learned 

trust, which describes how an individual evaluates a system from past or current experiences 

with technology. Each layer of trust operates independently of the other and contains different 

components, factors, and influences on the variability of trust. Dispositional trust is difficult to 

influence or change because personality traits are relatively stable and invariant (van Dongen and 

van Maanen 2012; Parkes 2017; Makarius et al. 2020).  

Prior information systems and management research mostly manipulated the context and 

traits of the algorithm itself, which pertains to situational trust (Kaplan et al. 2001; Alvarado-
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Valencia and Barrero 2014; Langer and Landers 2021). Learned trust allows us to understand the 

underpinnings of individual thinking without delving into the difficulty of measuring human 

personalities or changing the algorithm itself. Thus, I focus on the layer of learned trust in 

investigating potential mechanisms of mitigating algorithm aversion. Figure 1 depicts the 

relationship between these three layers of trust as explained in Hoff & Bashir’s framework. 

                
 
  
 

              
                
                
                
                
                
                
                
                
                
                
                
                
                
                
                
Figure 1. Layers of Trust in Automation       

Adapted from Hoff & Bashir (2015)         
 

In Figure 2, my adaptation of their specific framework of the learned trust layer 

demonstrates the two factors I investigate. Users’ pre-existing knowledge impacts their initial 

reliance strategy before interacting with the algorithm. The difference between learned trust in an 

individual’s experience and learning through external information is that the former is generated 

through internal experiences, while the latter is generated through external factors. An individual 

may trust their internal processes more than external information, or, if in a situation where the 

individual is not confident or familiar with the subject, they may place more weight on external 
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information. Most accountants are not trained in the complex mathematical and computer 

science methodologies required to comprehend how AI operates, potentially creating an 

environment where they do not understand the fundamentals of AI, its capabilities, or its limits. 

The reliability information speaks directly about the system’s capabilities, while the transparency 

information reveals information about how the system works. Both influence a user’s reliance 

strategy and should affect their level of learned trust in the system. 

                
 
  
 

              
                
                
                
                
                
                
                
                
                
                
                
                
                
                
                
Figure 2. Factors of Trust in Automation       

Adapted from Hoff & Bashir (2015)         
 

Transparency involves providing users with greater information regarding how the AI 

operates. I operationalize the concept of transparency by providing participants with an 

explanation of the AI model. Demystifying the AI with details regarding the explicit model, 

factors, and its processes can aid users in understanding the capabilities and context in which the 

AI can appropriately function. With this increased understanding, auditors theoretically can 

improve appropriate reliance on AI by knowing when the factors, process, and model match their 
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data and informational needs. Likewise, through interacting with the AI and learning about its 

reliability, auditors can be exposed to the system’s performance capabilities and observe how 

well it has functioned in the past. Objective details such as the performance history of the AI 

across several past engagements can help build confidence in auditors about the AI’s ability to 

continue performing the task well.  

To summarize, the interaction between trust and algorithm bias involves several factors, 

some of these being: reliability, perceived competence of the algorithm, and its transparency or 

understandability. These factors can either positively or negatively affect reliance on algorithms. 

For instance, if individuals perceive an algorithm as more competent than humans, their trust in 

the algorithm increases. Conversely, perceiving the algorithm as less competent than humans 

diminishes trust. Furthermore, misunderstanding an algorithm can lead to divergent outcomes. 

On one hand, some may infer from the algorithm's complexity that its processes are superior, 

thereby increasing trust. On the other hand, others might view this complexity as overly risky, 

reducing their trust. The intent of integrating algorithms extends beyond eliciting appreciation or 

aversion; the goal is to achieve calibrated, appropriate reliance. This “calibration” ensures that 

the algorithm is integrated thoughtfully into judgment and decision-making processes. 

Measuring proper calibration of an AI tool for a subjective and complex estimate is extremely 

difficult, and as such, this study only investigates the algorithm aversion aspect of algorithm 

bias. Regardless, the concept of calibration is worth discussing to better understand the context 

and other concerns involving algorithm bias. 

Calibration describes the relationship between an individual’s trust in automation and the 

automation’s capabilities (Lee and See, 2004). When calibration is perfect, individuals will trust 

automation to the exact capabilities of an algorithm. Additionally, an individual’s use of a system 
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“will be better… when one’s trust is well calibrated to the actual trustworthiness of the system” 

(Seong & Bisantz, 2008, p. 611). Accountants, especially auditors, are expected to use their 

training to exercise professional skepticism and evaluate information critically. If accountants 

display algorithm appreciation, they may not be able to identify mistakes from an AI tool due to 

over-reliance when not warranted. However, if accountants display algorithm aversion, they may 

lose potential efficiency and effectiveness gains because of under-reliance on the AI tool. These 

two types of biases reflect both the risk of not catching errors generated by the AI tool as well as 

wasting spurning improved audit quality offered by the decision aid. Implementing different 

interventions to counteract algorithm aversion could help improve accountants’ judgment and 

decision-making processes. 

From the Hoff and Bashir (2015) conceptual model, it can be inferred that trust in 

automation has an inverse relationship with algorithm aversion. The higher an individual’s trust 

in automation, the less the individual will display a negative bias toward automation. At the 

extreme however, individuals may display too much trust in automation, leading them to rely on 

it without appropriate professional skepticism. Auditors face potentially high litigation and 

regulatory risks, translating into severe negative consequences if they blindly rely on audit 

evidence without evaluating its sufficiency and appropriateness. Lowe et al. (2002) provide 

evidence that jurors found auditors more responsible for errors when they overrode a highly 

reliable decision aid. Audit firms would likely only implement AI technology if it was highly 

reliable, thus exposing auditors to more responsibility and blame if they overrode the system. 

Too much trust in technology may lead to over-acceptance, while too little trust may lead to 

under-acceptance. Reliability and transparency of the AI’s process help improve an individual’s 
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understanding of the algorithm and their confidence in the algorithm’s capabilities to perform the 

assigned task. 

 

2.3 Reliability  

Accounting research has investigated how decision-aid reliability influences 

professionals’ judgment and decision-making processes. Providing explicit information about 

reliability has yielded mixed effects on reliance (Gomaa et al. 2011; Alvarado-Valencia and 

Barrero 2014; Commerford et al. 2022). However, explicit information about reliability is 

designed to increase trust between the user and the system (Kaplan et al. 2023). My study further 

investigates whether providing reliability information increases reliance on AI through a 

mechanism of increased trust.  

Explicit reliability information has produced mixed results on how individuals rely on 

algorithmic decision aids. Users seem to increase reliance on financial decision aids as the 

reliability increases (Gomaa et al. 2011). However, once the reliability reaches a certain point, 

the individuals wholly rely on the decision aid instead of constructively evaluating its advice. 

This can be problematic, especially as it could lead to failure to detect algorithmic errors (Lee 

and See 2004). Perceived poor system performance increases aversion, while positive historical 

performance increases trust in the system (Alvarado-Valencia and Barrero 2014).  

AI in auditing should be inherently highly reliable if public accounting firms implement 

them due to the highly regulated and litigious environment they function in. Despite this, 

auditors vastly preferred human valuations over AI-generated valuations, even when the AI-

generated valuations were more credible and an approved source of audit evidence (Commerford 

et al. 2022). These mixed findings about how individuals interact with algorithms with explicit 
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reliability underscore the need for additional research on how and when information about 

explicit reliability could help mitigate algorithm bias in an auditing setting. 

Finally, auditors are subject to external pressures such as time and budget pressures, 

litigation risk, and the requirement to justify decision aid reliance (Ashton 1990; Lowe et al. 

2002; Gomaa et al. 2011; Jung and Seiter 2021). Auditors face considerable external pressures 

during an audit engagement, as managers and partners create time- and financial-based 

incentives to work quickly to stay under budget. Ashton (1990) demonstrates that justification 

and financial incentives negatively affect the use of decision aids. However, in the Ashton (1990) 

study, the aid was only 50 percent reliable, providing users with a tool that was no better than 

guessing. Time pressure strongly affects the use of decision aids and seems to mitigate algorithm 

aversion (Gomaa et al. 2011; Jung and Seiter 2021). Additionally, users who viewed the decision 

to use the aid as more internally motivated than externally motivated displayed higher levels of 

reliance (Kaplan et al. 2001). The audit field is characterized by many external pressures 

(budgets, time constraints, working with teams, and short engagement periods), which could lead 

to an over-reliance on AI even when not appropriate. This over-reliance may cause auditors to 

not exercise appropriate professional skepticism and fail to detect algorithmic errors.  

Historical performance is a prime factor underlying a system’s reliability, which refers to 

“the consistency of an automated system’s functions,” and is a critical antecedent of trust (Hoff 

and Bashir 2015, 424). An individual’s trust can be strengthened through consistent evidence of 

positive results, leading to improved reliance on the system. However, prior studies on the role of 

reliability in increasing reliance on automation have yielded inconclusive results. Even when the 

perceived performance difference between the system and humans is insufficient, users still 

prefer the human counterparts despite any advantages automation offers (Bigman and Gray 
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2018; Longoni et al. 2019). Thus, even when presented with reliability information, individuals 

may prefer their own perceptions of the automations’ credibility and capability. Notably, in the 

Bigman & Gray (2018) study, even when automation held a clear advantage in the decision-

making process of a moral issue, more than a quarter of participants still preferred the human 

counterpart. Bigman & Gray (2018) further suggest that limiting the automation to an advisory 

role increased the participants’ reliance on the automation. Thus, even when explicit emphasis is 

placed on automation’s superior performance in subjective tasks, individuals may prefer to use 

human judgment, perceiving an inherent limitation in an algorithm’s ability to make nuanced 

decisions without concrete data. 

By examining this dynamic through the lens of learned trust and positioning AI as an 

advisor, this study aims to delve deeper into how auditors perceive AI as a decision-making aid. 

Auditors, often facing extreme external pressures of time and budgetary constraints, may find 

themselves either over-relying on AI or defaulting to their own judgement over a perceived 

unreliable aid, potentially leading to suboptimal decisions. Such external pressures can cause 

individuals to prefer their own judgment over a perceived unreliable aid, potentially leading to a 

suboptimal decision. Conversely, excessive trust in a highly reliable aid could result in 

overlooking errors a decision aid generates (Ashton 1990; Gomaa et al. 2011; Lee and See 

2004).  Providing auditors with historical performance information is posited to enhance their 

trust in the AI system’s capabilities, thereby promoting an appropriate level of reliance on the 

tool. Reliability information aims to balance auditors’ reliance on AI, ensuring that auditors’ 

choice to rely on the AI tool aligns more closely with the system’s demonstrated reliability, 

rather than being swayed unduly by external pressures or inherent biases. 

 



 
 

19 
 

                  

                  
 
  
 

                
                  
                  
                  
                  
                  
                  
                  
                  
Figure 3. Hypothesized Process between Reliability Mechanism and Reliance 
                  

 

To summarize, the presentation of reliability information is expected to enhance an 

individual’s trust in the AI tool’s ability to function effectively, as supported by Dowling & 

Leech (2007), Solberg et al. (2022), and Kaplan et al. (2023). This trust is anticipated even when 

participants are not personally familiar with the tool, as the external validation of its positive 

historical performance can instill confidence in the AI’s expertise. If the mechanism functions as 

anticipated, the expectation of consistent performance should strengthen trust in the AI tool, 

subsequently leading to greater reliance on it. Figure 3 illustrates the hypothesized process by 

which historical reliability information influences reliance. Building on this discussion, I propose 

that auditors who are informed about the AI tool's reliability will be more likely to rely on the 

system's recommendations than those who have not been provided with such information. Figure 

4 graphically depicts the hypothesized relationship The hypothesis is formally stated as follows:  

H1:  Participants provided with information about the high historical accuracy of 
the AI tool will exhibit greater reliance on the AI’s suggested output relative 
to participants not provided with the same information. 
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Figure 4. Hypothesized Simple Effect of Reliability Information 
              

 

2.4 Transparency 

I rely on the definition of transparency as “the inner workings or logic [used by] the 

automated systems are known to human operators to assist their understanding about the system” 

(Seong & Bisantz, 2008, p. 611). Specifically, I operationalize the concept of transparency 

through providing additional explainability to the algorithm’s process. Hoff & Bashir (2015) 

discuss several research studies that provide cognitive feedback and performance feedback about 

the system’s performance with the label of increased transparency. I believe that one of the 

fundamental underpinnings of this concept means that transparency (explainability) leads users 

to have an increased understanding of the system they are interacting with. The increased 

understanding leads to increased confidence and trust, which in turn increases reliance on the 

system. 
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Libby & Luft (1993) provide a framework that explains how knowledge is a key piece of 

an individual’s performance. They state that “much of experienced decision makers’ advantage 

lies in their larger knowledge store and, more importantly, the manner in which they organize 

their knowledge so that it can be effectively brought to bear on the problem” (Libby & Luft 

1993, p. 429). Accounting information systems are often designed to leverage expert knowledge 

structures by constructing expert systems to assist users. At a meta level, accounting research has 

investigated how learning about expert systems can potentially improve individual judgment and 

decision-making processes with the idea that knowing how expert systems function can help 

users learn better. However, these studies have yielded mixed results. Steinbart and Accola 

(1994) find that providing explanations for how the process of the expert system did not improve 

individual performance, increase learning, or increase user satisfaction. Another study suggests 

that including declarative expert system explanations improved individual learning, while 

procedural explanations did not affect the learning process (Smedley and Sutton 2004). My 

transparency intervention seeks to provide participants with an opportunity to learn about the 

AI’s processes and logic, which is a form of a procedural explanation.  

Transparency into an algorithm’s processes is often obscured—intentionally or 

accidentally (Langer and Landers 2021). Intentional obscurity may be employed as a 

management tactic to induce compliance (Schlicker et al. 2021), while unintentional or partial 

obscurity seems to have an aversion-inducing effect (Shin and Park 2019). Shin and Park (2019) 

observed that individuals often react negatively when they perceive the inputs or factors of 

automation as outside their locus of control, leading to a decreased reliance on the system. 

Furthermore, complex algorithms can diminish reliance, especially when they outperform 

humans, as individuals may believe the human recommendation process more comprehensible 
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than the algorithm recommendation process (Yeomans et al. 2019). They further speculate that 

an algorithm's accuracy or reliability is insufficient to increase reliance—the users must be able 

to understand the process to trust in the system's capabilities.  

Based on this understanding, algorithm transparency offers crucial information to users 

that can foster appropriate trust in algorithms by enhancing understanding of how the system 

operates, particularly within contexts where reliance is deemed appropriate. Transparency serves 

as a potential prerequisite to learned trust and affects how the auditor understands the AI’s 

processes. A lack of insight into algorithm’s inner workings can lead to “misuse, disuse, and/or 

abuse” (Hoff & Bashir, 2015, 422). By clarifying or reducing the uncertainty associated with 

using an AI model, transparency can mitigate these risks (Bhatt et al., 2021). As a form of pre-

existing knowledge within the framework of learned trust, an individual’s deeper greater 

understanding of how an algorithm operates is theorized to lead to a greater reliance on the 

system. Thus, enhancing algorithm transparency not only demystifies the AI’s processes but also 

bridges the gap between user trust and AI capabilities, which potentially increases the effective 

use of the system. 

Detailed explanations of an algorithm provide insight into how it processes information, 

which could help individuals understand the process and help to calibrate their expectations of 

how well the algorithm can and should perform (Dzindolet et al. 2003, Seong & Bisantz, 2008). 

Improving auditors’ understanding of the AI’s processes should improve reliance on AI systems, 

contingent on the explanations being sufficient to clarify the system’s inner workings. However, 

if the detailed explanations create confusion, complexity, or cause the problem to seem like it is 

more difficult, the additional transparency may lead to decreased reliance.  
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To further delve into algorithm transparency, this study draws on the "Explainable AI" 

(XAI) literature, which seeks to clarify the rationale behind algorithmic decisions (Van Lent et 

al., 2004; Biran & Cotton, 2017; Molnar, 2021). Recent auditing literature provides a framework 

of different types of XAI that can enhance accountants’ understanding of algorithms.  According 

to Zhang et al. (2022), XAI techniques primarily fall into two categories: post-hoc and ex-ante. 

Post-hoc techniques retrospectively analyze an AI’s operation, employing complex mathematical 

models like Partial Dependence Plots or example-based methods such as counterfactual 

explanations. These methods require large data sets with historical information to validate and 

verify the AI’s processes.  

Zhang et al. (2022) utilized these post-hoc methods in their exploration of financial 

restatements as indicators of audit quality, marking a significant step in employing AI to identify 

determinants of such quality. This approach mirrors traditional auditing research, which has 

extensively examined elements like discretionary accruals (Jones, 1991; DeChow et al., 1995) 

and real earnings management (Roychowdhury, 2006; Kothari et al., 2016) to assess factors 

leading to financial restatements. These research studies investigated various aspects of financial 

statements to determine which financial statement items correspond with restatements as a proxy 

for audit quality. These studies all use prior historical information to back into these factors, 

including the XAI models. Zhang et al. (2022) provide substantial evidence that AI can perform 

these same investigations and that various post-hoc techniques can be leveraged to understand 

how the model arrived at its conclusions.  

The complement to post-hoc analysis in Explainable AI (XAI) is ex-ante techniques, 

which prioritize interpretability by detailing the model's functions and decision-making 

processes upfront. These techniques range from straightforward models like linear regressions 
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and decision trees, designed to demystify the AI's information processing and output derivation, 

to more intricate systems like neural networks, aimed at clarifying the determinants of the 

model’s decisions. In the context of audit procedures that incorporate AI tools during fieldwork, 

auditing standards mandate the substantiation of these tools both as audit evidence and within 

audit documentation. This requirement underscores the importance of a clear understanding of 

the AI models, ensuring that auditors can confidently rely on these tools in compliance with 

regulatory expectations. 

Zhang et al. (2022) further explain the role of feature-driven explanations in adhering to 

auditing standards, such as AS 1105 and AS 1215. First, they highlight the necessity for auditing 

firms to precisely identify and document the critical features influencing the AI model's 

predictions. This clarity not only enhances understanding of the model's prioritized factors but 

also equips auditors with the justification needed for employing these factors in predictive 

analyses. Second, explaining the directional impact of these features on outcomes deepens 

insights into the causality within the AI's processing, shedding light on how input variables 

influence the final decision. Third, by detailing the operational mechanics of the AI model, such 

documentation demystifies the "black box" nature of AI, offering a clearer approximation of its 

functionality. Lastly, understanding the potential modifications in outcomes based on changes in 

features underscores the dynamic nature of AI decision-making.  

 In essence, the explicit variable inputs, or features, serve as the foundation for the AI's 

decisions. Providing auditors with this detailed knowledge fosters the benefit of an enriched 

understanding of the AI processes. This enhanced comprehension is pivotal in demystifying AI 

operations, potentially increasing auditors' reliance on the tool, as evidenced in Figure 5.  
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Figure 5. Hypothesized Process between Transparency Mechanism and Reliance 
                  

 

By furnishing participants with specific insights into the variables that influence the AI 

tool's decisions, this study investigates whether feature-based explanations amplify the 

understanding of AI's workings. A heightened understanding, in turn, is hypothesized to foster 

increased reliance on the AI tool relative to conditions offering merely a summary overview of 

the algorithm's processes. Figure 6 depicts the hypothesized effect and the hypothesis is formally 

stated as follows:  

H2:  Participants provided with a feature-driven explanation about the AI’s 
implementation of firm-approved methodologies will exhibit greater 
reliance on the AI’s suggested output relative to participants provided with 
only a summary explanation. 
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Figure 6. Hypothesized Simple Effect of Transparency Information 
                

 

2.5 Interactive Effects of Reliability and Transparency on Reliance 

While theory supports the predictions of increased reliance on AI through the increased 

informational value of historical performance and increased understanding and transparency of 

the AI’s processes, it is unknown how these two mechanisms will interact. Hoff & Bashir (2015) 

explain transparency as increased understanding of a system’s reliability but also label the 

system’s reliability as a distinct variable affecting an individual’s learned trust. Reliability 

information has a direct impact on an individual’s trust of a system while transparency about a 

system’s processes helps to increase a user’s understanding of the system, which in turn should 

increase reliance. While reliability may have a greater impact on reliance as a first order effect 

compared to transparency’s influence on reliance through understanding as a second order effect, 

prior research and theory do not predict which intervention would have a stronger impact on 

users of automation. Therefore, I pose the following research question.  



 
 

27 
 

RQ1: Will there be a difference in the extent of reliance on the AI’s suggested 
output between participants receiving only high historical accuracy 
information and participants receiving only information about the AI’s 
implementation of firm approved methodologies? 

Task and individual characters also significantly affect how users approach algorithms. 

Auditors often face complex tasks requiring appropriate expertise to perform their duties. Public 

accounting firms address this need by specifically assigning tasks to roles, making sure that 

complex tasks are performed by staff with sufficient experience. However, task complexity and 

user expertise seem to be fully mediated by task difficulty (Parkes 2017). When there is an 

increase in task complexity, users perceive it to be more difficult instead of more complex. 

However, increasing expertise decreases the perception of the task’s difficulty. If AI tools are 

viewed as experts, then explicit information about reliability should increase the perceived 

competence of the algorithm. Additionally, auditors seem to strongly prefer a familiar and 

understandable process, especially for complex tasks (Commerford et al., 2022).  

Considering the above literature review and hypotheses development, introducing 

transparency and reliability should increase reliance. An increase in transparency also increases 

understanding of the system. Auditor expertise should allow them to believe in the process of AI. 

Additionally, if the AI process uses similar weights and factors to the human decision-making 

process, that may increase potential familiarity with the process of the complex judgment. 

Increasing explicit information about the reliability of the AI should increase trust, thus allowing 

auditors to have confidence in the competency of the AI. However, these two variables may have 

a crowding out effect. Figure 7 depicts a graphical representation of RQ1 and RQ2. Positive 

historical performance and increased understanding of the system could have an additive or 

substitutive effect on user’s reliance of the AI tool. Since there is not a strong theoretical basis to 

predict an additive effect, I pose the following research question. 
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RQ2:  Will the extent of reliance on AI differ for participants provided with 
information about both high historical accuracy and information about the 
AI’s implementation of firm-approved methodologies relative to 
participants provided with information about each type information 
independently? 

                

  
 
  
 

            
                
                
                
                
                
                
                
                
                
                
                
                
                
                
                
Figure 7. Research Questions and Interactive Effects of Factors of Trust 
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Chapter Three: Method 

 

3.1 Initial Pilot Study 

 I ran a pilot study to gather initial data and provide proof of concept for the main study. 

36 auditing undergraduate students and two professionals took the initial study. About 45 percent 

of the participants identified as female and 55 percent were under the age of 26. The participants 

were presented with background information, an initial demographic question set, the case data 

adapted from Commerford et al. (2022), and then concluded the study with a post-experimental 

questionnaire. The pilot study yielded evidence in support of the notion that individuals who 

receive reliability information about an AI tool rely more on its generated estimate relative to 

those who did not receive the same information (p = .027). However, there was no evidence 

indicating that transparency influenced the participants to alter their reliance on the AI tool (p = 

.467).  

 Based on findings from the initial pilot study, three changes were made to the instrument 

for the main study. First, the overall length of the instrument was shortened as the average time 

to complete the pilot study was longer than 30 minutes. Recruiting practitioners is expensive and 

difficult to achieve, especially when professional accountants have busy seasons around the end 

of the calendar year. By shortening the instrument to an average of 30 minutes, I hoped to 

increase my likelihood of recruiting practitioners by providing a reasonable compensation for 

their time of about $50 per hour. Second, the transparency intervention did not seem to be salient 

to the participants. As a result, a secondary pilot study was launched online via CloudResearch to 
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gauge the effectiveness of different algorithm explanation types. Third, I added a dichotomous 

variable for the transparency manipulation check. The XAI feature-driven explanation involves 

explicitly providing factors and variables that the AI tool uses to arrive at its decision. To ensure 

the saliency of the manipulation, I directly ask the participants if the study provides this 

information. Originally, the transparency manipulation check only involved measuring pre- and 

post- understanding of AI models and calculating the difference between the two. However, this 

measure captures the intended effect of understanding, which may or may not include the 

participants’ direct realization of the provided intervention. 

 

3.2 Secondary Pilot Study 

 For my subsequent pilot study, I aimed to refine the transparency intervention, given its 

lack of validation and significant impact on reliance in the initial pilot. To this end, I designed a 

vignette about a credit card application process facilitated by an artificial neural network (ANN) 

intending to compare different transparency explanations. This study employed a 4 x 1 design 

manipulating the transparency explanation across four distinct levels: a strictly academic 

description of ANN, a process-oriented description of the ANN, an XAI-informed feature-driven 

explanation, and feature-driven approach with percentage weights to indicate factor importance. 

The selection of these explanation types was informed by the initial pilot study’s outcomes and a 

review of XAI literature, which suggests varying effects of explanation types on user behavior. 

The academic and process approach served as the initial interventions, focusing on general 

model understanding and detailed process insight, respectively. The feature-driven explanations, 

both with and without weights, were introduced to assess the balance between understandability 
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and detail sufficiency, as these aspects have been highlighted as influential in explanation 

effectiveness (Hoffman et al., 2018; Zhang et al., 2022).  

To evaluate the effects of these four alternative transparency explanations, I recruited 101 

participants from the CloudResearch survey website, focusing on their transparency and 

information content in an AI model explanation. My dependent variable was measured using an 

11-point Likert scale, gauging perceptions of transparency, anchored on “Not Very Clear” and 

“Very Clear”. Additionally, I assessed participants’ perception of how informational the model 

explanation was. The goal was to distinguish between the clarity of the explanation (i.e., 

transparency) and the richness or utility of the information provided (i.e., informational). The 

distinction is crucial to ensure that I captured the participants’ understanding of the model—

reflecting transparency, versus their perceptions of the explanation’s utility—indicating 

information content. 

The analysis revealed that the participants preferred the feature-driven explanation 

significantly to the academic explanation (p = .050). While the overall model achieved marginal 

significance (p = .086), the comparison between the other conditions did not display a significant 

difference in transparency ratings. Interestingly, the ratings for informational content did not 

vary significantly across any of the conditions, indicating that the study successfully 

differentiated between the understandability of the explanations and their perceived usefulness.  

These findings led to a strategic adaptation of my original transparency intervention of 

shifting to reflect the XAI feature-driven approach that emphasizes the importance of 

highlighting which variables and factors the AI tool used in its decision-making process and 
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output. This adaptation aims to enhance the transparency manipulation by providing feature-

driven explanations to improve the clarity of how the AI model operates. 

 

3.3 Participants 

The main study recruited 39 students from a graduate auditing course at a large public 

university in the southern United States and 40 professionals from the university’s alumni 

association and advisory board, and the researcher’s own professional network. About 31 percent 

of participants identified as female and 62 percent were under the age of 26. The average 

external audit experience was 27.5 months, the average internal audit experience was 8.6 

months, and the average professional experience was 63.4 months. These descriptive statistics 

are broken down by condition in Table 1. 

            
Table 1   

Demographic Descriptive Statistics    
            
  Experimental Condition   

Mean  
(St. Dev) 

Base 
(n = 12) 

Reliability  
(n = 18) 

Transparency 
(n = 12) 

Transparency-
Reliability 

(n = 10) 
Total 

Age (% <Age 26) 58% 63% 67% 80% 62% 

Gender (% Female) 25% 19% 25% 60% 31% 

External Audit 
Experience a 

29.7 23.2 31.5 28.0 27.5 
(42.7) (27.5) (69.0) (43.8) (45.0) 

Internal Audit 
Experience a 

8.2 11.0 13 0 8.6 
(20.5) (21.7) (33.1) (0) (22.4) 

Prof. Accounting 
Experience a 

43.3 61.9 82.9 66.8 63.4 
(58.1) (70.4) (113.2) (86.6) (81.6) 

a Experience measured in months.   
* None of these cells are significantly different from one another.   
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 Of the professional participants, 25 of the 40 were manager-level or higher within their 

firm. Specifically, 11 of these individuals were either directors, partners, or c-suite executives. 

Professionals who were certified mostly held CPA licenses (19), but some of the individuals also 

held CISA (2), CFE (1), CMA (1), and EA (1) certifications or licenses. 

 

3.4 Independent Variables 

The study involves a 2x2 between-participants design experiment where the manipulated 

variables are the historical performance of the AI (between-participants; present or not present) 

and the explanation of the AI’s processes (between-participants; summary or feature-driven). I 

describe the performance of the AI relative to human performance rather than stating the 

accuracy level of the AI in absolute terms. If one were to state the accuracy level of the AI, the 

error rate would also be implicitly stated (unless the AI accuracy level was set to 100 percent, 

which is unrealistic). Dietvorst et al. (2015) noted that individuals are particularly sensitive to 

algorithmic error rates. These individuals who are made aware of algorithmic errors are prone to 

algorithm aversion. Auditors also seem to judge algorithmic errors more harshly than human 

errors (Commerford et al., 2022). Therefore, the error rate is not explicitly stated to avoid 

inadvertently triggering algorithm aversion.   

 

3.5 Dependent Variables 

The main dependent variable of interest is the extent to which the participant relies on the 

AI tool’s estimation, or the reliance score. The reliance score is calculated as the audit 

adjustment proposal divided by the recommended audit adjustment by the AI tool. Scaling the 

reliance score does not change the variation with the variable, but it does allow for an easier 
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interpretation of the measure. The possible values of the scaled score would range between zero 

and one.   

𝑅𝑒𝑙𝑖𝑎𝑛𝑐𝑒 𝑆𝑐𝑜𝑟𝑒 =  
𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡 𝐴𝑢𝑑𝑖𝑡 𝐴𝑑𝑗𝑢𝑠𝑡𝑚𝑒𝑛𝑡 𝑃𝑟𝑜𝑝𝑜𝑠𝑎𝑙

𝐴𝐼 𝑇𝑜𝑜𝑙 𝐴𝑢𝑑𝑖𝑡 𝐴𝑑𝑗𝑢𝑠𝑡𝑚𝑒𝑛𝑡 𝑅𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑎𝑡𝑖𝑜𝑛
 (1) 

The maximum amount the participants can propose as an audit adjustment is $20 million. 

The bank management proposes a $0 audit adjustment. The reliance score would be calculated as 

the participant’s proposed estimate divided by the total possible adjustment. A $10 million 

adjustment would signify that the participant relies equally on management’s assertion and the 

AI tool’s assertion, resulting in a 0.5 score for reliance. A $5 million adjustment would signify 

that the participant relied more on the management’s assertion and would result in a 0.25 score 

for reliance. A $15 million adjustment would signify that the participant relied more on the AI 

tool and would result in a 0.75 score for reliance.  

The next dependent variable of interest is a composite reliance measure based on a set of 

post-experiment questions designed by Parkes (2017). Accounting research has several different 

methods of measuring reliance on decision aids, including measuring users’ agreement with the 

aid (Hampton 2005), directly asking about their reliance on the aid (Madhavan and Weigmann 

2007), and the likelihood of relying on the aid in the future (Hodges et al. 2021; Ganbold et al. 

2022).  

Rose (2002) notes that measures specifically asking about a user’s reliance on an aid 

potentially fail to grasp important constructs that drive a user’s reliance, including prior 

knowledge, confidence, influence on decision strategy or decision process, user preference (Ye 

and Johnson 1995), decision aid design (Eining et al. 1997), and potential forced reliance 

(Kachelmeier and Messier 1990; Glover et al. 1997). Parkes (2017) constructs a combined 

measure of factors that lead to reliance on technology, including the use of the system in 
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decision-making, the weight given to the DA recommendation, the degree of following 

recommendations by the DA, integration of DA output (altering decision-making process), use of 

DA outputs, and if users followed the aid’s recommendations (if different than the user’s 

personal opinion). Each factor captures a vital task or individual characteristic that a single 

measure may fail to capture. These questions were adapted to be specific to the participants’ 

perception of the AI tool’s usefulness. 

I convert Parkes’ reliance constructs into equivalent statements that address various 

facets of reliance on the AI tool. The first statement attempts to capture how much participants 

use the AI tool in their decision-making process. The second statement tries to capture how much 

weight, or importance, the participants assigned to the AI tool. The third statement captures to 

what degree the participants followed the AI Tool’s estimation. The fourth statement asks the 

participants how much they integrated the output of the AI tool into their judgment and decision-

making process. The fifth statement simply asks about how much the participant used the AI tool 

output. The last statement asks the participants if they followed the AI tool’s estimation, even if 

they disagreed with it personally. The scores of each of these statements were averaged together 

to create the composite reliance measure. The Cronbach’s alpha coefficient for the participants’ 

responses to these statements was greater than 0.80, indicating internal consistency, and suggests 

that the set of questions for the composite score was reliable (Cronbach Alpha = 0.913).   

Participants were asked explicitly about their likelihood of relying on the aid for two 

reasons. First, the question acted as a robustness check, which matches other current accounting 

research on reliance on AI (Hodges et al. 2021; Commerford et al. 2022; Ganbold et al. 2022). 

Secondly, it can help to validate Parkes’s (2017) designed composite measure for adequate and 

appropriate use within auditing and accounting research. Validating the Parkes composite 
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measure potentially provides another way of measuring reliance on decision aids and other 

technological tools within accounting literature. 

 

3.6 Experimental Audit Case 

I utilize Commerford et al. (2022) case audit study as the basis for my experiment with 

four significant changes in the design. First, I only include a firm-provided AI advisor instead of 

providing a human advisor. Second, instead of varying the objective and subjective inputs into 

management’s decision, I hold the objective information input as a constant, which is explicit to 

the participant. Their study provides evidence that a difference exists in the perception of 

objective and subjective inputs, which could influence users’ interactions with the AI. The 

participants relied more on the AI when told that only objective information was used. Third, I 

introduce a new between-participants intervention of providing explicit performance history of 

the AI. In the reliability condition participants are informed that the AI tool has been 

successfully used in the past 20 audit engagements and has been 96 percent more accurate than 

its human counterpart. The no reliability information condition only mentions that 

knowledgeable auditors and third-party experts have internally verified the AI Tool, that the firm 

considers it to make reasonably accurate predictions, and that it is considered an approved source 

of audit evidence. Although explicitly stating the new information of performance history would 

draw specific attention to the manipulation, in a realistic setting, audit firms would want to 

communicate the potential benefits and strengths of the implemented AI tool to influence higher 

reliance on the tool. Thus, the manipulation mimics the information auditors receive from their 

superiors when directed to use an AI tool in judgment and decision-making.  Lastly, I introduce a 

between-participants manipulation of transparency, with the more transparent (feature-driven) 
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condition providing information about the relevant and important factors with examples of how 

the factors impact the output of the AI tool’s estimate. The less transparent (summary) condition 

only provides a general description of the AI’s model while the XAI feature-driven explanation 

includes three of the most important variables that the AI tool considers in its calculations (see 

Appendix A for manipulation conditions). By providing information about the AI’s model, the 

“black box” of the AI’s processes should become more transparent and increase the participant’s 

understanding of the AI. The increase in understanding should also result in increased trust in the 

AI. 

 

3.7 Experimental Procedure 

Participants are introduced to the case setting where a fictional audit firm has been 

engaged to evaluate the loan loss reserve (LLR) estimate as part of the regular audit engagement 

for a fictional national bank. The participants receive background information about the firm and 

the bank, including its use of AI in assisting with auditor judgments. The firm states that the AI 

tool has been internally tested, and they assert a 95 percent satisfactory effectiveness in 

producing the LLR. I manipulate the presence of the prior performance history of the AI 

(reliability) in the background information. They assume the role of an in-charge auditor and are 

responsible for evaluating management’s estimates and methodology. The fictional bank utilizes 

an objective methodology in calculating loan grades for the LLR. The audit firm develops its 

own loan grades and uses that information to estimate the LLR.  

The participants then receive information about the LLR estimate arrived at by the firm 

and the bank. The LLR information includes a side-by-side report of the firm’s and the bank’s 

estimates and methodologies. Additionally, the participants receive information that the bank is 
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confident in its estimates and prefers not to make an adjustment. The LLR estimate arrived at by 

the AI audit tool would result in an income-reducing audit adjustment of $20 million. The 

participants decide how much of the adjustment to accept and input their proposed audit 

adjustment for the LLR. They then decide how much of the proposed adjustment will be 

accepted by the bank’s management after the engagement team’s leadership meets with the 

bank’s management. I included this second question to determine if participants believe that 

there is a difference between what the LLR should be and what the LLR would be agreed upon. 

Participants may have experience with negotiating audit adjustments with clients, which could 

impact how they propose an estimate. The proposed estimate is supposed to capture what the 

participants believe is the “true” value of the LLR while providing an opportunity to answer the 

negotiated estimate, if there happens to be a difference.  

The reliability intervention includes further information that the AI tool has been 

integrated into the past 20 audit engagements and has been 96 percent more accurate than their 

human counterparts’ estimations. The detailed feature-driven transparency condition includes a 

description of variables the model considered important for its estimation process with specific 

examples of how variation in these features would affect its output (see Appendix A). The 

summary transparency condition only mentions that the AI Tool system uses an artificial neural 

network without describing its processes or models. 

The proposed adjustment measures serve as a dependent variable of the extent to which 

participants relied on the AI, indicating how much of the proposed audit adjustment they 

recommend ($0 indicates fully accepting management’s estimate, $20 million indicates fully 

accepting the AI’s estimate). I also include a measure that asks participants to provide their 

expected audit adjustment value, if the participants anticipate a difference between the two 
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values. However, as Rose (2002) points out the fallibility of using participant agreement alone as 

a measure of reliance, I include two alternate dependent variables in the post-experiment 

questionnaire measured on a nine-point Likert Scale. The first is a composite of indirect 

measures derived from Parkes (2017) that asks about different constructs that lead to reliance on 

technology. The second alternative dependent variable is a direct measure that asks the 

participant to indicate how likely they are to rely on an AI tool in the future to make these 

decisions, consistent with the approach employed in recent accounting research measuring 

reliance (Hodges et al. 2021; Commerford et al. 2022; Ganbold et al. 2022).  

Other questions captured general demographic information, work experience, familiarity 

with technology, perspectives of AI use within their professional work, and the freedom to 

exercise their judgment in using AI, if applicable. The mediators capture the participants’ 

perception of evidence quality from either the AI or management, their perception of objectivity 

of management and AI, their general confidence in AI, and their confidence in AI to perform the 

LLR calculation. These mediators are designed to capture potential processes that may provide 

insight and clarification into the relationship between the experimental interventions and the 

various measures of participant reliance on the AI tool.  
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Chapter Four: Results 

 

4.1 Manipulation and Attention Checks 

To assess the effectiveness of the experimental interventions, I conducted specific checks 

of the reliability and transparency manipulations. For the reliability manipulation check, a 

majority (67%) of the participants correctly assessed the presence of the intervention, indicating 

a successful manipulation. Only 46% of the participants correctly answered the transparency 

manipulation check, which inquired if there was a description of the AI tool’s factors. This 

suggests that the participants may have conflated other narrative elements with the intended 

transparency intervention. Despite the high failure rate for the transparency manipulation check, 

there was a significant increase in self-reported understanding (p = .009) in the transparency 

condition, suggesting that the intervention increased participants’ understanding of AI models.  

The full sample of 79 participants failed to generate any significant results in the 

statistical model (p = .201). After identifying the professional/student status as a covariate, a 

marginally significant model emerged for assessing the participants’ reliance score (p = .064). 

Within the full-sample ANCOVA model, only the reliability condition (p = .057) and the 

professional/student status covariate (p = .076) approached significance. The transparency 

condition (p = .462) and the combined transparency-reliability condition (p = .363) were 

insignificant. However, after removing the 27 individuals who had failed the attention check 

(described next), I was able to obtain a more significant statistical model (p = .009).  
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The attention check required the participants to correctly identify the AI tool’s purpose. 

Twenty-seven of the participants incorrectly answered the attention check. Notably, about half of 

the student sample (18 out of 39) failed the attention check. Additionally, 16 of the 27 

individuals failed the transparency manipulation check and 14 of these individuals failed the 

reliability manipulation check. Only one individual failed all three checks. 

Excluding the participants who failed the attention check reduced the sample to 52 

participants (31 professionals and 21 students) for hypothesis testing who were distributed across 

the four conditions: base (12), reliability (18), transparency (12), and combined transparency-

reliability (10). Refining the sample for the hypothesis testing helped to increase the validity of 

the findings and interpretations of this study. 

 

4.2 Analysis Methodology 

I test my hypotheses with a 2x2 analysis of covariance (ANCOVA) model with auditors’ 

proposed adjustments divided by total possible adjustment as the main dependent variable 

(reliance score), reliability and transparency as the factors, and the participant’s status as a 

professional or student as a covariate. Two alternate dependent variables are the composite 

reliance measure and the likelihood of reliance, which are based on self-reported measures in the 

post-experimental questionnaire. Results reported throughout this section are for the main 

dependent variable, reliance score, unless otherwise noted. For Research Questions 1, I use a 

planned contrast test to analyze the potential difference in the effect of either the reliability 

intervention or transparency intervention of the AI tool. For Research Question 2, I use a planned 

contrast test to analyze the potential interaction effect between reliability and transparency on 

participant reliance of the AI tool. 
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Participants’ pre-understanding of AI as a covariate does not seem to influence the results 

of the study (p = .789) nor does the length of their professional experience (p = .512). However, 

there is a significant difference in responses to the main dependent variable when the participants 

were divided by professional/student status (p = .041). As suggested by Piercey (2022), I also 

investigate the interactions of the professional/student status (PS) with the independent variables. 

None of the various interactions between the independent variables (reliability and transparency) 

and the PS variable are significant (p = .183), and when including these interactions, the PS 

covariate approaches significance (p = .053). I include PS as a covariate for my reliance score 

analyses which utilize an ANCOVA model. The alternative dependent variables, namely the 

composite reliance measure and the likelihood of reliance measure, are analyzed with ANOVA 

models since none of the potential covariates are significantly correlated with these dependent 

variables. 

I use Levene’s Test of Equality and the F Test for Heteroskedasticity to test the 

ANCOVA and ANOVA assumptions of normally distributed residuals. While Levene’s Test is 

significant (p = .025), the F Test is not significant (p = .276). Because the Levene’s Test is 

significant, I ran the Kolmogrov-Smirnov and Shapiro-Wilk normality tests. The former is not 

significant at p = .161 but the Shapiro-Wilk test is significant at p = .002. The alternative 

dependent variables’ results are not normally distributed per the normality tests as well. Given 

the small numbers in my study (n = 52), with an unequal distribution of participants in each 

condition, the ANCOVA and ANOVA models do not seem to be robust to violations of the 

normality assumptions. As such, I perform nonparametric tests to substantiate my findings of the 

dependent variables within the ANCOVA and ANOVA models.  
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Nonparametric models are not bound by the normality assumptions required for 

ANCOVA and ANOVA models, offering a flexible and robust alternative for data analysis. A 

key distinction is their reliance on group medians instead of means for statistical testing. This 

makes the nonparametric models less susceptible to outliers and skewed distributions, providing 

a more accurate estimate of the data's central tendencies. The Kruskal-Wallis test, a 

nonparametric approach, is particularly suited for situations where there are three or more groups 

to compare, each group is independently sampled, and the data does not meet parametric test 

prerequisites. Given that the data from this study meets these criteria, I have opted for the 

Kruskal-Wallis test as an alternative to validate the findings from my ANCOVA and ANOVA 

models under conditions of violated normality assumptions. While nonparametric tests may not 

be as powerful as their parametric counterparts, such as ANOVA models, they are useful for 

confirming trends when parametric assumptions are not met. 

The nonparametric analysis of each dependent variable yielded significant p-score results 

that align closely with those from the ANCOVA and ANOVA models in my tests (reliance 

score, p = .036; composite reliance measure, p = .041; likelihood of reliance, p =.729). 

Consequently, the nonparametric findings are consistent with ANCOVA and ANOVA models, 

and despite the violations of normality. I report the ANCOVA and ANOVA models’ findings to 

remain consistent with prior accounting literature. 

 

4.3 Tests of Hypotheses and Research Questions 

Table 2 presents the reliance score variable, descriptive statistics, ANCOVA tests, and 

contrast tests. The reliance score is scaled, which is calculated by dividing the participants’ 

proposed audit adjustment by the potential total adjustment ($20 million), and ranges from 0 (no 
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reliance on the AI tool estimate) to 1 (complete reliance). The base condition showed the lowest 

mean reliance score (x̅ = .20). In contrast, the reliability (x̅ = .54), transparency (x̅ = .47), and 

combined transparency-reliability (x̅ = .57) conditions displayed notably higher mean scores. 

Specifically, conditions featuring reliability information (x̅ = .55) yielded higher mean reliance 

scores compared to those without (x̅ = .33). Within the transparency interventions, the feature-

driven approach (x̅ = .51) outperformed the summary approach (x̅ = .40), leading to an overall 

mean reliance score of x̅ = .45 across all conditions. These findings indicate a tendency for 

participants to place slightly greater trust in the AI tool's LLR estimate over the management’s 

estimate, highlighting the influence of reliability intervention to increase reliance on the AI tool. 

 

 

              
Table 2 

Hypotheses Tests: Reliance Score on AI Tool Estimate 

             
Panel A: Main Reliance Score - Mean (Standard deviation) [N] Cell     
              

    
  

Transparency 
- Summary 

Transparency 
– Feature 

Overall 
Row   

              

Reliability of AI Tool 

None 
  0.20 0.47 0.33   
  (0.17) (0.35) (0.30)   
  [12] [12] [24]   

    A B     
            

Present 
  0.54 0.57 0.55   

    (0.37) (0.31) (0.345)   
    [18] [10] [28]   
      C D     
              
  

Overall 
Column 

  0.40 0.51 0.45   
    (0.35) (0.33) (0.34)   
    [30] [22] [52]   
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 Table 2 (continued)             
Panel B:  
ANCOVA Table             

Source of variation 
    df Mean Square  F 

p-
value 

Reliability Information (H1)   1 0.534 5.666 
 

0.021*  
Transparency Information (H2) 1 0.152 1.610  0.467  
Transparency-Reliability   1 0.141 1.497 0.227 
Professional/Student   1 0.417 4.422 0.041* 
Error     47       
Panel C: Contrast Test           

  
    df   t 

p-
value 

B = C (RQ1)     1, 37.87   2.449 0.018* 

D > ABC (RQ2)     1, 47   1.303 0.198 
Notes:             
*Significant at the p = .05 level. Two-tailed p-values are reported.     
**Levene's Test significant at p = 0.025; Nonparametric significant at p = .036   
***Contrast tests do not assume equal variance.       
                  
 
  
 

                
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
Figure 8. Effects of Interventions on Auditor Proposed Estimate     
Reliance score standardized by dividing participant estimate by total possible estimate 
See Table 2 for reliance score information and Appendix C for non-scaled information. 
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I further investigate the difference in behavior between the professionals and students 

with respect to the reliance score dependent variable. The professionals’ results were similar to 

the complete sample’s results. Specifically, the reliability intervention significantly increased 

reliance on the AI tool and was significantly different than the transparency intervention (See 

Table 3).  

While these are certainly effects of a low power statistical analysis and small sample size 

(Professionals – N =31, Students – N = 21), the pattern of responses between the two groups are 

visually distinct. The professionals’ responses suggest that additional reliability information and 

transparency information seem to increase reliance on the AI tool (See Figure 9).  

 

              

Table 3 
Hypotheses Tests: Reliance Score on AI Tool Estimate (Professionals) 

             
Panel A: Main Reliance Score - Mean (Standard deviation) [N] Cell     
              

    
  

Transparenc
y - Summary 

Transparency 
- Feature-

Driven 

Overall 
Row   

              

Reliability of AI Tool 

None 
  0.16 0.24 0.19   
  (0.17) (0.34) (0.24)   
  [9] [6] [15]   

    A B     
            

Present 
  0.49 0.58 0.51   

    (0.40) (0.43) (0.40)   
    [11] [5] [16]   
      C D     
              
  Overall 

Colum
n 

  0.34 0.40 0.36   
    (0.35) (0.40) (0.37)   
    [20] [22] [31]   
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Table 3 (continued) 
Panel B: ANOVA 
Table             
Source of variation     df Mean Square  F p-value 
Reliability Information (H1)   1 0.774 6.612  0.016*  
Transparency Information (H2) 1 0.054 0.461 0.503 
Transparency-Reliability   1 0.000 0.003 0.955 
Error     27       

Panel C: Contrast Test           
      df   t p-value 

B = C (RQ1)     1, 27   2.571 0.016* 

D > ABC (RQ2)     1, 27   1.413 0.102 
Notes:             
*Significant at the p = .05 level. Two-tailed p-values are reported.     

 

                   
                 
                 
                 
                 
                 
                 
                 
                 
                 
                 
                 
                 
                 
                 
                 
                 
Figure 9. Effects of Interventions on Auditor Proposed Estimate - Professionals 
Model approaches significance at p = .086.         
See Table 3 for further information.           

 

The students’ behavior, when modeled in ANOVA, is statistically insignificant and 

prevents any specific conclusions from being drawn from the subsample (see Table 4). However, 
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while combining both reliability and transparency information seems to decrease reliance (See 

Figure 10). 

              

Table 4 
Hypotheses Tests: Reliance Score on AI Tool Estimate (Students) 

             
Panel A: Main Reliance Score - Mean (Standard deviation) [N] Cell     
              

    
  

Transparenc
y - Summary 

Transparency 
- Feature-

Driven 

Overall 
Row   

              

Reliability of AI Tool 

None 
  0.32 0.69 0.57   
  (0.13) (0.17) (0.24)   
  [3] [6] [9]   

    A B     
            

Present 
  0.63 0.55 0.60   

    (0.33) (0.17) (0.27)   
    [7] [5] [12]   
      C D     
              
  Overall 

Colum
n 

  0.53 0.63 0.58   
    (0.31) (0.18) (0.25)   
    [10] [11] [21]   
              
Panel B: ANOVA 
Table             
Source of variation     df Mean Square  F p-value 
Reliability Information (H1)   1 0.036 0.647  0.432  
Transparency Information (H2) 1 0.106 1.926 0.183 
Transparency-Reliability   1 0.238 4.308 0.053 
Error     27       
 
Panel C: Contrast Test           
      df   t p-value 

B = C (RQ1)     1, 17   2.571 0.432 

D > ABC (RQ2)     1, 17   0.069 0.946 
Notes:             
*The model is insignificant at p = .183         
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Figure 10. Effects of Interventions on Auditor Proposed Estimate - Students 
Model is not significant at p = .183           
See Table 4 for further information.           

 

These results help provide an explanation for why the status of the participant 

(professional or student) acted as a covariate in the main model on a limited basis. The 

professionals’ behavior seems to trend in the hypothesized direction of results, which contributes 

towards the complete sample’s results. Namely, their reliance increased when provided with 

reliability information and visually increased (while remaining statistically insignificant) when 

provided with transparency information. However, the students’ behavior only partially trended 

towards the hypothesized direction of results. While the visual pattern of means indicates that 

their reliance increased when provided with reliability information and transparency information 
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Descriptive statistics, ANOVA tests, and contrast tests for the composite reliance 

measure variable are detailed in Table 5. The base condition shows the lowest mean score (x̅ = 

4.29), indicating minimal reliance. In comparison, the reliability condition demonstrates a 

significantly higher mean (x̅ = 6.14), followed by the combined transparency-reliability 

condition (x̅ = 5.82), and the transparency condition alone (x̅ = 5.09). Conditions featuring 

reliability information have a higher overall mean (x̅ = 6.02) compared to those without it (x̅ = 

4.60). The summary transparency condition (x̅ = 5.40) slightly outperforms the feature-driven 

transparency approach (x̅ = 5.33), with an aggregate mean of x̅ = 5.37 across all conditions. 

These results highlight the significant impact of reliability information on enhancing reliance, 

with transparency interventions showing no significant effect on the composite reliance measure. 

 

              
Table 5 

Hypotheses Tests: Composite Parkes Measure on AI Tool Estimate 

             
Panel A: Likelihood of Reliance - Mean (Standard deviation) [N] Cell     
              

    
  

Transparency 
- Summary 

Transparency 
- Feature 

Overall 
Row   

              

Reliability of AI Tool 

None 
  4.29 4.92 4.60   
  (1.18) (2.30) (2.05)   
  [12] [12] [24]   

    A B     
            

Present 
  6.14 5.82 6.02   

    (1.87) (1.56) (1.75)   
    [18] [10] [28]   
      C D     
  

Overall 
Column 

  5.40 5.33 5.37   
    (2.04) (2.01) (2.01)   
    [30] [22] [52]   
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 Table 5 (continued)             
Panel B:  
ANOVA Table             
Source of variation     df Mean Square  F p-value 
Reliability Information (H1)   1 23.422 6.391 0.015 
Transparency Information (H2) 1 0.285 0.078 0.782 
Transparency-Reliability   1 2.785 0.760 0.388 
Error     48       
Panel C: Contrast Test           
      df   t p-value 

B = C (RQ1)     1, 48   2.528 0.015* 
D > ABC (RQ2)     1, 48   1.037 0.305 
Notes:             
*Significant at the p = .05 level         
**Model is marginally significant at p = 0.060       

 

 

                  

  
 
  
 

              
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
Figure 11. Effects of Reliability and Transparency on Composite Reliance Measure  
Composite reliance measure derived from Parkes (2017) measures     
See Tables 3 and 6 for further information.         
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Descriptive statistics, ANOVA tests, and contrast tests for the Likelihood of Reliance 

variable are shown in Table 6. Participants assessed their future likelihood of utilizing an AI tool 

for LLR estimates on a 9-point Likert scale, ranging from strongly disagree to strongly agree. 

Across the experimental conditions the likelihood of reliance measure did not reveal any 

statistically significant differences, even with the inclusion of covariates such as experience, 

professional/student status, or initial understanding, all of which fail to enhance the model’s 

significance (p = .652).  

The base condition reports the lowest mean likelihood of reliance (x̅ = 4.83). In 

comparison, the reliability condition shows a higher mean (x̅ = 5.67), and the combined 

transparency-reliability condition has the highest (x̅ = 5.90), with the transparency condition 

alone closely mirroring the base (x̅ = 4.82). Conditions incorporating reliability information 

exhibit a greater mean likelihood of reliance (x̅ = 5.75) compared to those that do not (x̅ = 5.21). 

Among the transparency intervention, the feature-driven approach results in a slightly higher 

mean (x̅ = 5.73) compared to the summary approach (x̅ = 5.33), leading to an overall mean of x̅ = 

5.50 across conditions. This suggests that, on average, participants hold a fairly neutral stance 

towards the future use of an AI tool for making LLR estimate decisions.  
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Table 6 

Hypotheses Tests: Likelihood of Reliance on AI Tool Estimate 

             
Panel A: Composite Parkes Measure - Mean (Standard deviation) [N] Cell   
              

    
  

Transparenc
y - Summary 

Transparency 
- Feature 

Overall 
Row   

              

Reliability of AI Tool 

None 
  4.83 5.58 5.21   
  (2.21) (2.02) (2.02)   
  [12] [12] [24]   

    A B     
            

Present 
  5.67 5.90 5.75   

    (2.50) (1.29) (2.12)   
    [18] [10] [28]   
      C D     
              
  Overall 

Colum
n 

  5.33 5.73 5.50   
    (2.38) (1.70) (2.11)   
    [30] [22] [52]   
              
Panel B:  
ANOVA Table             
Source of variation     df Mean Square  F p-value 
Reliability Information (H1)   1 4.104 0.898 0.348 
Transparency Information (H2) 1 3.001 0.656 0.422 
Transparency-Reliability (H4) 1 0.828 0.181 0.672 
Error     48       
              
Panel C: Contrast Test           
      df   t p-value 

B = C (RQ1)     1, 48   0.947 0.348 
D > ABC (RQ2)     1, 48   0.714 0.479 
Notes:            
*Model is not significant           
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Figure 12. Effects of Reliability and Transparency on Likelihood of Reliance 
Likelihood of reliance measures willingness to use AI tools in future decisions   
See Table 6 for further information.           

 

Results of the study provide evidence to support Hypothesis 1 (H1). H1 predicts a main 

effect from providing reliability information to participants, which would result in higher 

reliance on the AI tool than the base condition. The reliance score variable (Table 2, Panel B) is 

significant at p = .021 (F1, 47 = 5.66), suggesting that providing reliability information increases 

reliance on the AI tool. The composite reliance measure (p = .015; Table 5, Panel B) also 

supports this finding while the self-reported likelihood of reliance (p = .348; Table 6, Panel B) is 

insignificant and does not support H1. Thus, the overall results provide evidence suggesting that 

providing reliability information increases participants’ reliance on the AI tool. 

Next, I discuss my tests of hypothesis for Hypothesis 2 (H2). Overall, the discussion of 

these results should take into consideration the low statistical power of the analysis, strongly 
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encouraging a cautious interpretation of the results. H2 predicts a main effect from providing 

transparency information to participants, resulting in higher reliance on the AI tool than the base 

condition. The reliance score (p = .467; Table 2, Panel B), composite reliance measure (p = .782; 

Table 5, Panel B), and likelihood of reliance score (p = .422; Table 6, Panel B) are insignificant. 

There is no main effect from providing transparency information about the AI’s process, 

suggesting that participants do not increase their reliance on the AI tool when provided with 

detailed feature-driven information about how the AI functioned. The results do not support H2. 

Research Question 1 (RQ1) investigates the potential difference between the reliance 

displayed by participants in the reliability and transparency conditions. I analyzed this research 

question using a contrast test (reliability = 1, transparency = -1). While I expected the reliability 

and transparency conditions to improve participant reliance, the results seem to suggest there is a 

significant difference between the two interventions. The reliance score was significant (p = 

.018, two-tailed; t = 2.449; Table 2, Panel C), the composite reliance measure was significant (p 

= .015, two-tailed; t = 2.528; Table 5, Panel C), and the likelihood of reliance was not significant 

(p = .348, two tailed; Table 6, Panel C). These results suggest that the reliability condition 

influenced participants to rely on the AI tool to a greater extent than the transparency condition.  

Research Question 2 investigates the potential difference in reliance between 

transparency-reliability condition and the other conditions. I used a planned contrast test where I 

coded the base, reliability, and transparency conditions as -1 and the combined transparency-

reliability condition as 3. None of the dependent variables are significant, with the lowest p-value 

greater than p = .198 (reliance score). Each contrast test can be found in Panel C of their 

respective tables. These results suggest that the combined condition did not improve reliance on 

the AI tool more than the other conditions combined. Thus, I am unable to answer RQ2. 
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4.4 Additional Analyses  

4.4.1 Parkes’ Composite Measure Individual Constructs 

Table 7 shows the descriptive statistics for each question of the composite reliance 

measure that I adapted from Parkes (2017). There is no statistically significant association 

between any of these constructs and the reliance score dependent variable, only at the composite-

level which is discussed above with respect to H1 and RQ1. 

 

          
Table 7 

Descriptive Statistics of Post-Experiment Questionnaire 

Composite Reliance Measurea,b 
  Condition 

Mean  
(St. Dev) 

Base 
(n = 12) 

Reliability  
(n = 18) 

Transparency 
(n = 12) 

Transparency-
Reliability 

(n = 10) 

Use of System in Decision 
Making 

5.2 6.6 6.3 6.7 
(2.0) (2.1) (2.1) (1.7) 

Weight Given to System 
4.7  6.7  5.3  6.5  

(2.4) (2.6) (2.8) (1.9) 

Degree of Following System 
3.8  6.2  4.3  5.8  

(2.3) (2.5) (2.9) (2.4) 
Integration of System Output 
(Altered JDM) 

4.5  6.2  4.8  5.0  
(2.1) (2.4) (3.1) (2.2) 

Use of System Outputs 
4.9  7.1  5.8  6.5  

(2.2) (2.0) (2.7) (1.8) 

Follow System, even if 
disagreed 

2.8  4.1  2.9  4.4  
(1.5) (2.6) (2.3) (2.2) 

a The post-experiment questionnaire measures on based on an 9-point Likert Scale.  
(1 - Strongly Disagree, 5 - Neither Agree nor Disagree, 9 - Strongly Agree) 

b Adapted from Parkes (2017) 
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4.4.2 Source Credibility Theory 

Source Credibility Theory (Birnbaum & Stegner, 1979) suggests that individuals interpret 

the credibility of evidence through three factors: source bias, judge bias, and expertise. I capture 

participants’ perceptions of these factors with the following measures: evidence quality of the AI 

tool or management, bias of AI tool or management, and confidence in AI tools generally or to 

be able to specifically perform a LLR calculation. These measures are a proxy for the factors 

proposed by Birnbaum and Stegner (1979) which I further test through a series of process model 

analyses. In prior accounting research, Cohen et al. (2022) find that investors’ perceived 

effectiveness (credibility) of auditor committees is strongly affected by source competence and 

source bias. Thus, the participants in this study potentially assessed the effectiveness of the AI 

tool on similar factors regarding perceived competence (expertise), evidence quality (source 

bias), and objectivity (judge bias). 

As part of the post-experimental questionnaire, I had participants answer three sets of 

questions to capture these potential mediating and moderating variables. The first set of 

questions dealt with the participants’ perception of the evidence quality presented by the AI and 

by the bank’s management. If participants viewed one set of evidence as having higher quality 

than the other, that could influence their subsequent decision to rely on the AI tool. The next set 

of questions asked participants about the perceived level of objectivity presented by the AI and 

by management. If the participants believed that one party was highly biased, that could also 

strongly influence why they chose to (not) rely on the AI tool. The last set of questions asked 

participants to indicate their confidence in the AI to perform well in a general sense and in the 

ability of AI to generate an accurate LLR estimate. Participants can be confident of AI generally; 
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however, they may not be confident in AI to perform a specific task. I present the mean and 

standard deviation of these measures in Table 8. 

Overall, participants seemed to perceive the AI tool as having a higher level of 

objectivity (x̅ = 7.1) than management (x̅ = 4.5). Participants given both reliability and 

transparency information seemed to perceive management as less objective (x̅ = 4.9) than just the 

reliability condition alone (x̅ = 3.8) and the transparency condition alone (x̅ = 4.7). The 

participants in the base condition perceived management (x̅ = 3.8) as much less objective than 

the AI tool (x̅ = 6.8) and providing reliability or transparency information seemed to increase 

their perception of objectivity of both management and the AI tool.  

 

          
Table 8  

Descriptive Statistics of Post-Experiment Questionnairea 
          
  Condition 

Mean  
(St. Dev) 

Base 
(n = 12) 

Reliability  
(n = 18) 

Transparency 
(n = 12) 

Transparency-
Reliability 

(n = 10) 

Evidence Quality - AI 
5.2 5.9 5.5 6.6 

(2.0) (2.1) (1.9) (1.0) 
Evidence Quality - 
Management 

5.7  5.2  5.3  6.0  
(1.9) (1.7) (2.1) (1.5) 

Objectivity - AI 
6.8  7.2  7.0  7.5  

(2.2) (2.7) (2.4) (1.2) 

Objectivity - Management 
3.8  4.7  4.7  4.9  

(1.9) (1.9) (1.5) (1.4) 

Confidence in AI (General) 
5.4  5.9  6.0  6.1  

(2.3) (2.3) (2.1) (1.2) 

Confidence in AI (LLR) 
5.1  6.4  6.0  6.0  

(2.1) (1.8) (2.1) (1.2) 
a The post-experiment questionnaire measures on based on an 9-point Likert Scale. 
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Analysis of the source objectivity variable across conditions revealed no significant 

variation in participants’ perception of bias by either management or by the AI tool. An 

independent samples t-test comparing participants’ perception of objectivity between 

management and the AI tool demonstrated a significant perception of higher objectivity for the 

AI tool than management (Table 9).  The t-tests confirm significant differences in perceptions of 

source bias, with participants viewing the AI as being significantly more objective than 

management (p < .05).  

Interestingly, the perceived objectivity difference did not translate into significant 

differences in reliance across the experimental conditions (p > .10). This finding suggests that 

while the participants found the tool to be more objective, that did not materially affect their 

reliance on the AI tool. Additionally, there was no significant difference between the perceived 

quality of evidence provided by the AI tool or management across conditions, with the means 

and t-test results detailed in Table 7. 

 

          
Table 9  

Mean Difference between AI and Management Bias and Evidence Quality by Conditionsa 
          
  Condition 

Mean Difference 
[T-Statistic] 

Base 
(n = 
12) 

Reliability  
(n = 18) 

Transparency 
(n = 12) 

Transparency-
Reliability 

(n = 10) 

Bias 
2.9 2.4 2.3 2.6 

[3.495] [3.169] [2.847] [4.549] 
          

Evidence Quality 
-0.5 0.7  0.3  0.6  

[0.626] [-1.125] [-0.307] [-1.068] 
          
a The post-experiment questionnaire measures on based on an 9-point Likert Scale. 

* A positive score indicates that the AI score mean was higher than the Management score mean. 
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4.4.3 Mediation and Moderation Process Models 

Next, I discuss the results of mediation and moderation analyses aimed at exploring 

whether the relation between transparency and reliance is mediated through intervening variables 

or moderated by other variables. I utilize the Process Macro for SPSS, as recommended by 

Hayes (2018), to facilitate these analyses.  

The initial analysis begins with a serial mediation model (Process Model 6), which 

assesses the impact of perceived general confidence in AI and specific confidence in AI’s ability 

to perform LLR estimates on the reliance score. This approach is justified by the premise that 

confidence in AI for the LLR estimates (a specific task) falls within the broader context of 

general confidence in AI. According to Figure 13, the transparency intervention does not 

significantly impact general confidence in AI (β = 0.312, p = .59). However, a significant 

positive relationship exists between general AI confidence and confidence in AI’s LLR estimate 

capabilities (β = 0.77, p < .001), which, in turn, positively influences the composite reliance 

measure (β = 0.76, p = .001). These findings indicate that although the transparency intervention 

does not directly affect general or specific task-related confidence in AI, the level of general 

confidence in AI significantly shapes the confidence in AI’s performance of specific tasks like 

LLR estimates. Importantly, it is this specific confidence in AI’s task performance, rather than a 

broad confidence in AI, that ultimately impacts reliance on the AI tool. 
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Figure 13. Serial Mediation Analysis on Composite Reliance Measure   
                  
This diagram represents a serial mediation analysis (Hayes, 2018). I use a Process Model 
6 with two mediators. Specifically, the effect of transparency may operate sequentially 
through general confidence of AI and confidence in the AI's ability to make an accurate 
estimate.                 

 

In the next analysis, I conducted a parallel mediation using Process Model 4 to explore 

how perceived evidence quality affects participants’ reliance scores (refer to Figure 14). Given 

that the evaluations of the AI’s and management’s evidence quality function independently, 

these variables were analyzed in parallel, contrasting with the serial approach of the previous 

analysis. The analysis revealed that the transparency intervention did not significantly affect 

perceptions of the AI’s evidence quality (β = 0.34, p = .530). Conversely, a positive relationship 

was observed between the AI’s evidence quality and the reliance score (β = 0.07, p = .003), 

while participants’ evaluation of management’s evidence quality was negatively associated with 

reliance (β = -0.05, p = .045). These findings indicate that participants’ reliance on the AI tool’s 

output is influenced by their assessment of the evidence quality provided by both the AI and 
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management. Specifically, higher perceived quality of AI evidence correlates with increased 

reliance on the AI tool, whereas greater perceived quality of management evidence is correlated 

with decreased reliance. 

 

                  

                  
 
  
 

                
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  

Figure 14. Parallel Mediation Analysis on Reliance Score     

                  
This diagram represents a parallel mediation analysis (Hayes, 2018). I use a Model 4 with 
two mediators. Specifically, the effect of transparency may operate in a parallel fashion 
through perceived Evidence Quality of the AI and perceived Evidence Quality of the WRB 
Management.               
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 In a further analysis, I explored the influence of transparency on reliance scores through a 

moderated mediation framework, employing Process Model 89 with two serial mediators, as 

illustrated in Figure 15. The analysis centered on the reliance score as the dependent variable, 

with the transparency intervention as the independent variable, and general confidence in AI 

alongside confidence in AI’s capability for LLR estimates as mediators. The reliability 

intervention served as the moderator. A key finding from this analysis is that the reliability 

intervention significantly diminished the effect of confidence in AI’s LLR estimate capabilities 

on the reliance score, rendering it insignificant. This finding highlights the moderating role of 

reliability, suggesting that it can attenuate the impact of individual confidence in the AI tool’s 

LLR estimation abilities, particularly within the context of the transparency intervention's 

process model. 

The participants were asked to self-report their understanding of AI, artificial neural 

networks, and machine learning before and after the main portion of the experiment to determine 

if there is any learning that occurs within the study. Through a simple mediation model (Figure 

16), the transparency intervention is positively and significantly associated with an increase in 

understanding (β = 1.764, p = .006). However, the increased understanding is only marginally 

significant with an increase in the reliance score (β = 0.037, p = .090) while the transparency 

intervention is not significant (β = 0.008, p = .938). Only the covariate of PS was significant (β = 

.188, p = .048), suggesting that the professional/student status of the participants directly 

influenced reliance score in this specific process model. 
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Figure 15. Moderated Mediation Analysis on Reliance Score     
                  
This diagram represents a moderated mediation analysis (Hayes, 2018). I use a Model 89 

with two mediators. Specifically, the effect of transparency may operate sequentially  
through general confidence of AI and confidence in the AI's ability to make an accurate 
estimate. Additionally, the effect of reliability may strengthen or weaken the effects of 
transparency or the effects of the mediators.         

 

The transparency condition significantly improved participants' self-reported 

understanding of AI models, as indicated by the notable difference between pre- and post-tests (p 

< .01; Figure 16). However, the increase in understanding did not correspond to increased 

reliance on the AI tool. In an exploratory analysis, adjusting the process model’s confidence 

interval to 90 percent altered the confidence interval range for the difference in understanding to 

(.000, .138) from the previous range of (-.008, .151) at a 95% confidence interval. This 

adjustment suggests that with a larger sample size, the improved understanding attributable to the 
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transparency intervention could potentially serve as a significant mediator in explaining the 

discrepancy between expected and observed effects of the transparency intervention on reliance. 

 

                  

  
 
  
 

              
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  

Figure 16. Mediation Analysis of Difference in Understanding on Reliance Score 
                  
This diagram represents a parallel mediation analysis (Hayes, 2018). I use a Model 4 

with one mediator. Specifically, the effect of transparency seems to increase participants' 
understanding. However, this understanding does not translate into an increase in 
reliance on the AI tool.              
                  

 

The intent of the transparency condition was to inform the participants about how the AI 

tool functioned and increase their understanding of the tool. An increased understanding would 

help the participants feel comfortable with the tool’s processes and increase reliance. Prior 
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studies provide evidence that accountants perform better in structured environments, which is 

somewhat similar to the case study presented to them in this experiment (Glover et al. 1997). 

Participants were provided with step-by-step instructions and information about the task and 

process of the AI tool. Additionally, decision aids with expert-like structures learn more and 

improve their performance (Rose et al. 2012). However, even though the study provided 

information about the AI tool’s expert validation as well as variables considered important in this 

complex estimate, the additional detail was insufficient to increase the participants’ reliance on 

the tool. Perhaps the participants may have preferred to use other input components than the ones 

specified, indicating that they may not have trusted the assumptions the tool may have made. 

Decision support system research supports this suggestion with evidence that auditors 

with prompts and frameworks perform better than those being presented with all the information 

simultaneously (Murthy & Wheeler 2018). Other research suggests accountants struggle to 

overcome prior learned biases even when presented with newer, updated information (Beck et al. 

2014). It is likely that the participants did not have much experience with an artificial neural 

network and were unsure of how to incorporate the additional information into their existing 

knowledge structures. Thus, despite the increased self-reported understanding of AI models, the 

participants did not correspondingly increase reliance on the AI tool’s output. 
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Chapter Five: Discussion and Conclusion 

AI is an especially salient topic with the recent advent of ChatGPT and other advanced 

AI tools that accounting firms have begun to implement into their normal processes. It is 

important to understand how to facilitate the appropriate use of AI in a rapidly evolving 

technological business environment. Accountants face increasing amounts of data and 

information that can be difficult to use or interpret without suitable tools. However, AI tools 

offer accountants a new way of improving their ability to interpret large amounts of data and 

information effectively and efficiently. Reliability and transparency are two potential 

interventions that firms can implement to improve accountants’ reliance on AI tools. 

Consistent with my first hypothesis, providing historical reliability information about the 

positive performance of an AI tool increased participant reliance on the tool. This reliance was 

measured in two ways – first, by their decision to accept more of the tool’s LLR estimate than 

the participants in the other experimental conditions; second, by their self-reported perceptions 

of their reliance on the tool, usefulness of the tool, and alignment of opinion on the tool’s output. 

This is informative because the findings suggest that reliability information not only impacts 

their perceptions of AI but also their behavior.  

Inconsistent with the second hypothesis, including transparency information (i.e. 

important factors and variables that the AI tool incorporates into its decision) does not seem to 

influence any aspect of the judgment and decision-making process for auditors and their reliance 

on the AI tool. Additionally, there does not seem to be an additive or multiplicative effect from 

providing auditors with both reliability and transparency information. This should be interpreted 
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with caution due to the low statistical power in the analysis. Further research should still 

investigate the mechanism of transparency (i.e. additional explainability) and its influence on 

auditor reliance on algorithms with a more robust sample size to provide definitive results.  

This study makes several contributions to theory and literature. First, this study 

investigates two potentially significant mechanisms of trust and its impact on algorithm aversion 

through the lens of learned trust (Hoff and Bashir, 2015). It identifies reliability information as a 

critical factor that signals an algorithm's credibility and competence, thereby encouraging 

auditors to place greater reliance on AI tools. This finding enriches the discourse on algorithm 

aversion, pinpointing a concrete mechanism that fosters reliance on algorithms and addressing a 

gap in the auditing literature concerning algorithm aversion. My research provides novel insights 

into the underlying mechanisms influencing individuals’ use of algorithms, suggesting that while 

reliability information may increase reliance, transparency information does not seem to directly 

impact reliance on algorithms. However, transparency does increase the understanding of AI 

models, which has a marginal impact on reliance. This distinction provides a unique insight into 

other mechanisms that might drive algorithm aversion. Furthermore, this research contributes to 

the information systems literature by providing evidence about how learned trust mechanisms 

influence algorithm aversion and suggests that reliability information is a key factor for 

enhancing user interface design and information presentation to promote algorithm reliance. 

From a practical standpoint, this study underscores the significance of conveying AI 

reliability information to auditors, demonstrating that knowledge of positive historical outcomes 

can bolster tool reliance. Incorporating reliability information emerges as a cost-effective 

strategy for mitigating algorithm aversion, offering a straightforward method for accounting 

firms to enhance auditors’ trust in AI tools. Conversely, the study suggests that transparency—
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though not directly boosting reliance—remains crucial for understanding. However, increasing 

auditors’ understanding of AI processes may not lead to improved reliance on AI tools.  

Lastly, the study sheds light on the differing perceptions and uses of AI tools among 

various user groups within the accounting profession, from interns and staff to decision-makers 

like directors and partners. It establishes a foundational understanding that professionals and 

students may rely on AI tools differently, providing valuable insights for firms considering AI 

implementation and for regulators contemplating requirements for AI tool comprehension among 

accountants.  

The results of this study should be interpreted in light of its limitations, which provide 

opportunities for future research. Firstly, the sample size of 52 participants is relatively small, 

with uneven distribution across conditions. Although statistical adjustments were made to 

mitigate this issue, a study with a larger and more evenly distributed sample—particularly with 

more professionals—would allow for a more rigorous analysis. Recruiting 40 practitioners 

during the period of December to January limited participation, which is a time marked by 

holidays, vacations, and peak financial reporting audit tasks. Given that the working status 

(professional or student) emerged as a significant covariate, increasing the sample size in both 

categories could reveal deeper insights into the differential interactions of professionals and 

students with the AI tool. Since students often serve as proxies for staff accountants, 

understanding these dynamics could enrich both the academic literature and practical 

applications, offering insights into how staff, seniors, and potentially directors or partners 

perceive and utilize AI tools in audit practices. 

An additional limitation of this study is that students failed the manipulation and attention 

checks at a much higher rate than the professionals. Possible reasons for the higher failure rate 
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could be due to differences in incentives between the professionals and students. Professionals 

were compensated with a $25 gift card for their participation while the students only received 

extra credit for their coursework. Future research can investigate the dynamic of working status 

of participants and their reaction towards a specific type of incentive. For example, when 

individuals are presented with the same task, does extra credit (or other types of course credit) 

incentivize accounting students to produce the same levels of effort and attention from 

accounting professionals that are compensated monetarily for their time? If it is an issue of 

incentives, that could be informative to the academy in prescribing the use of students as proxies 

for staff accountants and clarify the context for when accounting students behave like 

professionals, with respect to incentives in completion of research studies. 

While this study sheds light on algorithm aversion and the quest to bolster reliance on AI 

tools that enhance decision-making quality, it only addresses part of the issue related to 

algorithm bias. Future research can investigate mechanisms that mitigate excessively high 

reliance on algorithms (algorithm appreciation) and strategies to overcome auditors' hesitancy to 

rely on beneficial decision aids, addressing the issue of algorithm aversion. A promising avenue 

for exploration is the concept of algorithm calibration which aims to fine-tune users’ reliance on 

algorithms. Effective calibration would allow auditors to discern when algorithms are the most 

suitable decision-making tool and when human judgment should prevail. Given the prevalence of 

subjective decisions and estimates in auditing and accounting, such as the loan loss reserve 

estimate explored in this study, achieving optimal reliance is complex. Neither algorithms nor 

human decision-makers are infallible. Future research can focus on investigating mechanisms 

that can modulate reliance, reducing it among those overly dependent on algorithms while 

fostering greater trust and utilization among those skeptical of algorithmic outputs.  
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While this study's exploration of a transparency intervention did not significantly enhance 

auditor reliance on the AI tool, the reasons for this outcome present avenues for future research. 

One potential factor is auditors' reservations about the AI's methodology, including concerns 

over data usage or the relevance of the features the tool utilized for its estimates. For example, 

one participant noted that they reduced reliance on the tool due to its reference to property value 

changes in a high-cost area like Seattle, despite the bank's location in the Midwest, where the 

average property value of buildings and other loans potentially is significantly different. This 

discrepancy suggests that auditors might question the tool’s applicability to their specific 

context, leading to reduced trust.  

Moreover, while an increase in understanding was reported, the extent of this 

enhancement may not have been substantial enough to alter reliance on the AI tool. Another 

participant reported their audit firm often overuses “buzz words and fluff” that seemed 

disingenuous and obfuscating to the actual AI tools’ processes and outputs. This led to the 

individual’s belief that “it is easier for me to trust [someone] who I know is biased,” which then 

allowed the individual to take the perceived bias of management into consideration rather than 

trust the AI tool in this study.  

Additionally, divergences in proprietary methodologies across firms, from the Big 4 to 

national and regional firms, might contribute to skepticism regarding the AI tool’s processes. 

These firms may employ distinct approaches for calculating loan loss reserves, potentially 

causing perceived misalignment with the AI tool’s identified key features.  

Addressing these issues calls for future research into diverse XAI methodologies, 

exploring both ex-ante techniques like decision trees and post-hoc methods such as 

counterfactual explanations. Tailoring XAI techniques to better match auditing practices could 
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foster a more harmonious integration of AI tools, enhancing their perceived reliability. 

Additionally, refining how AI processes are explained—moving away from ambiguous 

terminology towards clearer, more concise explanations—may mitigate concerns about AI being 

a "black box." Investigating various XAI interventions could also illuminate how different 

approaches impact auditor understanding and reliance, identifying the most effective strategies 

for bridging the gap between AI tools and their users.  

Another limitation concerns the instrument’s length and level of detail. Although 

designed to capture critical audit information and decision-making processes for external 

validity, the instrument’s portrayal of AI tool processes may not align with the diverse 

methodologies employed by different public accounting firms, particularly in complex estimates 

like the LLR calculation. Professionals’ familiarity with their firm’s specific methodologies may 

lead to discrepancies in how the AI tool’s processes are perceived, while students might lack the 

necessary background to critically assess detailed client and audit information. Future research 

could benefit from exploring variations in professional opinions across different firms—

categorized by size, region, or other relevant criteria—to identify significant methodological 

differences. Such findings could pave the way for developing a generalized framework to 

understand how auditing practice approaches complex estimates.  

A natural extension and future research project would be to employ a design science 

approach or field study to analyze actual AI tools within an accounting context. Partnering with 

firms would allow me to design potential interventions within an actual tool. Behavioral research 

requires assumptions and simplifications, which limits potential direct real-world applications. A 

design science approach would allow me to incorporate the generalizations and new 

understanding derived from this study into actual work processes. Such an approach would help 
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validate the results of this study and provide further insight and knowledge about the process of 

how accountants approach AI tools, as well as how to help accountants incorporate them better 

into their professional duties.  

 Another extension and future research project would be to analyze other variables within 

the learned trust layer of Hoff and Bashir’s model. They identify more than a dozen different 

variables that affect how individuals rely on automation, which adds complexity and requires 

extensive research in determining how these variables interact with one another, and ultimately, 

how individuals rely on automation and AI. Especially since transparency, which is one of the 

identified constructs within the learned trust layer, did not directly influence auditor behavior, 

future studies can investigate the interactive effect of learning and other mechanisms that may a 

strengthen or weaken the influence of transparency on reliance. 
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Appendix A: Table 1A – Descriptive of Pre-Scaled Reliance Score 

(Detailed Experimental Instrument) 

Audit Support from Jones & Baker's SmartER System 
  

Jones & Baker (your audit firm) has developed a proprietary artificial intelligence system 
(Smart Estimation of Reserves, or SmartER) that audit teams can use to help with 
audits of commercial loan portfolios on banking engagements. To develop SmartER, 
Jones & Baker partnered with a large international technology company with leading 
experts in artificial intelligence. Additionally, the firm gathered input from valuation 
specialists with expertise in commercial loan grading (e.g. advanced degrees, 
professional certifications, significant experience, and extensive and rigorous training). 
The firm has invested significant resources developing and supporting the SmartER. 
Using artificial neural network models, the SmartER applies firm-approved 
methodologies to evaluate information from from clients as well as external information 
to develop independent loan grades for individual loans in the client's portfolio. Each 
loan grade (e.g., "AAA", ... , "D") corresponds to a range of reasonable expected loss 
percentages that engagement teams can then use to test the Loan Loss Reserves 
("LLR"). 
  
[Only appears in Reliability Conditions] 
The firm has determined that SmartER has been 96% more accurate in calculating 
LLR estimates than its human counterparts for the past 20 audit engagements. 
[/End Reliability] 
 
[Only appears in Transparency Conditions] 
SmartER focuses on several pivotal variables to determine an appropriate LLR for a 
specific client. Among these critical factors are each loan’s percentage of total portfolio, 
past and trending interest rates, consumer debt default, changes in underlying collateral 
value, changes in loan volume, and severity of past-due loans. These variables are 
recognized by experts as influential factors for the Probability of Default (“PD”) and Loss 
Given Default calculations (“LGD”). Both PD and LGD factor into an individual loan’s 
grade. The LLR is then calculated from each individual loan’s grade. 
 
To illustrate, if past and trending interest rates are increasing, SmartER would calculate 
that as a higher loan risk. Decreasing interest rates would lower the loan risk. A higher 
value of a loan’s percentage of the total portfolio would increase its importance, while a 
lower value would decrease the impact of that specific loan on the LLR. If the PD for a 
loan is high, then the individual loan’s grade would be lower, which if the PD is low, then 
the individual loan grade would be higher. Likewise, if the LGD is high for a specific 
loan, SmartER would grade that loan lower, resulting in a higher LLR. If the LGD is low, 
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then SmartER would grade that loan higher, resulting in a lower LLR. 
[/End Transparency] 
 
Jones & Baker and the expert third-party consultants have performed rigorous internal 
testing and are confident in SmartER’s ability to generate sufficient and appropriate 
audit evidence for the LLR. However, while SmartER aims to make well-calibrated 
predictions across a portfolio of loans, it will not be perfect on every loan. Though 
SmartER is not perfect, with exposure to new information and situations it will learn and 
improve over time. Additionally, the resulting estimates will reflect significant 
measurement uncertainty, meaning that the actual loan losses within a given portfolio 
could be materially different from SmartER's predictions. 
   
 Firm guidance indicates that engagement teams can use evidence from SmartER to 
help develop conclusions about account balances. However, because of the close 
interactions between audit teams and clients regarding these issues, audit teams are 
still free to use their own judgment.  
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Appendix C: Table 1A – Descriptive of Pre-Scaled Reliance Score 

          
Table 1A  

Descriptive Statistics of Pre-Scaled Reliance Scorea 
          
  Condition 

Mean  
(St. Dev) 

Base 
(n = 12) 

Reliability  
(n = 18) 

Transparency 
(n = 12) 

Transparency-
Reliability 

(n = 10) 

Proposed Adjustment 
4.0 10.8 9.3 11.3 

(3.4) (7.4) (7.0) (6.1) 

Expected Adjustment 
3.0  7.0  6.4  7.6  

(2.7) (5.8) (5.0) (3.7) 

Proposed vs Adjustment 
-1.0 -3.8 -2.9 -3.7 
(1.1) (7.0) (4.2) (5.3) 

          
a The participants' selected an adjustment value between 0 and 20 million. 
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Appendix D: Declaration of Use of Generative AI and AI-assisted Technologies 

 

Statement: During the preparation of this work the author used ChatGPT 4.0 in order to 

improve language and readability issues in the revision process. After using ChatGPT 4.0, the 

author reviewed and edited the content as needed and takes full responsibility for the content of 

the publication. No generative content was used and ChatGPT 4.0 was only used as an assistive 

tool. Full committee approval was given to use this tool for assistive work. ChatGPT is cited in 

the references. 
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