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ABSTRACT 

The purpose of the current dissertation is to map the relationships between first language (L1), 

writing quality, and syntactic complexity, accuracy, lexical complexity, and fluency (CALF) in 

second language (L2) writing. CALF are characteristics of language production that have been of 

significant interest in L2 writing research for the past few decades. Though they have been 

extensively studied as dependent variables that may vary as a function of other factors, they have 

been rarely studied together, much less in relation to L1 as an independent variable. Thus, this 

study explored the effects of L1 and writing quality, operationalized as score levels, on all four 

dimensions of CALF and the predictive power of CALF measures on writing quality. Adopting a 

quantitative, corpus-based approach, I collected 1,683 essays from the Educational Testing 

Service (ETS) Corpus of Non-Native Written English (TOEFL11) for analysis. The corpus is 

comprised of essays written by speakers of 11 non-English native languages (Arabic, Chinese, 

French, German, Hindi, Italian, Japanese, Korean, Spanish, Telugu, and Turkish) as part of an 

international test of academic English proficiency – TOEFL (Test of English as a Foreign 

Language). The selected essays were controlled for topic and collapsed into three score levels: 

low, medium, and high. They were automatically processed for 14 syntactic complexity 

measures, five lexical complexity measures, and one fluency measure using different automated 

tools. Approximately 20% (329 essays) were hand-coded for six accuracy measures. Statistical 

tests revealed that there were significant differences between L1s in most CALF measures in all 

score levels. Text length (W/Tx) was found to differentiate score levels in all L1s. Other 

relatively consistent indicators of score levels across L1s are the total number of errors and 
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lexical diversity measures such as the index of lexical diversity (D) and the measure of textual 

lexical diversity (MTLD). Multinominal regression models output mean length of sentence 

(MLS), the number of coordinate phrases per clause (CP/C), lexical density (LD), MTLD, lexical 

sophistication (LS1), and W/Tx as predictors of high-quality writing. Overall, results showed 

that CALF measures varied significantly across L1 backgrounds and score levels with several 

measures being predictive of the writing quality of a heterogenous group of L2 writers. These 

findings suggest that CALF should be examined together when assessing L2 writing and that L1 

background is an important factor to consider when studying CALF in L2 writing. It is also 

necessary to tailor L2 instruction and assessment to address the unique challenges learners from 

different L1s face. 
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CHAPTER ONE: INTRODUCTION 

Over the last few decades, the constructs of complexity, accuracy, and fluency or more 

specifically syntactic complexity, accuracy, lexical complexity, and fluency (CALF) have 

thrived as research variables in the fields of second language acquisition (SLA) and L2 writing. 

Researchers interested in exploring the effects of L2 instruction, task design, or individual 

differences on language production have included CALF as dependent variables in their studies 

(e.g., Bulté & Housen, 2014; Derwing & Rossiter, 2003; Ellis & Yuan, 2004; Yuan & Ellis, 

2003). Complexity generally refers to the range and sophistication of grammatical structures and 

vocabulary that surface in language production, accuracy to the absence of errors, and fluency to 

the pace with which language is produced (Ortega, 2003; Polio, 2001; Wolfe-Quintero et al., 

1998). CALF originally derived from the grammatical complexity and accuracy measures 

developed in L1 acquisition research to “expediently and reliably gauge proficiency in an L2” 

(Larsen-Freeman, 1978, p. 469). Nevertheless, it was not until the 1990s that CALF were 

brought together in a new proficiency model since their debut in SLA research in the 1970s. This 

model with CALF as its core constructs (Skehan, 1996, 1998) complements the traditional four 

skills model and sociolinguistic and cognitive models of L2 proficiency (Bachman, 1990; 

Bialystok, 1994; Canale & Swain, 1980).  

CALF measures typically emerge as ratios, frequencies, and formulas (Norris & Ortega, 

2009). Their use as indices of L2 proficiency and development has been justified both 

theoretically and empirically. In theory, CALF allow L2 proficiency to be measured in an 

objective, quantitative, and verifiable way. They can also effectively address the multifaceted 
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nature of L2 proficiency (Housen et al., 2012). They have been claimed to reflect different 

aspects of L2 proficiency such as the internalization of new L2 features (i.e., greater complexity), 

the modification of L2 knowledge (i.e., higher accuracy), and the consolidation and 

proceduralization of such knowledge (i.e., better fluency; De Graaff & Housen, 2009; Skehan, 

1998, 2003). Empirically, CALF have been labelled as distinct and competing dimensions of L2 

performance by factor analyses (Norris & Ortega, 2009; Ortega, 1995; Skehan & Foster, 1997, 

2001), meaning for any claims about L2 learners’ proficiency to be made, all the dimensions 

must be taken into account (Housen et al., 2012).  

In the area of L2 writing, CALF, particularly syntactic complexity, have been mainly 

examined from four perspectives: language development, language performance, language 

proficiency, and writing quality (Barrot & Agdeppa, 2021). The one holding the most attention is 

language development as it is posited that syntactic complexity indexes the growth in learners’ 

linguistic repertoire and their ability to utilize additional linguistic resources to communicate 

successfully (Ortega, 2015). Studies measuring CALF in relation to language development thus 

investigate whether CALF measures can validly and reliably capture L2 writing development 

over time (e.g., Bulté & Housen, 2014; Crossley & McNamara, 2014; Yoon & Polio, 2017). 

Similarly, CALF are viewed as indices of language proficiency, with higher CALF indices 

indicating higher proficiency. Studies adopting this view, however, do not necessarily examine 

the same group of language learners over time like studies of language development but different 

groups of learners across proficiency levels (e.g., Kuiken & Vedder, 2019; Lu, 2011; Martínez, 

2018; Vo & Barrot, 2022). The third domain in which CALF are usually measured is language 

performance, with studies researching the variation of CALF measures based on cognitive 

factors involved in a writing task (i.e., task complexity; Amiryousefi, 2016; Johnson, 2017; 
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Kuiken & Vedder, 2007; Wigglesworth & Storch, 2009). Finally, as indices of writing quality, 

certain CALF measures are believed to be capable of distinguishing between poorly rated and 

highly rated essays (e.g., Casal & Lee, 2019; McNamara et al., 2010; Taguchi et al., 2013). In 

other words, higher graded papers are generally expected to demonstrate a higher amount of 

CALF. This last use of CALF measures is my focus in the current study.  

Although the body of research on the relationship between CALF and L2 writing quality 

has built up recently, it is still lacking in the comprehensiveness of CALF constructs. Most 

studies either focus on syntactic complexity measures or examine only a selected number of 

CALF measures, which leads to a limited understanding of how different constructs of CALF 

differentiate writing quality in a sample. Accuracy and fluency should be included more in this 

line of research in addition to syntactic complexity, for example, to attain a more holistic view of 

and draw more definite conclusions about the correlation between CALF and L2 writing quality 

(Foster & Wigglesworth, 2016; Polio, 2017).  

Aside from studying CALF constructs together, there have been suggestions to account 

for L1 as a moderating variable in L2 writing research (Lu & Ai, 2015; Ortega, 2015). For 

instance, Lu and Ai (2015, p. 26) concluded that “learners with different L1 backgrounds, even 

for those at the same or comparable proficiency levels, may not develop in the same ways in all 

areas” after measuring syntactic complexity in 1,400 argumentative essays written by college-

level English as a Foreign Language (EFL) learners with seven different L1 backgrounds from 

the International Corpus of Learner English Version 2.0 (ICLE 2.0; Granger et al., 2009) and the 

Louvain Corpus of Native English Essays (LOCNESS; Granger, 1996). Another example is 

Murakami et al.’s (2013) investigation into cross-linguistic influence on accuracy. He analyzed 

3,000 essays from the Cambridge Learner Corpus, which were sampled across seven L1 groups, 
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and found consistently higher accuracy levels for the L1s that mark a given morpheme compared 

with those that do not. Overall, the findings from these studies provide robust evidence that L1 

influence cannot be left unchecked in the research designs of CALF studies in L2 writing 

(Ortega, 2015). However, such influence is mostly ignored in the current research atmosphere as 

studies tend to treat different L1 groups as one holistic non-native speaker (NNS) group or 

compare CALF differences between native speaker (NS) and NNS groups rather than between 

L1 groups. To fill the gaps in previous research, the current study examines all CALF constructs 

as indices of L2 writing quality while considering the potential influence of L1 on CALF 

measures. It specifically seeks to answer the following research questions:  

1. To what extent do CALF measures vary across L1 backgrounds in each score level?   

2. To what extent do CALF measures vary across score levels in each L1 group?  

3. To what extent can CALF measures and L1 backgrounds predict score levels?  

By mapping the relationships between L1, writing quality, and CALF in L2 writing, the 

current study contributes to a better understanding of CALF measures as indices of L2 writing 

quality. It will help teachers design L1-specific interventions. Researchers will also be more 

informed to decide whether L1 should be controlled for in future research.  

In addition to this chapter that presents an overview of the study (Chapter One), this 

dissertation is organized into five other chapters. Chapter Two reviews the relevant literature and 

previous studies on CALF in L2 writing. Chapter Three explains the methodology of the study. 

Chapter Four reports the results of quantitative analyses, whereas Chapter Five discusses the 

findings. Finally, Chapter Six highlights the findings’ implications for L2 writing assessment, 

pedagogy, and research. It also acknowledges the study’s limitations and provides directions for 

future research.   
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CHAPTER TWO: LITERATURE REVIEW 

 This chapter is divided into three sections, corresponding to the three main foci of this 

dissertation. The first reviews literature regarding the linguistic constructs of CALF, and how 

they have been defined and operationalized in L2 writing research. The second reviews literature 

regarding the relationship between CALF and L2 writing quality. The last section reviews 

literature regarding the relationship between CALF and L2 writers’ L1.  

Defining and Operationalizing CALF in L2 Writing 

Defining and operationalizing CALF have received significant attention over the years, as 

numerous researchers have put forward different measures. Nevertheless, the conceptualization 

of CALF as constructs is only one among many major challenges CALF researchers face, 

including the operationalization of CALF, the interrelationship among CALF components, the 

cognitive, linguistic, and psycholinguistic correlates of CALF, and the extrinsic factors affecting 

CALF (Housen & Kuiken, 2009; Housen et al., 2012).  

True to its name, perhaps complexity is the most complex component of CALF (Housen 

& Kuiken, 2009; Pallotti, 2009). Pallotti (2009) gave an account of complexity by dissecting the 

word complex. According to him, it has three meanings. The first one is completely structural, 

which teachers and researchers use to distinguish simple and complex grammatical structures. 

The second meaning is what is perceived as difficult and cognitively demanding in CALF studies. 

Finally, complex is identified as “acquired late,” meaning a complex structure may require many 

cognitive resources to produce and thus takes time to be internalized (Pallotti, 2009, p. 593). 
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Another approach to defining complexity is dividing it into task complexity and language, 

or more specifically, L2 complexity (Robinson, 2001). Task complexity refers to the processing 

demands of tasks, resulting from task structure and design together with learners’ available 

resources. This type of complexity is preferably interpreted by some scholars as objective 

difficulty, indicating that the difficulty perceived is inherent to the task (Pallotti, 2009). 

Meanwhile, L2 complexity can be understood as cognitive complexity and linguistic complexity, 

both of which refer to properties of language features (items, patterns, structures, rules) or 

language subsystems (phonological, morphological, syntactic, lexical) (Housen & Kuiken, 2009). 

Cognitive complexity is based on learners’ perceptions, and linguistic complexity is based on the 

language system. The former is a broader concept than the latter as it is determined by both 

subjective, learner-dependent factors such as aptitude, memory span, motivation, L1 background 

and more objective factors such as input saliency and linguistic complexity itself (Housen & 

Kuiken, 2009). In other words, linguistic complexity can affect cognitive complexity. It is “the 

size, elaborateness, richness, and diversity” of learners’ L2 and at the same time, the structural 

complexity, including formal and functional complexity, of individual L2 features (Housen & 

Kuiken, 2009, p. 464). It can be categorized as grammatical complexity (syntactic complexity 

and morphological complexity) and lexical complexity (Bulté & Housen, 2012), of which 

syntactic complexity and lexical complexity are investigated in this dissertation as dependent 

variables.  

Syntactic Complexity  

When introducing her landmark synthesis of the relationship between syntactic 

complexity and L2 proficiency in college-level writing, Ortega (2003) encapsulates the definition, 

significance, and uses of syntactic complexity. In a broad sense, syntactic complexity involves 
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the range and degree of sophistication of syntactic structures demonstrated in language 

production. It is an important construct in L2 research due to the assumption that language 

development leads to, among other processes, the expansion of L2 learners’ syntactic repertoire 

and their ability to use that repertoire properly for different purposes. In L2 writing research, 

syntactic complexity measures have been used to evaluate instructional effects on grammatical 

development and/or writing ability, to investigate task-related differences in L2 writing, and to 

assess variation in L2 texts produced by learners over time and across proficiency levels.   

Syntactic complexity has increasingly been conceptualized as a multi-dimensional 

construct (Norris & Ortega, 2009), which can be interpreted on sentential, clausal, and phrasal 

levels (see Figure 1).   

 

Figure 1. A Multi-Dimensional Representation of Syntactic Complexity (adopted from Yang et 

al., 2015). 

Note. The measures in the parentheses are seen by Yang et al. (2015) as best operationalizations 

of the proposed syntactic complexity dimensions. MLS and MLT were labeled as global 

complexity measures and the other six measures as local-level complexity measures. 
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The representation above incorporated Norris and Ortega’s (2009) suggestion that for 

syntactic complexity, L2 researchers should at least measure global or overall complexity, 

complexity by subordination, complexity by subclausal or phrasal elaboration, and possibly 

complexity by coordination. In fact, the conceptualization and operationalization of syntactic 

complexity are far from being consistent. Ortega (2003), for example, found that mean length of 

T-unit1 (MLT) was the only measure shared by the six longitudinal L2 writing studies included 

in her synthesis. Across the other 21 cross-sectional studies she reviewed, MLS, MLT, MLC, 

mean number of T-units per sentence (T/S), mean number of clauses per T-unit (C/T), and mean 

number of dependent clauses per clause (DC/C) were the most popular measures of syntactic 

complexity. Critiquing the heavy reliance on T-units and clausal subordination, Biber et al. (2011) 

considered 28 different grammatical complexity features in academic writing against 

conversation, many of which deal with lexico-grammatical information at the word and phrase 

levels. They found that nearly all clausal subordination measures appeared more frequently in 

conversation than academic writing. They concluded that no single measure would satisfactorily 

capture complexity, and that measures other than clausal subordination and T-units must be 

developed to represent non-clausal features embedded in noun phrases – the most crucial types 

of complexity instruments in academic writing. 

More recently, when synthesizing and meta-analyzing task-based L2 writing studies from 

1998 to 2017, Johnson (2017) examined what CALF metrics were used. His examination of 20 

studies yielded several notable results. First, complexity by subordination and global complexity 

were major concentrations of research with C/T and MLT being the most and second most 

reported metrics, respectively. Second, only three studies in the sample explored metrics on the 

 
1 T-unit is a term coined by Kellogg Hunt (1965), indicating a main clause and any dependent clause 

attached to it.  
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global, clausal, and phrasal complexity levels. Finally, only one study reported the range of 

forms produced as a metric. In general, Johnson's (2017) results together with previous findings 

showed that many L2 writing studies employed a small range of syntactic complexity measures 

that do not fully reflect the multidimensionality of syntactic complexity.   

The current availability of automated tools for syntactic complexity analysis sheds 

additional light on the conceptualization of syntactic complexity. The fact that researchers have 

different approaches to defining and operationalizing syntactic complexity has prompted them to 

develop and/or use certain tools to analyze it. For instance, Coh-Metrix (Graesser et al., 2004; 

McNamara et al., 2014), in addition to measuring cohesion and coherence features of texts, can 

report on 15 syntactic complexity measures (i.e., words before main verb, number of modifiers 

per noun phrase, Minimal Edit Distance, sentence syntax similarity) and syntactic pattern density 

measures (i.e., phrase/agentless passive voice/negation/gerund/infinitive density), many of which 

have proven suitable for the task of investigating L2 writing syntactic complexity (e.g., see 

Crossley & McNamara, 2014). A more specialized tool is the L2 Syntactic Complexity Analyzer 

(SCA) with 14 measures representing length of production unit, amount of subordination, 

amount of coordination, phrasal sophistication, and overall sentence complexity (Lu, 2010), 

which match with the four dimensions of syntactic complexity proposed by Norris and Ortega 

(2009). These measures are claimed to either have a significant effect on L2 proficiency, as 

demonstrated by at least one previous study, or be recommended by Wolfe-Quintero et al. (1998) 

for further research (Ai & Lu, 2013; Lu, 2017).  
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Table 1 

Syntactic Complexity Measures in SCA (adapted from Lu, 2017) 

Category Measure Label 

Length of production unit Mean length of clause MLC 

Mean length of sentence MLS 

Mean length of T-unit MLT 

Amount of subordination Number of clauses per T-unit C/T 

Complex T-unit ratio CT/T 

Number of dependent clauses per 

clause 

DC/C 

Number of dependent clauses per T-

unit 

DC/T 

Amount of coordination Number of coordinate phrases per 

clause 

CP/C 

Number of coordinate phrases per T-

unit 

CP/T 

Number of T-units per sentence T/S 

Degree of phrasal 

sophistication 

Number of complex nominals per 

clause 

CN/C 

Number of complex nominals per T-

unit 

CN/T 

Number of verb phrases per T-units VP/T 

Overall sentence complexity Number of clauses per sentence C/S 

 

Among the 14 syntactic complexity measures (see Table 1), MLT, C/T, and DC/C are the 

most correlated with proficiency (r > 0.65; Lu, 2011) or best show an overall effect for 

proficiency with a significant difference between three or more adjacent proficiency levels (p < 

0.05; Lu, 2011). More recently, Kyle and Crossley (2017) and Mostafa and Crossley (2020) 

combined the same 14 syntactic complexity measures with verb-argument construction (VAC) 

measures of syntactic sophistication that reflect usage-based perspectives of language learning. 

All of them can be computed using the Tool for the Automatic Analysis of Syntactic 
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Sophistication and Complexity (TAASSC; Kyle, 2016; Kyle & Crossley, 2017). Syntactic 

sophistication indices are calculated based on main verb lemmas (e.g., to give), VACs (e.g., 

subject-verb-indirect object-direct object), verb-VAC combinations (e.g., subject-to give-indirect 

object-direct object), and their frequencies in all written registers in the Corpus of Contemporary 

America English (COCA; Davies, 2008): fiction, magazines, newspapers, and academic texts 

(Mostafa & Crossley, 2020). A summary of these indices can be found in Table 2.   

Table 2 

Syntactic Sophistication Measures in TAASSC (adopted from Kyle & Crossley, 2017) 

 Main verb 

lemma 

frequency 

VAC 

frequency 

Verb-VAC 

combination 

frequency 

Mean token score ✓ ✓ ✓ 

Mean token score (log transformed) ✓ ✓ ✓ 

Standard deviation token score ✓ ✓ ✓ 

Standard deviation token score (log 

transformed) 

✓ ✓ ✓ 

Mean type score ✓ ✓ ✓ 

Proportion of items attested in corpus ✓ ✓ ✓ 

Total 6 6 6 

  

On the clausal and phrasal levels, researchers usually employ noun-related indices as 

measures of complexity. Ansarifar et al. (2018), for example, addressed the frequency and 
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distribution of 16 specific noun phrase features, which were adopted from Biber et al.'s (2011) 

developmental stages of syntactic complexity (see Table 3). Lan et al. (2019) similarly chose to 

include 11 noun modifiers in Biber et al.'s (2011) index in their analysis of Chinese first-year 

compositions. Both studies, however, excluded the representative feature of the first stage of 

development (probably due to the proficiency level of the participants), which is finite 

complement clauses (that and wh-) controlled by extremely common verbs (e.g., think, know, 

say). Occasionally, syntactic complexity measures are divided into large-grained and fine-

grained measures (Jiang et al., 2019). Large-grained measures are the 14 SCA measures, while 

fine-grained measures refer to the grammatical structures related to subordinate clauses 

(adverbial clauses, complement clauses, and relative clauses) and noun modifiers (possessive 

modifiers, compound nouns, adjectival modifiers, prepositional phrases as attributes, and 

adjectival relative clauses). 
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Table 3 

Hypothesized Developmental Stages for Complexity Features (adapted from Biber et al., 2011) 

Stage Grammatical structure(s) Example 

1 Finite complement clauses (that and wh-) controlled by extremely 

common verbs (e.g., think, know, say) 

We never quite know what to make 

of him. 

2 Finite complement clauses controlled by a wider set of verbs I’d forgotten that he had just 

testified on that one. 

Finite adverbial clauses I’m assuming I gained weight 

because things are a little tighter 

than they used to be. 

Nonfinite complement clauses, controlled by common verbs 

(especially want) 

I don’t want to fight with them 

about it. 

Phrasal embedding in the clause: adverbs as adverbials He’s so confused anyway. 

Simple phrasal embedding in the noun phrase: attributive 

adjectives 

It certainly has a nice flavor. 

3 Phrasal embedding in the clause: prepositional phrases as 

adverbials 

He seems to have been hit on the 

head. 

Finite complement clauses controlled by adjectives It seemed quite clear that no one 

was at home. 

Nonfinite complement clauses controlled by a wider set of verbs The snow began to fall again. 

That relative clauses, especially with animate head nouns …the guy that made that call 

Simple phrasal embedding in the noun phrase: nouns as 

premodifiers 

…some really obscure cable 

channel 

Possessive nouns as premodifiers Tobie’s voice  

Of phrases as postmodifiers editor of the food section 

Simple PPs as postmodifiers, especially with prepositions other 

than of when they have concrete/locative meanings 

house in the suburbs 

4 Nonfinite complement clauses controlled by adjectives These will not be easy to obtain. 

Extraposed complement clauses It is clear that much remains to be 

learned … 

Nonfinite relative clauses …the method used here should 

suffice … 

More phrasal embedding in the NP = attributive adjectives, nouns 

as premodifiers 

The prevalence of airway 

obstruction and self-reported 

disease status 

Simple PPs as postmodifiers, especially with prepositions other 

than of when they have abstract meanings 

with half of the subjects in each 

age/instructional condition 

receiving each form 

5 Preposition + nonfinite complement clause The idea of using a Monte Carlo 

approach 

Complement clauses controlled by nouns The hypothesis that female body 

weight was more variable 

Appositive noun phrases The CTBS (the fourth edition of 

the test) was administered in 1997–

1998. 

Extensive phrasal embedding in the NP: multiple prepositional 

phrases as postmodifiers, with levels of embedding 

The [presence of layered 

[[structures] at the [[[borderline]] 

of cell territories]]] 

Note. The bold and underlined parts mark the target grammatical structures.  

 



 
 
 

14 

 

Lexical Complexity 

Lexical complexity has been interpreted in various terms of lexical richness, lexical 

density, lexical sophistication, lexical variation, lexical diversity, and so forth. These terms are 

not only oftentimes used interchangeably but also hierarchically and exclusively to each other 

(Yu, 2010). Such terminological confusion together with the fact that the same term can be 

conceptualized and operationalized differently from study to study reflects the 

multidimensionality of lexical complexity, which is perhaps even greater than that of syntactic 

complexity. According to Bulté and Housen (2012), lexical complexity has four dimensions of 

density, diversity, sophistication, and compositionality. This somewhat corresponds to Read’s 

(2000) description of lexical richness.  

While lexical density is typically defined as the proportion of content or lexical words to 

total or functional/grammatical words, lexical diversity has to do with the range of one’s 

vocabulary and has traditionally been measured as type-token ratio (TTR) – the proportion of 

unique words to total words. However, TTR is sensitive to text length as it decreases in longer 

texts due to increasing word repetition (McKee et al., 2000; Richards, 1987). Alternatively, 

measures such as D (Malvern et al., 2004) and MTLD (McCarthy, 2005) have recently been 

proposed to mitigate the influence of text length, thus enabling the comparison among texts of 

different lengths. A higher D means a lexically more diverse text. The index is especially useful 

for gauging the lexical diversity of short texts under 1,000 words, but it is still affected by text 

length (Jarvis, 2002; McCarthy & Jarvis, 2007). In comparison, MTLD has been found to be less 

affected (Koizumi & In’nami, 2012) or not vary as a function of text length (McCarthy & Jarvis, 

2010). The validity and reliability of these measures have been displayed in abundant research 

(e.g., Crossley et al., 2011; McCarthy & Jarvis, 2007, 2010; Yang & Kim, 2020; Yoon & Polio, 
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2017; Yu, 2010). McCarthy and Jarvis (2010) particularly suggest combining multiple measures 

(e.g., D and MTLD) because they appear to contribute unique lexical information.  

Another lexical diversity estimate claimed to be able to control for text length effects is 

the Guiraud index (G), a mathematical transformation of the typical TTR. It is also claimed to be 

one of the most robust type-token measures (van Hout & Vermeer, 2007). With regard to lexical 

sophistication, it usually involves corpus-based frequency information of an L2 learner’s 

(advanced) lexis. It is widely measured as average word length (Jarvis et al., 2003; Verspoor et 

al., 2012; Yoon & Polio, 2017), as longer words tend to be more sophisticated, and frequency-

based type/token ratios like lexical frequency profile (Laufer & Nation, 1995). Besides the 

dimensions above, Bulté and Housen (2012) have added compositionality, which refers to the 

number of formal and semantic elements of lexical items, with operationalizations of 

morphemes/words and syllables/words ratios.  

Several surveys have been conducted on the measurement of lexical complexity. 

Johnson’s (2017) synthesis showed that task-based L2 writing researchers used from one to six 

different measures of lexical complexity in their studies (see Table 4). Johnson observed that 

only three of the included studies employed D and MTLD, which are newer, more sophisticated 

and less text-length reliant measures of lexical complexity. In similar reviews of studies 

examining the effects of cognitive task complexity on CALF (Bulté & Housen, 2012; Yang, 

2014), 68% of the studies were found to cover lexical diversity measures. Only 36% and less 

than 10% of the studies took into account lexical density and lexical sophistication, respectively. 

Moreover, only one or two measures of lexical density and sophistication were employed.  
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Table 4 

Lexical Complexity Measures in Task-Based L2 Writing Research (adapted from Johnson, 2017) 

Category Measure Note 

Lexical density Lexical words/Total words  

Lexical words/Function words  

Lexical diversity MTLD Measure of textual lexical diversity 

D  

vocD  

Pronouns/Noun phrase  

Type-token ratio  

Mean, segmental type-token ratio  

Corrected type-token ratio  

Type2/√Token  

Giraud’s index  

Lexical sophistication % of 1 K GSL words The first 1,000 most frequent word 

families according to the general service 

list 

% of 2 K GSL words The second 1,000 most frequent word 

families according to the general service 

list 

Words from beyond the 2 K list  

% of AWL Academic word list 

BNC 4 K words/100 words The fourth 1,000 word families according 

to the British National Corpus (BNC; 

Davies, 2004) 

BNC 5 K words/100 words The fifth 1,000 word families according to 

BNC 

CELEX rating  

Log CELEX rating  

Concreteness of Lexical words  

 

Automated text analysis tools such as Coh-Metrix, the Lexical Complexity Analyzer 

(LCA; Lu, 2012) and the Tool for the Automated Analysis of Lexical Diversity (TAALED; Kyle 

et al., 2021) as well as the Tool for the Automated Analysis of Lexical Sophistication (TAALES; 

Kyle & Crossley, 2015; Kyle et al., 2018) are also available for the measurement of lexical 
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complexity. Among the large array of linguistic indices computable by Coh-Metrix, many tap 

into lexical complexity, with D, MTLD, word length, and word frequency being notable 

measures (see Crossley et al., 2011; MacArthur et al., 2019; McNamara et al., 2010; Yoon, 2017). 

LCA and TAALED report 25 and 10 indices, respectively. The former embraces three aspects of 

lexical complexity (i.e., lexical density, diversity, and sophistication), whereas the latter’s focus 

is on lexical diversity measures. Specialized in measuring lexical sophistication, TAALES 

provides 135 indices pertinent to word frequency, range, bigram and trigram frequency, 

academic language, and psycholinguistic word information. It was mainly developed to 

accommodate new and potentially important measures and to process a large number of texts in a 

reasonable amount of time. It is also validated with indices capable of explaining 47.5% of the 

variance in human judgements of lexical proficiency in L1 and L2 writing. The programs 

typically draw on wordlists from large, representative corpora such as COCA and BNC. It should 

be noted, however, that many measures incorporated in these programs are transformations of 

several core measures. In Bulté and Housen’s (2012) survey of complexity measurement, an 

observation was made that most studies measuring L2 complexity only calculated a few 

measures. The mean number of measures used in the 40 surveyed studies is 2.7, and 22 of the 

studies used just one or two measures. Given the automated tools described here, it is now 

feasible to address this problem.  

Using only a few measures to assess L2 complexity can be problematic for several 

reasons. Firstly, complexity is a multidimensional construct, and assessing it requires a 

comprehensive understanding of its various components. If only a few measures are used, 

important aspects of complexity may be overlooked. Secondly, the few measures that are often 

used to assess writing complexity may not adequately capture the range of difficulties that 
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learners may encounter when writing in an L2. Thirdly, relying on a limited set of measures may 

oversimplify the assessment of L2 complexity, leading to inaccurate or incomplete conclusions 

about learners' writing abilities. For instance, if only one or two measures are used, learners may 

receive misleading feedback on their writing, which may hinder their progress in the L2. 

Therefore, to provide a comprehensive and accurate assessment of L2 writing complexity, 

multiple measures should be used, covering various aspects of the writing process.  

Accuracy  

If CALF constructs are put on a scale, accuracy or correctness is likely “the most 

straightforward and internally consistent construct” (Housen & Kuiken 2009; Pallotti 2009, as 

cited in Housen et al., 2012, p. 4). Polio (2001) generally equates accuracy with the absence of 

errors, but it should be more precisely regarded as the extent to which L2 production deviates 

from a norm (Pallotti, 2009). Accuracy measurement or error identification thus poses the 

question of what counts as an error. In other words, whether errors are to be evaluated by NS 

norms or by English as a lingua franca norms must be made clear. Also, the extent to which 

errors hinder communication can help weigh errors, but it should be noted that, for example, a 

text with 10 errors not compromising communication is not more “accurate” than the same text 

with 10 errors hindering comprehension, but just more “understandable” or “communicatively 

effective” (Pallotti, 2009, p. 592). Another point of consideration is the type of error committed 

by learners. A text with 10 errors on subjunctives and conditionals is not more “accurate” than 

the same text with 10 errors on articles and pronouns, but just more “developed” or “advanced” 

(Pallotti, 2009, p. 592). Thus, researchers should be careful not to judge accuracy using measures 

related to other constructs such as intelligibility and development. How seriously researchers 

take these concerns into account while designing their studies has yet to be reported.   
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Just like Bulté and Housen’s (2012) comment about the range of L2 complexity measures 

covered in individual studies, many task-based L2 writing studies include a very limited number 

of accuracy measures (Johnson, 2017). These studies tend to operationalize accuracy as some 

form of error-free units and/or error count per unit, with or without specifying error types 

(Johnson, 2017; Yang, 2014). Example measures are the percentage of error-free clauses/T-units 

and the number of errors per clause/T-unit. Holistic scales and qualitative analysis can also be 

used to measure accuracy, as reviewed by Polio (2001). Foster and Wigglesworth (2016) divide 

commonly used accuracy measures in L2 performance in two broad categories: local measures 

aiming to monitor the use of selected grammatical features and global measures focusing on 

determining the overall level of accuracy. After reviewing the measures, they came to the 

conclusion that global measures based on a syntactic unit can evaluate accuracy in L2 

performance better than local measures, with the error-free clause being one of the strongest 

units of measurement.  

Polio and Shea's (2014) study provides a more up-to-date and comprehensive review of 

accuracy measures in L2 writing research. Their results seem to resonate with other syntheses as 

they found holistic scales, error-free units, number of errors, number of specific error types, and 

error gravity were the types of accuracy measures included most frequently. What is most 

striking is that intra or interrater reliability was not reported for almost half of the 44 accuracy 

measures from the 35 studies they examined and that both types of reliability were reported for 

only four measures. Given the information gained from their literature review, Polio and Shea 

(2014) selected 10 measures and tested their reliability on a dataset from Michigan State 

University, which consists of 210 timed descriptive essays written in 30 minutes by Intensive 

English Program and English for Academic Purposes (EAP) students over the course of a 
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semester (each student wrote three essays). The chosen measures were holistic scores of 

language use, holistic scores of vocabulary, error-free T-units/total T-units, error-free 

clauses/total clauses, weighted error-free T-units/total T-units, number of errors per words, and 

number of verb phrase, preposition, article, and lexical errors per words. Both researchers coded 

all the data. Measure validity was also examined by checking correlations among the measures, 

change over time, and differences between the groups showing improvement and no 

improvement. All the measures achieved interrater reliability coefficients greater than .84 except 

for the specific error types: verb phrase errors (.65), preposition errors (.79), article errors (.80), 

and lexical errors (.54). The validity analyses suggest that there is not a measure of accuracy that 

is more valid than others. Since no measure really stands out in terms of reliability and validity, 

researchers should be informed of the pros and cons of each measure and combine different 

measures (Polio & Shea, 2014).  

What is as important as measure selection is developing and reporting specific coding 

guidelines and reliability for replication and research rigidity. An example of this is Yoon and 

Polio's (2017) comparison of English as a Second Language (ESL) students’ linguistic 

development between two written genres. The authors made conscious decisions to include 

syntactic, morphological, preposition, and spelling error types and exclude lexical errors as 

measures of accuracy. Importantly as well, the researchers provided readers with clear examples 

of each category and guidelines for coding these different error types in future studies. In their 

own study, they reached acceptable interrater reliability on all measures (syntactic errors = .84; 

morphological errors = .96; preposition errors = .92) with spelling errors counted using an online 

spell checker. It is apparent from their report that they were aware of the advantages of the 

included measures and had a clear picture of what constitutes an error and what does not.  
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Fluency 

 Fluency in L2 writing is the pace with which the L2 is written, but its meaning is usually 

interpreted as how nativelike the writing sounds (Polio, 2001). Wolfe-Quintero et al. (1998) 

defines L2 writing fluency as follows:  

 In our view, fluency means that more words and more structures are accessed in a limited 

time, whereas a lack of fluency means that only a few words or structures are accessed. 

Learners who have the same number of productive vocabulary items or productive 

structures may retrieve them with differing degrees of efficiency. Fluency is not a 

measure of how sophisticated or accurate the words or structures are, but a measure of the 

sheer number of words or structural units a writer is able to include in their writing within 

a particular period of time. (p. 25) 

 Reflecting on this definition, Polio (2001) particularly argued that fluency should be 

measured by counting the number of words produced in a given time because counting the 

number of other structural units such as clauses and T-units would penalize learners who write 

longer structures. Fluency thus seems easy to measure, especially with the assistance of word 

processing programs, but conceptually what constitutes a word is sometimes confusing. 

Moreover, the number of words may be related to various factors such as planning time and may 

not measure how quickly the writer writes (Abdel Latif, 2013). Polio (2001) also questioned the 

relation of fluency to writing quality and thus the role it plays in the writing process. This is 

probably part of the reason why writing fluency is not in the spotlight in CALF studies. However, 

it is important to measure fluency to understand how CALF measures interact with each other 

(Yoon & Polio, 2017).  
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 In addition to measuring the amount of production based on some unit, fluency has been 

measured using holistic scales (Polio, 2001). In Abdel Latif's (2013) call for better understanding 

of writing fluency and how it should be measured, fluency measures were divided into two types: 

product-based measures relying on written texts despite how they were produced (e.g., changes 

made, composing rate, text quantity) and process-based measures drawing upon the online 

observation of writers’ composing processes (e.g., pausing, length of rehearsed text, and length 

of translating episodes). Abdel Latif (2013) concluded that writing fluency could be validly 

measured by the length of writers’ translating episodes or production units, which assesses real-

time writing and is reflective of the cognitive characteristics of writing performance.  

The Relationship Between CALF and L2 Writing Quality 

Syntactic Complexity and L2 Writing Quality 

Insights into what and how syntactic complexity features contribute to good writing are 

important for SLA theory, pedagogy, and assessment. Accordingly, one crucial question in the 

study of L2 writing complexity is about the relationship between syntactic complexity and 

writing quality, with the latter normally reflected in holistic or analytic essay scores given by 

human raters. A common hypothesis in this line of research is that learners of higher proficiency 

or with linguistic maturity have more control over complex syntactic structures and thus will 

write with more efficiency and flexibility (Ortega, 2015; Yang et al., 2015). This view holds that 

L2 writing quality is a function of language proficiency and assumes it to be positively correlated 

with syntactic complexity. However, researchers have revealed a more complex picture of the 

relationship due to different factors affecting the relationship and the variety of syntactic 

complexity measures used across studies.  
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In one of the first research syntheses of the relationship between syntactic complexity and 

L2 proficiency for college-level writing, Ortega (2003) focused on six syntactic complexity 

measures that were most frequently used in her sample of 21 cross-sectional studies: MLS, MLT, 

MLC, T/S, C/T, and DC/C. Her statistical analyses suggested the following critical magnitudes 

for between-proficiency level differences in syntactic complexity: 4.5 or more words per 

sentence (MLS), 2 or more words per T-unit (MLTU), slightly over 1 word per clause (MLC), 

and at least a 0.20 positive or negative difference in C/T. The amount of syntactic complexity 

was typically higher in ESL writing than EFL, and the ranges of observed complexity values 

were narrower for studies using holistic ratings than those relying on program levels to establish 

proficiency group differences. Yet, the extent to which instructional setting (ESL vs. EFL) and 

proficiency sample criterion (program levels vs. holistic ratings) affect the proposed magnitudes 

is unclear.   

Later, Lu (2017) reviewed corpus-based L2 writing studies investigating the relationship 

between syntactic complexity and writing quality with automated tools for syntactic complexity 

analysis (see the article for a summary table of the syntactic complexity measures found to be 

predictive of or correlated with L2 writing quality). His conclusion was:  

Studies employing the Biber Tagger found that a number of clause- and phrase-level 

grammatical complexity features could distinguish high- and low-scored essays but that 

the co-occurrence patterns of grammatical complexity features are more predictive of 

writing quality than individual features. (p. 504)  

Meanwhile, certain Coh-Metrix measures of syntactic pattern density have been found to 

be correlated with holistic ratings of writing quality. These measures are the average number of 

modifiers per noun phrase and normed rates of occurrence of infinitives, negations, verb phrases, 
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and prepositional phrases (Crossley & McNamara, 2014). A number of SCA measures have also 

been reported to strongly correlate with writing quality: MLS, MLC, MLTU, DC/C, and CN/C 

(Chen et al., 2014; Li, 2015). These studies particularly sampled Chinese EFL learners whose 

essays were rated using the College English Test holistic rubric. Missing in Lu's (2017) literature 

review are studies that adopt the more recent TAASSC. Kyle and Crossley (2018) used both the 

SCA (which computes traditional syntactic complexity indices) and TAASSC (which computes 

fine-grained clausal and phrasal indices) to analyze TOEFL independent essays. Their results 

showed that fine-grained indices of phrasal complexity (e.g., number of dependents per 

prepositional object) were more powerful than either traditional syntactic complexity indices 

(e.g., MLC) or fine-grained clausal complexity indices (e.g., number of subjects per clause) in 

predicting holistic essay scores. As Lu (2017) recapped, a positive relationship was found 

between syntactic complexity and L2 writing quality despite how automated complexity 

measures or holistic quality ratings were operationalized. It was also noted that more in-depth 

analysis of the reliability of human judgements and the distributions of complexity scores would 

be necessary to compare the magnitudes of correlations on particular measures.  

A wide range of syntactic complexity measures has been reported to be strongly 

correlated with or even predictive of L2 writing quality, but more intricate mappings of the 

relationship between syntactic complexity and writing quality have seen it vary across genres 

and topics. One example is Beers and Nagy's (2009) study on 41 seventh and eighth graders’ 

writing. In addition to examining the relationship of syntactic complexity with rated writing 

quality, the authors drew a comparison between two genres: narratives and argumentative essays, 

from which differences arose. In particular, the relationship between syntactic complexity and 

quality ratings varied from one genre to the other. Bivariate correlational analyses revealed a 



 
 
 

25 

 

positive correlation between words per clause and writing quality and a negative correlation 

between C/T and quality for argumentative essays. C/T, conversely, were positively correlated 

with writing quality for narratives. However, the writing was completed in the participants’ L1 

(i.e., English). In comparison, Qin and Uccelli (2016) examined 100 sixth to eleventh grade 

Chinese EFL learners’ writing performance in the same genres, which was evaluated using two 

genre-specific holistic rating rubrics. Unlike Beers and Nagy's (2009) findings on L1 writing, 

Qin and Uccelli (2016) found words per clause to have positive and stronger correlations with 

writing quality in both argumentative essays and narratives. No significant correlation between 

C/T and quality was reported in either genre.  

Another variable that may play a role in the relationship between syntactic complexity 

and writing quality is writing topic. Yang et al. (2015) discovered in the TOEFL independent 

writing of 190 graduate students that topic had no significant effect on MLS and MLT, but these 

global complexity features were positively and significantly correlated with essay scores across 

the two topics. At the local complexity levels, topic effects were significant and greater. More 

specifically, the topic requiring causal reasoning (importance of planning for the future) elicited 

a significantly higher amount of finite and non-finite subordination, whereas the other topic 

(whether personal appearance and fashion are overemphasized) involved significantly more 

elaboration at the finite clause level, through the use of more coordinate phrases and complex 

noun phrases. When it comes to writing quality, the local-level syntactic complexity features 

strongly correlated with essay scores for the future topic but did not for the appearance topic, 

although the future topic observed significantly fewer of these features. On the contrary, finite 

subordination strongly correlated with essay scores for the appearance topic but did not for the 

future topic, although the appearance topic observed significantly lower amount of finite 
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subordination. Non-finite subordination was used more in future essays and was also strongly 

correlated with essay scores. These findings suggest that the students who were able to use local-

level complexity features in addition to topic-intrinsic features achieved higher scores, 

demonstrating their higher L2 writing ability and/or proficiency. Not only does Yang et al.'s 

(2015) work help paint a more complete picture of the impact various factors may have on the 

relationship between syntactic complexity and writing quality, but it also addresses previous 

studies’ limitations by using a larger sample size and measuring syntactic complexity as a multi-

dimensional construct. 

Attempting to link syntactic growth in L2 writing to writing quality, Bulté and Housen 

(2014) analyzed 45 adult ESL learners’ essays to determine indicators of writing development 

and quality. Of the 10 syntactic complexity measures selected, seven were progress-sensitive. 

The measures having the highest effect sizes were those based on average length of linguistic 

units: mean length of finite clause (d = 0.49), MLT (d = 0.47), and MLS (d = 0.44). Interestingly, 

these progress-sensitive measures did not match perfectly with the predictors of overall writing 

quality. For example, while complex sentence and subclause ratios correlated with subjective 

ratings of writing quality, compound sentence and coordinate clause ratios did not, although their 

scores increased significantly over time. Similarly, Crossley and McNamara (2014) concluded 

that the syntactic complexity measures showing progress may not overlap with those associated 

with higher essay scores. More specifically, they suggested that L2 learner growth is 

demonstrated by a stronger nominal style and phrasal features, whereas human judgements of L2 

writing quality is better predicted by clausal complexity. In sum, Crossley and McNamara 

claimed that incidence of all clauses (i.e., Coh-Metrix’s normalized incidence counts for matrix, 
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coordinated, and embedded clauses) is the only meaningful indicator of both L2 writing 

development and quality. 

Clearly, much previous research has examined the ability of syntactic complexity 

measures to distinguish L2 proficiency levels and the role it plays in L2 writing development 

(e.g., Biber et al., 2011; Bulté & Housen, 2014; Lu, 2011; Ortega, 2003; Wolfe-Quintero et al., 

1998; Yoon & Polio, 2017). Nevertheless, direct investigation of the relationship between 

syntactic complexity and writing quality with the latter recorded by holistic or analytic essay 

scores is still lacking (Yang et al., 2015), which can help better understand the role of syntax in 

contributing to overall writing quality. Meanwhile, Ortega (2015) assumes certain correlations of 

syntactic complexity measures with writing quality and asserts the usefulness of having a better 

understanding of which syntactic complexity measures contribute to good writing or supposedly 

high ratings of human judges from both developmental and educational perspectives.    

Lexical Complexity and L2 Writing Quality 

 Like syntactic complexity, lexical complexity has been examined for its correlation with 

L2 writing quality. Measures of lexical complexity such as G and D have stood out as strong 

discriminators of different general proficiency and writing quality levels. Examining objective 

measures of 437 texts written by beginner and intermediate L2 Dutch learners of English from a 

dynamic usage-based perspective, Verspoor et al. (2012) concluded that G was the most useful in 

distinguishing between all adjacent levels compared to word length (lexical sophistication) and 

customized lexical frequency profile (lexical originality). In their study, the texts were 

holistically coded for six proficiency levels (0-5) and organized in the Common European 

Framework of Reference for Languages (CEFR) levels (A1.1-B1.2). Bulté and Housen (2014) 

had 90 ESL essays rated for overall writing quality based on content, organization, language use, 
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vocabulary, and mechanics, and again, found G to have the strongest correlation with subjective 

ratings of writing quality. Although the correlation between D and L2 writing quality was 

demonstrated as weak in Bulté and Housen's (2014) study, other research has shown opposite 

results.    

 In Crossley and McNamara's (2012b) comparison of the roles cohesion and linguistic 

sophistication play in predicting senior Hong Kong high school students’ essay grades, lexical 

diversity, word familiarity, word frequency, and word meaningfulness accounted for most of the 

variance in the multiple regression model. The measure D alone (representing lexical diversity) 

accounted for 18% of the variance. Similar results have been generated in other studies such as 

Yang (2014) and Yu (2010). Yang (2014) found D to be strongly correlated with writing scores 

of EFL Chinese university students for narrative and expository-argumentative tasks, whereas 

Yu (2010) observed that compositions with a higher D had the tendency to receive a higher score 

across genders, L1s, writing purposes, and writing topics, with D accounting for roughly 11% of 

the variances in the overall quality ratings.  

In addition to the G and D, several other lexical complexity measures are also able to 

discriminate L2 writing of different quality levels. In Yang's (2014) investigation, for example, 

lexical sophistication as determined by the proportion of sophisticated word types was strongly 

correlated with all four rhetorical tasks: narrative, expository, argumentative, and expository-

argumentative. Other significant correlations with proficiency or writing quality include MTLD 

(lexical diversity; McNamara et al., 2010), the ratio of lexical words to the total number of words 

(lexical density; Kim, 2014), the ratio of sophisticated verbs to the total number of verbs (lexical 

sophistication; Kim, 2014), and the number of different words as well as the ratio of different 

lexical words to the total number of lexical words (lexical variation; Engber, 1995; Kim, 2014). 
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Moreover, Johnson et al. (2012) selected five measures of lexical complexity that correlate with 

holistic ratings of L2 writing in their examination of the impact pre-task planning has on L2 

writing fluency, grammatical complexity, and lexical complexity. These measures are: (1) 

MTLD, (2) the ratio of pronouns to noun phrases, (3) the incidence of personal pronouns normed 

to 1,000 words, (4) the mean frequency rating with which the content words in a text appear in 

the English language according to the COBUILD English language corpus, and (5) the normed 

frequency (per 100 words) of word types from the fourth and fifth most frequent word families 

according to the BNC (Coniam, 1999; Engber, 1995; Grant & Ginther, 2000; Jarvis et al., 2003; 

Lemmouh, 2008). Overall, significant correlations between lexical complexity measures and L2 

writing quality have been observed in previous research, but it seems that researchers have 

tended to overlook the potential influences of independent variables such as L1 and writing 

genres and topics on the relationships, although lexical complexity has been shown to vary 

according to these factors (Yang, 2014; Yoon, 2017; Yoon & Polio, 2017; Yu, 2010). 

Accuracy and L2 Writing Quality 

Accuracy measures have been included in L2 writing research to investigate the effects of 

written corrective feedback, the effects of planning, the effects of task complexity, the difference 

between individual and collaborative writing, and change over time (Polio & Shea, 2014). Direct 

investigations into their relationship with L2 writing quality is undoubtedly scarce, although 

abundant research on L2 writing errors has been carried out, especially in EAP contexts, to 

identify learners’ needs and help them achieve better accuracy (e.g., Chuang & Nesi, 2006; 

Romano, 2019; Singh et al., 2017; Wee et al., 2010). Theoretically, it is often assumed that 

higher linguistic accuracy results in better writing quality as reflected by writing scores.  
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Wolfe-Quintero et al. (1998) examined studies measuring accuracy among different 

proficiency groups and targeting the correlations between accuracy measures and holistic 

measures of writing proficiency or essay quality. In some of the studies they examined, accuracy 

measures were correlated with proficiency measures, but the studies did not measure proficiency 

or essay quality consistently. In others, accuracy measures were not correlated with proficiency 

level but holistic measures of writing proficiency or quality. In Verspoor et al.'s (2012) study, the 

relative number of errors per text or accuracy rate was not consistent in distinguishing 

holistically coded proficiency levels. More specifically, lexical errors discriminated between the 

two lowest levels, and verb use errors discriminated between the third and fourth levels. Thus, 

they found more specific measures to have more discriminatory power than the more general 

measure of number of errors. Their results, together with Polio and Shea's (2014) discussion, 

raise the question of whether there exists a universal measure(s) of accuracy that can be applied 

across proficiency levels and contexts.   

Fluency and L2 Writing Quality 

 Not much has been written about the relationship between fluency and L2 writing quality. 

Quality may suffer with increased writing speed, causing a negative correlation between fluency 

and quality (Polio, 2001). However, several studies have shown that the more fluently L2 

learners write the higher quality their essays are, and that fluency can predict quality (Friginal et 

al., 2014; Jarvis et al., 2003). Instead of assuming a linear relationship between CALF measures 

and quality ratings, Jarvis et al. (2003) took a different approach and performed cluster analyses 

to explore multiple profiles of highly rated timed essays in terms of CALF. What the researchers 

mean by multiple profiles is that one profile of highly rated essays may be longer than average, 

has lower-than-average mean word length, and has lower-than-average lexical diversity, whereas 
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another profile may be average in length, has above-average mean word length, and has above-

average lexical diversity. Their cluster analyses revealed W/Tx as a dominantly strong grouping 

factor: all profiles or clusters of highly rated texts displayed longer-than-average text length with 

short-but-higher-rated texts and long-but-lower-rated texts being extremely rare. Following this 

approach, Friginal et al. (2014) found highly rated compositions could be clustered into six 

different linguistic profiles across NS and NNS groups. The profiles overlapped when four of 

them had high mean Z scores for W/Tx. Writing quality was assessed by means of the internet-

based TOEFL (TOEFL iBT) rubric on a scale of 0-5 in Friginal et al. (2014) and holistic scales 

of 1-10 and 1-6 in Jarvis et al. (2003), but interrater reliability of essay scoring was reported in 

neither of the studies. Clearly, given the scarcity of research involving the relationship between 

fluency and writing quality, this is an area in need of further investigation. 

The Relationship Between CALF and L2 Writers’ L1 

A common comparison in research on academic writing is between NS and NNS writers 

(e.g., Ädel & Erman, 2012; Cao & Xiao, 2013; Mansourizadeh & Ahmad, 2011; Salazar, 2014). 

Applying the same comparison to written syntactic complexity, Ai and Lu (2013) analyzed 400 

essays written by English major students from the Written English Corpus of Chinese Learners 

Version 2.0 and 200 essays written by American university students from LOCNESS. The NNS 

writers were divided into two groups of high and low proficiency levels, and a set of 10 syntactic 

complexity measures was employed. The analysis resulted in significant differences in all 

syntactic complexity dimensions (i.e., length of production unit, amount of subordination, 

amount of coordination, and degree of phrasal sophistication) between NS and NNS students. 

The same patterns of difference between NS and NNS writing were observed for both higher and 
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lower NNS proficiency groups, except that the more proficient NNS students were significantly 

closer to the NS students in terms of production unit length and degree of phrasal sophistication.  

 Ai and Lu's (2013) study undoubtedly helps validate the use of syntactic complexity 

measures to gauge differences in language proficiency and warns language instructors and 

program directors of the gap in syntactic complexity between NS and NNS groups of students so 

that they can devise suitable treatments for the latter. However, given the learner sample used in 

their study, these implications might be applicable to Chinese students only. Little is known 

about inter-NNS or L1 differences in syntactic complexity. Advancing this line of research is 

urgent to cope with the diversity in the English-speaking population.   

Previous research has provided strong evidence that writers’ L1 background can 

influence the study of syntactic complexity or syntactic complexity itself in L2 writing (Crossley 

& McNamara, 2012a; Jarvis & Crossley, 2012; Lu & Ai, 2015). An example of such evidence is 

Lu and Ai's (2015) exploration of L1-related differences in syntactic complexity in L2 writing of 

college students from the following L1 groups: Bulgarian, Chinese, French, German, Japanese, 

Russian, and Tswana. Lu and Ai (2015) collected 1,400 argumentative essays written by college-

level EFL learners of seven L1 backgrounds from ICLE 2.0 and 200 essays produced by native 

English speaking university students in the U.S. from LOCNESS. The essays were analyzed 

using SCA. While independent samples t-tests indicated that the NS and NNS groups differed 

significantly in MLC, CN/C, and CN/T, one-way ANOVAs suggested significant differences 

between the NS group and at least one NNS group in all the 14 measures of syntactic complexity 

examined. Significant differences were also found between the NNS groups when they were 

compared to the NS group. For example, the French, German, and Russian groups all 
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demonstrated significantly more sentential coordination than the NS group, which was not 

applicable to any of the Chinese, Japanese, and Tswana groups.  

Nevertheless, Lu and Ai (2015) pointed out that the few studies comparing syntactic 

complexity in NS and NNS writing “did not treat learners’ L1 background as an independent 

variable but either looked at a homogeneous L1 group or treated all NNS learners as one group” 

(p. 17). The same case is true for lexical complexity. As an example, Crossley and McNamara 

(2009) compared argumentative essays written by Spanish learners of English and English NSs 

using 10 lexical variables from Coh-Metrix (e.g., word frequency, meaningfulness, hypernymy, 

polysemy). They came to the conclusion that the L1 writers were lexically more proficient than 

their L2 peers, supporting previous findings that L2 writers display less lexical variation and 

sophistication (Linnarud, 1986; Nakamaru, 2010).  

More recently, Eckstein and Ferris (2018) used LCA to investigate lexical differences 

between English NSs and NNSs who were participating in the first-year composition program 

with the NNSs coming from a variety of L1 backgrounds. Differences in lexical variety, 

especially verb variation, were found despite similarities in lexical density and lexical 

sophistication. These findings, unfortunately, are not L1-specific, and studies attempting to 

distinguish L2 writers of different L1s based on linguistic complexity are still scarce (e.g., 

Crossley & McNamara, 2012a; Jarvis, 2002). Accordingly, it is integral to examine how another 

factor, L1 background, functions in the complexity - writing quality relationship. It is also 

important to compare syntactic complexity and lexical complexity measures to see what types of 

measures might be more powerful in predicting writing quality and representing certain L1 

backgrounds.    
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Similar to the assumption about the relationship between accuracy and L2 writing quality, 

it can be assumed that native writers are more linguistically accurate than nonnative writers. 

Barrot and Gabinete (2019) investigated CALF differences in ESL and EFL learners’ 

argumentative writing. The results indicated, for example, that Filipino and Singaporean ESL 

learners wrote more accurate essays than the EFL group with a medium effect size. Interestingly, 

the Pakistani and Hong Kong participants, who were also ESL learners, did not demonstrate the 

same or even a similar pattern. The findings, however, do not tell much about the specific areas 

where the L1 groups differ from each other because converted, generic measures of accuracy 

such as error-free clauses of all clauses and the proportion of error-free T-units of all T-units 

were adopted in the study without additional information on the coding scheme or error 

frequency counts, even though the authors stated the learners’ L1 backgrounds might have 

played a crucial role in CALF differences in L2 writing.  

 Eckstein and Ferris (2018) previously made a similar comparison between L1 and L2 

students participating in a 10-week first-year composition course in the U.S. They coded the 

students’ errors based on nine major categories: punctuation, mechanics, nouns/noun phrases, 

subject-verb agreement, verbs/verb phrases, sentence structure, word form, pronoun usage, and 

incorrect word choice. Different from Barrot and Gabinete (2019), the researchers reported 

frequency and type of language errors, showing that there were more errors in the L2 texts in 

every category. Unfortunately, in this study, the L2 students coming from different L1 

backgrounds were treated as one holistic NNS group. Another issue in previous research on L2 

writing accuracy is what counts as an error varies from study to study, and many studies reported 

very few accuracy measures (Johnson, 2017). Thus, a wide range of accuracy measures need to 

be covered, facilitating direct comparisons between the measures.  
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The Current Study 

In summary, previous findings on L2 writing complexity and accuracy show that if L1 is 

ignored in research design, errors may occur in measuring linguistic features, distorting the 

significance of any results found, and knowledge of how L1 may affect syntactic (and lexical) 

complexity in L2 writing is lacking (Lu & Ai, 2015). Even less is known about the interactions 

between L1 background, CALF, and L2 writing quality altogether. The current study, therefore, 

aims to fill such research gaps by conceptualizing CALF as multidimensional constructs of 

language proficiency and examining them in terms of L1 and writing quality. It particularly 

seeks to investigate the following questions:  

1. To what extent do CALF measures vary across L1 backgrounds in each score level?   

2. To what extent do CALF measures vary across score levels in each L1 group?  

3. To what extent can CALF measures and L1 backgrounds predict score levels?  

 With the research questions above, the study hopes to contribute to L2 writing research 

and pedagogy in several ways. It will first add to the growing body of research on L1 differences 

in L2 writing and help researchers determine whether L1 should be controlled for in different 

stages of their research. It will also shed light on previous findings that have reported on the 

relationship between complexity, accuracy, and writing quality regardless of potential L1 

influences. In terms of L2 pedagogy, the study has the potential to inform language teachers 

about which linguistic features they should direct their students’ attention to in order to improve 

performance, depending on the students’ L1.  
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CHAPTER THREE: METHODOLOGY 

The Corpus 

 This dissertation drew on TOEFL11 – a corpus of 12,100 TOEFL iBT essays written by 

test takers in 2006-2007. TOEFL is a widely accepted standardized test that measures the four 

academic English skills (reading, listening, speaking, and writing) of NNSs who wish to enroll in 

English-speaking universities, especially in the U.S. It is delivered by computer in secure test 

centers around the world and takes about four hours to complete (all four sections). The writing 

section of the test has a time limit of 50 minutes. It requires test takers to perform two writing 

tasks: an integrated writing task (20 minutes) and an independent writing task (30 minutes). 

While the former asks students to read a short passage and listen to a short lecture before writing 

in response to what they read and listened to, the latter asks them to write an essay based on 

personal experience or opinion in response to a writing topic. Only essays produced from the 

independent task contributed to the TOEFL11 corpus.  

TOEFL11 is essentially a corpus of high-stakes essay writing. The driving force behind 

its birth was the first native language identification (NLI) shared task (Tetreault et al., 2013), in 

which many research teams competed to build statistical models to differentiate essays written in 

different languages. Nevertheless, the corpus is expected to be used in automated essay scoring, 

automated grammatical error detection and correction, corpus linguistic analyses of linguistic 

features across L1s, and cross-genre comparisons of writing as well (Blanchard et al., 2013). It is 

thus interesting to see its data analyzed under the current study’s goals of linking CALF, writing 

quality, and writers’ L1. Moreover, when compared to other corpora like ICLE, TOEFL11 has 
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certain advantages of not only containing a large set of essays but also having an even 

distribution of essay topics and consistent character encodings as well as annotations across 

various L1s (Blanchard et al., 2013), making it appropriate for the current study.  

The sampling of TOEFL essays for TOEFL11 involves eight prompts and 11 L1s: Arabic, 

Chinese, French, German, Hindi, Italian, Japanese, Korean, Spanish, Telugu, and Turkish. Table 

5 shows the number of essays from each L1 for each topic in the corpus. The L1s belong to 

seven language families: Romance (French, Italian, Spanish), Germanic (German), Indo-Iranian 

(Hindi), Altaic (Japanese, Korean, Turkish), Sino-Tibetan (Chinese), Afro-Asiatic (Arabic), and 

Dravidian (Telugu), among which Romance, Germanic, and Indo-Iranian are all Indo-European 

(see Figure 2 for the taxonomy of language families in TOEFL11). Given the possible presence 

of topic effects (He & Shi, 2012; Hinkel, 2009; Tedick, 1990; Yang et al, 2015; Yoon, 2017), 

only the essays responding to Prompt 8, which has a high number of essays and a fairly even 

distribution of essays across L1s, were included for analysis. The prompt asks test takers whether 

they agree with the following statement and to use reasons and examples to support their answer: 

“Successful people try new things and take risks rather than only doing what they already know 

how to do well”. 
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Table 5 

Number of Essays Per Language Per Prompt (adapted from Blanchard et al., 2013) 

Language Prompt 

1 

Prompt 

2 

Prompt 

3 

Prompt 

4 

Prompt 

5 

Prompt 

6 

Prompt 

7 

Prompt 

8 

Total 

Arabic 138 137 138 139 136 133 138 141 1,100 

Chinese 140 141 126 140 134 141 139 139 1,100 

French 158 160 87 156 160 68 151 160 1,100 

German 155 154 157 151 150 28 152 153 1,100 

Hindi 161 162 163 86 156 53 158 161 1,100 

Italian 173 89 138 187 187 12 173 141 1,100 

Japanese 116 142 140 138 138 142 141 143 1,100 

Korean 140 133 136 128 137 142 141 143 1,100 

Spanish 141 133 54 159 134 157 160 162 1,100 

Telugu 165 166 167 55 169 41 166 171 1,100 

Turkish 169 145 90 170 147 43 167 169 1,100 

Total 1,656 1,562 1,396 1,509 1,648 960 1,686 1,683 12,100 
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Figure 2. TOEFL11 Language Families (adapted from Blanchard et al., 2013).  
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 TOEFL essays are scored on a 5-point scale with distinct rubrics for the independent and 

integrated writing tasks (https://www.ets.org/s/toefl/pdf/toefl_writing_rubrics.pdf) by both 

artificial intelligence (AI) scoring and certified human raters. However, all TOEFL11 essays 

were scored independently by two human raters because AI scoring was not put into use by the 

ETS until 2008. Although the scoring intra and interrater reliability were not reported for 

TOEFL11 specifically, TOEFL scores are deemed reliable given the strict procedures and 

guidelines used to achieve score reliability and comparability (ETS, 2020). In the corpus, the 

original 5-point scale scores were collapsed into a 3-point scale: low (essays scoring between 1.0 

and 2.0), medium (2.5-3.5), and high (4.0-5.0). The current study operationalized writing quality 

by this scale. Table 6 shows the number of essays from each L1 for each score level. The length 

of the included essays ranges from 2 to 591 words, with an average of 314 word tokens per essay 

(SD = 72).  

Table 6 

Distribution of Essays Across L1s and Score Levels  

L1 Low Medium High Total  

Arabic 41 72 28 141 

Chinese 20 102 17 139 

French 12 89 59 160 

German 3 57 93 153 

Hindi 8 79 74 161 

Italian 14 85 42 141 

Japanese 22 93 28 143 

Korean 32 77 34 143 

Spanish 14 86 62 162 

Telugu 20 109 42 171 

Turkish 12 103 54 169 

Total 198 952 533 1,683 

 

 

https://www.ets.org/s/toefl/pdf/toefl_writing_rubrics.pdf
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CALF Measures 

Syntactic Complexity Measures 

 As suggested in the literature review, a variety of indices were automatically calculated 

for syntactic complexity to cover the four areas of overall complexity, complexity by 

subordination, complexity by subclausal or phrasal elaboration, and complexity by coordination 

(see Table 7). SCA (https://aihaiyang.com/software/SCA/) meets this need for 

multidimensionality with its ability to generate 14 indices of syntactic complexity, but it can only 

analyze up to 30 text files at a time using the batch mode of the web version. Thus, TAASSC, 

which also reports on the 14 SCA indices and can process texts in folders, was used to compute 

the indices.  

Table 7 

Syntactic Complexity Measures  

Category Measure Label Tool 

Sentential complexity Mean length of sentence MLS TAASSC 

 Number of T-units per 

sentence 

T/S TAASSC 

 Number of clauses per 

sentence 

C/S TAASSC 

T-unit complexity Mean length of T-unit MLT TAASSC 

 Number of clauses per T-

unit 

C/T TAASSC 

 Complex T-unit ratio CT/T TAASSC 

 Number of dependent 

clauses per T-unit 

DC/T TAASSC 

 Number of coordinate 

phrases per T-unit 

CP/T TAASSC 

 Number of complex 

nominals per T-unit 

CN/T TAASSC 

 Number of verb phrases 

per T-unit 

VP/T TAASSC 

Clausal complexity Mean length of clause MLC TAASSC 

 Number of dependent 

clauses per clause 

DC/C TAASSC 

 Number of coordinate 

phrases per clause 

CP/C TAASSC 

 Number of complex 

nominals per clause 

CN/C TAASSC 

 

https://aihaiyang.com/software/l2sca/
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Lexical Complexity Measures 

 Due to its multidimensional nature, lexical complexity was captured through the sub-

constructs of lexical density, lexical diversity, and lexical sophistication. Lexical density was 

measured by means of LD, lexical diversity by D and MTLD, and lexical sophistication by 

means of LS1 and LS2. I used TAALED to compute LD and MTLD, LCA to compute LS1 and 

LS2, and the Computerized Language Analysis (CLAN; MacWhinney, 2000) to compute D. 

CLAN is a software program developed for the analysis of natural language data, specifically 

language produced by children and L2 learners. It provides a range of tools for text, audio, and 

statistical analyses and is deemed a reliable tool for analyzing language data as it has been 

extensively used and tested in linguistic research. Table 8 lists the five specific lexical 

complexity measures and their respective computing systems.     

Table 8 

Lexical Complexity Measures  

Category Measure Label Tool 

Lexical density Lexical density LD TAALED 

Lexical diversity Index of lexical diversity D CLAN 

 Measure of textual 

lexical diversity 

MTLD TAALED 

Lexical 

sophistication 

Lexical sophistication-I LS1 LCA 

 Lexical sophistication-II LS2 LCA 
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Accuracy Measures 

 Linguistic accuracy was reported as the number of syntactic, morphological, preposition, 

spelling, and total errors per 100 words, following Yoon and Polio's (2017) guidelines. Syntactic 

errors include incorrect word order, sentence fragments, run-on sentences and comma splices, 

missing constituents, extra verbs or subjects in a clause, and infelicitous uses of relative clauses. 

Morphological errors include incorrect uses of word form, subject-verb agreement, plurals, 

genitives, articles, double negatives, wrong pronouns in terms of gender or case, and verb form 

problems. Finally, preposition errors include missing, extra, or wrong prepositions. Additionally, 

a new error type called “incomprehensible” was devised from the error coding process. 

Incomprehensible errors are instances where the intended meaning is obscured by a single error 

or a series of errors, which in turn encumbers reliable error identification and classification. This 

type of error was thus added to preserve potentially valuable information and prevent coders 

from guessing. Detailed examples of the error types are provided in Appendix A. Lexical errors 

were not coded because of its low interrater reliability (Polio & Shea, 2014). It was also beyond 

the bounds of possibility to mark every type of error available due to time and energy constraints. 

For instance, errors on the discourse level such as periphrastic-topic constructions and use of it as 

discourse deixis (Chan, 2010) had to be excluded. These errors also seem to be more subtle and 

are thus likely to affect reliability.  

Because of the sheer volume of essays, only a sample was hand-coded for linguistic 

accuracy. This sample is comprised of approximately 30 essays from each L1 group, totaling 329 

essays or approximately 20% of the entire dataset. It is distributed as evenly as possible across 

the three score levels. Specifically, for every 30 essays selected from each L1, 10 were randomly 

selected from the low level, 10 from the medium level, and 10 from the high level. Since L1 
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German speakers produced only three low essays and L1 Hindi speakers produced only eight, 

more essays were selected from the medium and high levels for these two groups. Table 9 shows 

the distribution of the essays hand-coded for accuracy across L1s and score levels.  

Table 9 

Distribution of Accuracy Sample 

L1 Low Medium High Total 

Arabic 10 10 10 30 

Chinese 10 10 10 30 

French 10 10 10 30 

German 3 13 13 29 

Hindi 8 11 11 30 

Italian 10 10 10 30 

Japanese 10 10 10 30 

Korean 10 10 10 30 

Spanish 10 10 10 30 

Telugu 10 10 10 30 

Turkish 10 10 10 30 

Total 101 114 114 329 

 

 Together with another rater, I coded over 10% of the accuracy sample (i.e., 35 essays) 

for interrater reliability, with 10% of the sample being a common benchmark that is frequently 

used across various domains of L1 and L2 writing research (e.g., Casal & Kessler, 2020; Johnson, 

2017). The second rater is a Ph.D. student in Linguistics and Applied Language Studies with 
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extensive experience in teaching L2 writing. They were trained with a set of essays that was not 

part of the accuracy sample until feeling comfortable with the coding task. With acceptable 

reliability obtained for each accuracy measure (incomprehensible = .72, syntactic = .86, 

morphological = .95, preposition = .91, spelling = .98), I proceeded to code the rest of the sample 

(n = 294) alone. Unlike previous studies (e.g., Yoon & Polio, 2017), spelling errors were counted 

manually in the current study because spell checkers like Microsoft Word’s checks for 

misspellings too rigidly.  

Fluency Measure 

 Since composing time was held constant for all writers (i.e., 30 minutes), fluency was 

simply operationalized as text length or the total number of words written in a text (Amiryousefi, 

2016; Barrot & Agdeppa, 2021; Polio, 2001; Wigglesworth & Storch, 2009; Yang, 2014). The 

number of clauses, T-units, or sentences was not used because it is more likely to reflect other 

aspects of writing rather than fluency (Abdel Latif, 2013; Polio, 2001). The fact that the essays 

were timed minimizes the possible effect of planning time on writing fluency. However, 

information regarding other factors related to topic familiarity and composing processes is not 

available due to the nature of the data. Thus, although the length of translating episodes or 

production units written between pauses is recommended as a valid process-based measure of 

writing fluency (Abdel Latif, 2013), it could not be used in the current study. To count the 

number of words in each essay, TAASSC was used. It is worth mentioning that the tool 

considers contractions such as aren’t, I’m, and that’s as two words.   

Data Analysis 

 First, 1,683 TOEFL essays (in the form of text files) were analyzed by the automated 

tools of CLAN, LCA, TAALED, and TAASSC for complexity and fluency indices. However, 
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only 1,675 files were analyzed by LCA for two lexical sophistication indices because the 

software only takes texts that have a minimum of 50 words as input. Eight files did not meet this 

requirement and were thus excluded from the lexical sophistication analysis. The tools output 

multiple comma-separated values (CSV) files. Manual counts of errors for 329 essays were also 

entered into a spreadsheet. These CSV files and spreadsheet were subsequently imported into the 

R environment (R Core Team, 2022) for further analysis.  

Research Question 1 (RQ1) regarding the effects of L1 on CALF in each score level and 

Research Question 2 (RQ2) regarding the effects of score level or writing quality on CALF in 

each L1 group were addressed by performing one-way ANOVAs. One-way ANOVA tests are 

used to determine whether there are any statistically significant differences between the means of 

three or more independent, unrelated groups (which in this case are 11 L1 groups and three score 

levels). For RQ1, one test was run for each CALF measure in each score level with the measure 

as the dependent variable and L1 as the independent variable. For RQ2, one test was run for each 

measure in each L1 group with score level as the independent variable.  

Prior to the main analyses, the assumptions of normality and homogeneity of variances 

were checked. The normality assumption was checked using Shapiro-Wilk tests (α = .05) and 

double-checked using skewness and kurtosis of the distribution. More specifically, absolute z-

scores of skewness and kurtosis were calculated to determine whether the distribution of each 

subset is non-normal (e.g., z-scores of either skewness or kurtosis over 3.29 for medium-sized 

samples [50 < n < 300]; Kim, 2013). Homogeneity of variance was checked using Levene’s tests 

(α = .05). When a subset was not normally distributed, the non-parametric Kruskal-Wallis H test 

was used. In case of unequal variances, Welch ANOVAs were carried out. For any statistically 

significant effects that were found, the analysis was followed up with appropriate post hoc tests 
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(i.e., Tukey-Kramer tests for ANOVAs, and Games-Howell for Kruskal-Wallis and Welch 

ANOVAs). Games-Howell tests were used as post hoc tests for both Kruskal-Wallis tests and 

Welch ANOVAs because they are not only common but also powerful (Midway et al., 2020; 

Sauder & DeMars, 2019). Recommended effect sizes were also calculated for the main effects: 

omega-squared (ω2) and adjusted omega-squared (adj. ω2) for ANOVA and Welch ANOVA, 

respectively, and epsilon-squared (ε2) for Kruskal-Wallis (Tomczak & Tomczak, 2014; Yigit & 

Mendes, 2018).  

For Research Question 3 (RQ3), multinomial logistic regression (or simply multinomial 

regression) was performed to test the predictive power of CALF indices and L1 on score level, 

with score level being the dependent, categorical variable (three levels) and CALF indices and 

L1 (11 levels) being the independent variables or predictors. Two separate regression models 

were fitted: one with syntactic complexity, lexical complexity, and fluency measures using the 

full dataset (1,683 essays) and one with accuracy measures using the hand-coded subset (329 

essays). The models were fitted by taking the “one vs. rest” approach, where the odds of each 

outcome are modelled against all other outcomes, using the R package polytomous (Arppe, 2013; 

Levshina, 2015). McFadden’s pseudo R2 was used to evaluate the goodness-of-fit of these 

models, with values ranging from 0.2 to 0.4 (corresponding to 0.7 and 0.9 in linear regression; 

Louviere et al., 2000) indicating a very good fit (Levshina, 2015).  

Before the models were fitted, one-way ANOVA results and Pearson’s correlation 

coefficients were examined to determine potential predictors and avoid multicollinearity. If 

certain CALF measures showed significant differences between score levels regardless of L1 and 

were not highly correlated with each other (r < .70; Mostafa & Crossley, 2020), they were 

included in the models. All analyses were performed using R (R Core Team, 2022). The R code 
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used to produce the results is available via the Open Science Framework 

(https://osf.io/e24vn/?view_only=564293bf71174df994b68f09c20de581).  
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CHAPTER FOUR: RESULTS 

 This study examined the impact L1 has on CALF measures of L2 writing and the abilities 

of CALF to differentiate and predict score levels. A total of 1,683 EFL essays were analyzed. 

The essays were written by 11 different L1 groups and were categorized into three levels of 

writing quality: low, medium, and high (see Table 6 for a summary of the dataset).  

RQ1. To What Extent do CALF Measures Vary Across L1 Backgrounds in Each Score 

Level?  

 Table 10 shows that in each score level, CALF measures varied significantly across L1 

backgrounds (17/26 measures for low, 23/26 for medium, and 22/26 for high levels). In the 

medium and high levels, in particular, L1 had a significant effect on all the measures of syntactic 

complexity and lexical complexity.  

Low Level  

In the low level of writing scores, all syntactic complexity measures but CT/T, CP/C, and 

CN/C varied significantly across L1s with small to medium effect sizes. Pairwise comparisons 

revealed that MLS, C/S, MLT, CN/T, MLC, and DC/C differentiated from one to three L1 pairs. 

Many of these pairs contained Korean. Korean and Telugu differed from each other in five 

measures (see Table 11).  

As for lexical complexity, LD differentiated Arabic from Japanese (p < .001), Korean (p 

< .001), and Telugu (p < .001) and Korean from French (p = .01) and Italian (p = .03). Although 

MTLD and LS2 also varied significantly across L1s, they failed to differentiate any L1 pairs. In 

terms of accuracy, morphological and total errors differed significantly across L1s in this score 
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level, but only the number of morphological errors differentiated L1s, namely between Chinese 

and German (p = .04) and between German and Telugu (p = .048). 

In the low score level, W/Tx discriminated six L1 pairs: Chinese-Korean (p = .03), 

French-Hindi (p = .01), French-Telugu (p = .01), Hindi-Korean (p = .01), Hindi-Turkish (p 

= .04), and Korean-Telugu (p < .001).  

Table 10 

Between-L1 Differences in CALF in Each Score Level 

Measures Low Medium High 

p ES p ES p ES 

Syntactic complexity 

MLS < .001 0.23 < .001 0.20 < .001 0.14 

T/S    .009 0.09 < .001 0.08    .003 0.03 

C/S < .001 0.17 < .001 0.19 < .001 0.16 

MLT < .001 0.17 < .001 0.17 < .001 0.09 

C/T    .004 0.10 < .001 0.15 < .001 0.11 

CT/T    .25 0.01 < .001 0.07 < .001 0.05 

DC/T    .006 0.10 < .001 0.14 < .001 0.11 

CP/T    .02 0.08 < .001 0.10 < .001 0.06 

CN/T    .002 0.12 < .001 0.17 < .001 0.08 

VP/T    .003 0.11 < .001 0.15 < .001 0.11 

MLC < .001 0.16 < .001 0.09 < .001 0.06 

DC/C    .03 0.06 < .001 0.08 < .001 0.09 

CP/C    .60 0.04 < .001 0.05    .007 0.05 

CN/C    .10 0.08 < .001 0.09 < .001 0.12 

Lexical complexity 

LD < .001 0.19 < .001 0.09 < .001 0.09 

D    .12 0.03 < .001 0.04    .03 0.02 

MTLD    .048 0.04 < .001 0.05    .003 0.05 

LS1    .10 0.08 < .001 0.10 < .001 0.12 

LS2    .006 0.12 < .001 0.14 < .001 0.16 

Accuracy       

Inc    .30 0.12    .40 0.09    .80 0.06 

Morph    .01 0.22    .02 0.19 < .001  0.23 

Prep    .20  0.14    .01  0.14    .005 0.22 

Spell    .05  0.18    .20 0.12    .50 0.08 

Synt    .06 0.18    .20 0.12    .05  0.16 

Total    .007  0.14    .049 0.08 < .001  0.27 

Fluency 

W/Tx < .001 0.14    .004 0.03    .05 0.03 



 
 
 

51 

 

Note. Significant level p < 0.05. Significant p values are in bold. MLS = mean length of sentence, T/S = number of 

T-units per sentence, C/S = number of clauses per sentence, MLT = mean length of T-unit, C/T = number of clauses 

per T-unit, CT/T = complex T-unit ratio, DC/T = number of dependent clauses per T-unit, CP/T = number of 

coordinate phrases per T-unit, CN/T = number of complex nominals per T-unit, VP/T = number of verb phrases per 

T-unit, MLC = mean length of clause, DC/C = number of dependent clauses per clause, CP/C = number of 

coordinate phrases per clause, CN/C = number of complex nominals per clause. Inc = incomprehensible errors, 

morph = morphological errors, prep = preposition errors, spell = spelling errors, synt = syntactic errors, total = total 

number of errors. LD = lexical density, D = index of lexical diversity, MTLD = measure of textual lexical diversity, 

LS1 = lexical sophistication-I, LS2 = lexical sophistication-II. W/Tx = number of words per text.   
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Table 11 

Between-L1 Differences in Syntactic Complexity in Low Score Level 

 Arabic Chinese French German  Hindi Italian Japanese Korean Spanish Telugu Turkish 

Arabic -        MLT (p = .03) 

 

   

Chinese  -          

French   -         

German    -     MLC (p = .005) CN/T (p = .044) 

MLC (p = .02) 

 

Hindi     -       

Italian      -  MLS (p = .03)    

Japanese       -     

Korean        - MLT (p = .007) MLS (p = .02) 

C/S (p = .01) 

MLT (p = .03) 

CN/T (p = .03) 

DC/C (p = .03) 

 

Spanish         -   

Telugu          -  

Turkish           - 
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Medium Level 

 As mentioned above, in the medium and high levels, all syntactic complexity and lexical 

complexity measures varied significantly across L1s. Due to their large numbers, the specific 

L1s that differed significantly from each other in syntactic complexity in these two levels are 

encapsulated in Appendix B. In the medium level, each syntactic complexity measure 

distinguished at least nine pairs of L1s. For example, VP/T differed significantly for 28 out of 55 

possible pairs. VP/T was also the syntactic complexity measure that distinguished the most L1 

pairs in this level. Syntactic complexity measures seem prominent in differentiating Telugu from 

other L1s as this language background appeared in 93 comparison pairs across the measures, 

followed by Korean (77 pairs).  

Table 12 presents the differences in lexical complexity between specific L1s in the 

medium score level. As it can be seen in the table, LS2 separated the most L1 pairs (25). Arabic 

appeared in the most comparison pairs (24). It differed from every other L1 in at least one lexical 

complexity measure. Accuracy measures such as morphological, preposition, and total errors 

also varied significantly across L1s in the medium level. Only the number of morphological 

errors distinguished specific L1s: German-Telugu (p = .03). As for fluency, W/Tx distinguished 

between Arabic-Hindi (p = .002), French-Hindi (p = .02), Hindi-Italian (p < .001), Hindi-

Japanese (p = .01), Hindi-Korean (p = .02), and Hindi-Spanish (p = .04) in this level.  
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Table 12 

Between-L1 Differences in Lexical Complexity in Medium Score Level 

 Arabic Chinese French German  Hindi Italian Japanese Korean Spanish Telugu Turkish 

Arabic - LD 

(p = .004) 

MTLD  

(p = .003) 

LS1 

(p = .001) 

LS2 

(p = .002) 

D  

(p = .02) 

MTLD  

(p < .001) 

D  

(p = .01) 

MTLD  

(p < .001) 

LS1 

(p = .002) 

LS2 

(p < .001) 

LD  

(p = .007) 

D  

(p < .001) 

MTLD  

(p = .002) 

MTLD  

(p = .006) 

LD  

(p < .001) 

LD  

(p < .001) 

D  

(p < .001) 

MTLD  

(p < .001) 

MTLD  

(p = .044) 

LD  

(p < .001) 

D  

(p = .03) 

MTLD  

(p = .002) 

D  

(p = .01) 

MTLD  

(p = .02) 

Chinese  - LS1 

(p < .001) 

LS2 

(p = .02) 

LD 

(p = .02) 

LS1 

(p < .001) 

LS2 

(p < .001) 

LS1 

(p = .045) 

 LS1 

(p < .001) 

LD  

(p = .02) 

LS1 

(p = .001) 

LS2 

(p = .046) 

LS1 

(p < .001) 

LS2 

(p < .001) 

LS1 

(p = .001) 

French   - LS1 

(p < .001) 

LS2 

(p < .001) 

LS2 

(p = .02) 

 

 

LD  

(p < .001) 

LD  

(p < .001) 

 LD  

(p < .001) 

LS2 

(p = .000) 

 

German    - LD  

(p = .04) 

LS1 

(p < .001) 

LS2 

(p < .001) 

 

LS2 

(p = .02) 

LD  

(p < .001) 

MTLD  

(p = .02) 

LD  

(p < .001) 

LS1 

(p = .001) 

LS2 

(p < .001) 

LS1 

(p = .002) 

LS2 

(p < .001) 

LD  

(p < .001) 

LS1 

(p < .001) 

LS2 

(p < .001) 

LS1 

(p = .002) 

LS2 

(p = .001) 

Hindi     - LS1 

(p = .02) 

LS2 

(p < .001) 

D  

(p = .01) 

LS1 

(p < .001) 

LS2 

(p < .001) 

LS2 

(p < .001) 

LD  

(p = .04) 

D  

(p = .01) 

LS2 

(p = .002) 

 LS2 

(p < .001) 

Italian      - LD  

(p = .001) 

LD  

(p < .001) 

 LD  

(p = .001) 

LS1 

(p = .009) 

LS2 

(p < .001) 
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Table 12 (Continued) 

 Arabic Chinese French German  Hindi Italian Japanese Korean Spanish Telugu Turkish 

Japanese       -  LD  

(p < .001) 

LS1 

(p < .001) 

LS2 

(p < .001) 

 

Korean        - LD  

(p < .001) 

D  

(p = .03) 

LS2 

(p < .001) 

LD  

(p = .01) 

Spanish         - LD  

(p < .001) 

LS2 

(p = .001) 

 

Telugu          - LS2 

(p < .001) 

Turkish           - 
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High Level    

 The significant differences in syntactic complexity between specific L1s in the high score 

level are displayed in Appendix B. Unlike the medium level, DC/C was the most prominent 

indicator of between-L1 differences as it distinguished the most L1 pairs (15), followed by MLS 

(12) and C/S, MLT, C/T, and CN/T (all 10 pairs). Again, Korean was included in a lot of 

comparison pairs (37). In the case of lexical complexity, while LD, LS1, and LS2 all 

distinguished over 10 L1 pairs, D and MTLD only mattered for the Hindi and Spanish pair. 

Hindi was also the most common L1 among the comparison pairs with 19 occurrences.  

 There were three accuracy measures that varied significantly across L1s in the high level 

but like the medium level, only the number of morphological errors emerged as a significant 

difference between L1s, specifically between Chinese and German (p = .04). Different from the 

low and medium score levels, W/Tx did not vary significantly across L1s in the high level.  

Summary of CALF Variations Across L1s    

To summarize, syntactic complexity measures varied to a great extent across L1s, with 

the largest number of significant between-L1 differences occurring in the medium score level. 

Korean and Telugu L2 writers had the most differences from other L1 groups. MLS, C/S, MLT, 

and CN/T stood out as the most common indicators of between-L1 differences across the score 

levels. Lexical complexity demonstrated both similar and different patterns of between-L1 

variation. Like syntactic complexity, its largest number of differences was witnessed in the 

medium score level. However, Hindi was the L1 with the most differences from other L1s in 

terms of lexical complexity, and Turkish was the one with the fewest. In the medium level, 

lexical complexity measures separated Arabic from all other L1s. LD and LS2 were the most 

consistent among lexical complexity measures in separating many L1 pairs across the levels.  
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Accuracy and fluency measures varied across L1s to a lesser extent than syntactic and 

lexical complexity. For accuracy, there were only four significant between-L1 differences 

identified in all three score levels. The number of morphological errors was the only measure 

distinguishing between L1s in the all the levels. In terms of fluency, only 12 between-L1 

differences were observed across levels.  

RQ2: To What Extent do CALF Measures Vary Across Score Levels in Each L1 Group?  

Table 13 presents the differences in CALF measures across three score levels in each of 

the 11 L1 groups. Among the 26 CALF measures, W/Tx (fluency) or the number of words 

written within a period of time was the only measure that varied significantly across score levels 

in every L1 (p < .001) with medium to large effect sizes. For most L1s, it was also the measure 

that observed a significant difference in every post hoc pairwise comparison (low-medium, 

medium-high, low-high). Other measures that also differentiated score levels in multiple L1s 

were the total number of errors (seven L1s) and lexical diversity measures: D (eight L1s) and 

MTLD (nine L1s). On the contrary, DC/C did not vary across score levels for any L1 

backgrounds. 
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Table 13 

Between-Score Level Differences in CALF in Each L1 Group 

Measure Arabic Chinese French German Hindi Italian Japanese Korean Spanish Telugu Turkish 

p ES p ES p ES p ES p ES p ES p ES  p ES p ES p ES p ES 

Syntactic complexity 

MLS .20   0.01 .30   0.02 .02  0.05   .20 0.02 .01   0.06   .80 <0.01   .04   0.05   .006   0.06 .40   0.01 .02 0.05   .003   0.07 

T/S .30   0.02 .20   0.03 .09  0.03   .50 0.01 .005   0.07   .006   0.07   .70 <0.01   .20   0.02 .20   0.02 .20 0.02   .09   0.03 

C/S .80 <0.01 .10   0.03 .02  0.04   .20 0.02 .009   0.06   .08   0.04   .60  -0.01   .40  -0.00 .60 <0.01 .004 0.06   .001   0.08 

MLT 1 <0.01 .60 <0.01 .07  0.02   .30 0.02 .09   0.03   .10   0.03   .02   0.05   .02   0.04 1 <0.01 .01 0.04   .04   0.03 

C/T .90 <0.01 .10   0.03 .03  0.04   .09 0.03 .03   0.05   .40   0.01   .60  -0.01   .80  -0.01 .80  -0.01 .003 0.06   .004   0.07 

CT/T .30 <0.01 .64  -0.01 .70 -0.01   .25 0.01 .10   0.02   .06   0.03   .70  -0.01   .20   0.01 .85  -0.01 .04 0.03   .30 <0.01 

DC/T .60 <0.01 .20   0.02 .04  0.03   .20 0.02 .05   0.04   .30   0.02   .90 <0.01   .10   0.03 .90 <0.01 .006 0.05   .006   0.06 

CP/T .20   0.03 .30   0.02 .20  0.01   .40 0.01 .60 <0.01   .001   0.09   .07   0.04 <.001   0.11 .60   0.01 .03 0.04   .09   0.02 

CN/T .90 <0.01 .60 <0.01 .06  0.03   .20 0.02 .20   0.02   .10   0.03   .02   0.04   .30   0.02 .40   0.01 .06 0.03   .04   0.03 

VP/T 1 <0.01 .10   0.03 .03  0.04   .30 0.02 .03   0.04   .30   0.02   .40  -0.00   .80  -0.01 1 <0.01 .004 0.06   .005   0.06 

MLC .30 <0.01 .10   0.03 .40 -0.00 <.001 0.10 .40   0.01   .02   0.04 <.001   0.14   .002   0.09 1 <0.01 .005 0.06 <.001   0.09 

DC/C .10   0.01 .42  -0.00 .40 -0.00   .40 0.01 .36 <0.01   .57  -0.00   .48  -0.00   .30 <0.01 .70 <0.01 .16 0.01   .05   0.03 

CP/C .70  -0.01 .09   0.02 .40  0.01   .06 0.04 .04   0.04 <.001   0.10   .10   0.03   .001   0.09 .70 <0.01 .004 0.07   .08   0.02 

CN/C .40   0.02 .40   0.01 .60  0.01   .008 0.06 .08   0.02   .11   0.02   .01   0.05   .60 <0.01 .40   0.40 .13 0.01   .01   0.05 
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Table 13 (Continued) 

Measure Arabic Chinese French German Hindi Italian Japanese Korean Spanish Telugu Turkish 

p ES p ES p ES p ES p ES p ES p ES p ES p ES p ES p ES 

Lexical complexity 

LD  

.45 

- 

0.00 

 

.02 

 

0.04 

 

.40 

 

0.01 

 

.003 

 

0.06 

 

.29 

< 

0.01 

 

.003 

 

0.07 

 

.40 

- 

0.00 

 

.03 

 

0.04 

 

.76 

-

0.01 

 

.40 

-

0.00 

 

.56 

- 

0.00 

D < 

.001 

 

0.12 

 

.02 

 

0.06 

< 

.001 

 

0.10 

 

.11 

 

0.02 

 

.06 

 

0.03 

< 

.001 

 

0.09 

 

.02 

 

0.04 

 

.03 

 

0.04 

 

.04 

 

0.04 

< 

.001 

 

0.09 

 

.35 

< 

0.01 

MTLD < 

.001 

 

0.17 

 

.006 

 

0.08 

 

.001 

 

0.09 

 

.07 

 

0.02 

< 

.001 

 

0.13 

< 

.001 

 

0.15 

 

.003 

 

0.07 

 

.002 

 

0.08 

 

.19 

 

0.01 

< 

.001 

 

0.18 

 

.003 

 

0.07 

LS1  

.03 

 

0.04 

 

.007 

 

0.07 

 

.10 

 

0.03 

< 

.001 

 

0.13 

< 

.001 

 

0.09 

 

.21 

< 

0.01 

 

.20 

 

0.02 

 

.003 

 

0.07 

 

.73 

- 

0.01 

 

.004 

 

0.05 

 

.07 

 

0.02 

LS2  

.10 

 

0.02 

 

.001 

 

0.08 

 

.61 

- 

0.01 

< 

.001 

 

0.16 

 

.004 

 

0.06 

 

.27 

< 

0.01 

 

.21 

< 

0.01 

 

.03 

 

0.04 

 

.30 

< 

0.01 

 

.03 

 

0.03 

 

.10 

 

0.03 

Accuracy 

Inc .10 0.14 .08 0.18 .01 0.30 .30 0.03 .02 0.28 .07 0.18 .003 0.41 .02 0.28 .12 0.08 .007 0.29 .05 0.15 

Morph < 

.001 

 

0.53 

 

.10 

 

0.09 

 

.03 

 

0.17 

 

.38 

< 

0.01 

 

.05 

 

0.20 

 

.20 

 

0.13 

 

.40 

 

0.07 

 

.30 

 

0.08 

 

.41 

-

0.00 

 

.04 

 

0.15 

 

.008 

 

0.24 

Prep  

.02 

 

0.19 

 

.99 

- 

0.07 

 

.92 

- 

0.07 

 

.20 

 

0.13 

 

.50 

 

0.05 

 

.03 

 

0.23 

 

.37 

< 

0.01 

 

.08 

 

0.12 

 

.27 

 

0.02 

 

.02 

 

0.18 

 

.52 

- 

0.02 

Spell .04 0.17 .03 0.18 .10 0.14 .26 0.03 .30 0.10 .20 0.13 .06 0.19 .20 0.10 .60 0.03 .09 0.10 .04 0.22 

Synt .009 0.26 .03 0.18 .40 0.06 .003 0.30 .16 0.06 .06 0.20 .30 0.08 .01 0.22 .20 0.20 .08 0.17 .005 0.37 

Total < 

.001 

 

0.47 

 

.02 

 

0.19 

 

.04 

 

0.16 

 

.05 

 

0.14 

 

.08 

 

0.11 

 

.04 

 

0.22 

 

.02 

 

0.19 

 

.39 

- 

0.00 

 

.40 

 

0.34 

 

.009 

 

0.24 

< 

.001 

 

0.47 

Fluency 

W/Tx < 

.001 

 

0.32 

< 

.001 

 

0.20 

< 

.001 

 

0.25 

< 

.001 

 

0.16 

< 

.001 

 

0.08 

< 

.001 

 

0.40 

< 

.001 

 

0.41 

< 

.001 

 

0.53 

< 

.001 

 

0.33 

< 

.001 

 

.18 

< 

.001 

 

0.31 

Note. Significant level p < 0.05. Significant p values are in bold. MLS = mean length of sentence, T/S = number of T-units per sentence, C/S = number of clauses 

per sentence, MLT = mean length of T-unit, C/T = number of clauses per T-unit, CT/T = complex T-unit ratio, DC/T = number of dependent clauses per T-unit, 

CP/T = number of coordinate phrases per T-unit, CN/T = number of complex nominals per T-unit, VP/T = number of verb phrases per T-unit, MLC = mean 

length of clause, DC/C = number of dependent clauses per clause, CP/C = number of coordinate phrases per clause, CN/C = number of complex nominals per 

clause. Inc = incomprehensible errors, morph = morphological errors, prep = preposition errors, spell = spelling errors, synt = syntactic errors, total = total 

number of errors. LD = lexical density, D = index of lexical diversity, MTLD = measure of textual lexical diversity, LS1 = lexical sophistication-I, LS2 = lexical 

sophistication-II. W/Tx = number of words per text. 
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Overall, Korean, Turkish, and Telugu registered the highest numbers of CALF measures 

that distinguished score levels, 13, 15, and 19 (of 26), respectively. The other L1s have from 

seven to 11 measures, except for Spanish, which has only two measures that differentiated score 

levels: D and W/Tx. 

Arabic 

 When each L1 is considered, Arabic has 10 measures that varied significantly across 

score levels, none of which were syntactic complexity measures. Five were accuracy measures 

(all except incomprehensible errors), which were all able to separate low and high levels of 

writing quality. Among the other significant measures (D, MTLD, LS1, LS2, and W/Tx), only 

MTLD and W/Tx were able to separate all three levels.  

Chinese 

 Chinese has nine measures that varied significantly across score levels, which are LD, D, 

MTLD, LS1, LS2, spelling, syntactic, and total errors, and W/Tx. Post hoc tests showed 

significant differences between medium and high score levels for LD, LS1, LS2, and W/Tx, 

between low and high for D, MTLD, spelling and total errors, and W/Tx, and between low and 

medium for syntactic errors and W/Tx, 

French 

 Eleven of 26 CALF measures varied significantly across score levels for French L2 

writers. There are five significant syntactic complexity measures – MLS, C/S, C/T, DC/T, and 

VP/T. However, they were not able to distinguish specific score levels. D, MTLD, syntactic 

errors, and W/Tx differed significantly between low and high levels. D, MTLD, and W/Tx also 

differed significantly between low and medium levels. Morphological errors and W/Tx differed 

significantly between medium and high levels.  
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German 

 German only has seven measures that differed significantly across score levels: MLC, 

CN/C, LD, LS1, LS2, syntactic errors, and W/Tx. Among these measures, MLC, CN/C, and 

W/Tx differentiated low from medium and high levels. LD, LS1, and LS2 distinguished between 

medium and high levels, whereas syntactic errors and W/Tx distinguished between low and high 

levels.  

Hindi 

 Hindi L2 writers have eleven CALF measures that differentiated score levels like French 

L2 writers. However, pairwise comparisons revealed that MLS, C/T, and VP/T were not 

significantly different between any score levels, while T/S, C/S, and CP/C were significantly 

different between medium and high levels. In addition, LS2 separated medium and high levels, 

and MTLD, LS1, and W/Tx differentiated high from low and medium levels.  

Italian 

 Ten CALF measures of Italian L2 essays varied significantly across score levels, 

including T/S, CP/T, MLC, CP/C, LD, D, MTLD, preposition and total errors, and W/Tx. Most 

of these measures could distinguish between low-high and/or medium-high levels (T/S, CP/T, 

MLC, CP/C, LD, D, MTLD, W/Tx). MTLD and W/Tx were the only measures that could 

differentiate low from medium levels of scores.   

Japanese 

 Similarly, ten measures separated score levels for Japanese L2 writers: MLS, MLT, CN/T, 

MLC, CN/C, D, MTLD, incomprehensible errors, total errors, and W/Tx. All but MLS and 

incomprehensible errors differentiated high from low and/or medium levels. Only W/Tx 

differentiated between low and medium levels.  
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Korean 

 In the case of Korean, 13 measures were found to vary significantly across score levels, 

five of which were syntactic complexity measures. Nine of these measures (MLS, MLT, CP/T, 

MLC, CP/C, D, MTLD, LS1, and W/Tx) were significantly different between low and high 

levels, five (MLC, LS1, LS2, syntactic errors, and W/Tx) were significantly different between 

medium and high levels, and five (MLS, CP/T, LD, MTLD, and W/Tx) were significantly 

differently between low and medium levels.   

Spanish 

As mentioned above, nearly all CALF measures (and all syntactic complexity and 

accuracy measures) failed to separate the score levels of Spanish L2 writers, except for D and 

W/Tx, with the latter differentiating all three levels.   

Telugu 

Of the 11 L1 groups, Telugu L2 writers had the most CALF measures varying 

significantly across score levels, 10 of which were syntactic complexity measures. The syntactic 

complexity measures that were not significantly different across levels were T/S, CN/T, DC/C, 

and CN/C. The significant measures varied between medium and high levels (MLS, C/S, MLT, 

C/T, CT/T, DC/T, VP/T), low and medium levels (CP/T), and low and high levels (CP/C). LS1 

and LS2 varied between medium and high levels, whereas incompressible, morphological, 

preposition, and total errors varied between low and medium and/or low and high levels. D, 

MTLD, and W/Tx were the three measures that differentiated all three score levels.  

Turkish 

Lastly, 15 of the measures emerged significantly different across the score levels of 

Turkish L2 writers. Many of these measures differentiated between medium and high levels 
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(MLS, C/S, C/T, DC/T, MLC, CN/C, MTLD, morphological, syntactic, and total errors, and 

W/Tx). MLC and morphological, syntactic, and total errors also differentiated between low and 

high levels. Only W/Tx differentiated all three score levels.  

Summary of CALF Measures Across Score Levels 

In summary, most L1s have measures related to lexical complexity (e.g., D, MTLD), 

accuracy (e.g., total errors), and fluency (i.e., W/Tx) that varied significantly across score levels. 

Additionally, most L1s have very few syntactic complexity measures that differentiated levels. 

French, German, Hindi, Italian, Japanese, and Korean have from two to six measures that 

differentiated score levels, while Arabic, Chinese, and Spanish have none. In contrast, Telugu 

and Turkish L2 writers have many significant syntactic complexity measures, making them the 

L1s with the most measures varying significantly across score levels. Overall, it seems that the 

measures that varied significantly across score levels varied by language, and there was no 

consistent measure or set of measures that differentiated score levels across all languages, except 

for W/Tx.  

RQ3: To What Extent Can CALF Measures and L1 Backgrounds Predict Score Levels?  

 Before multinominal logistic regression models were fit to discover whether CALF 

measures and L1 backgrounds are predictive of different L2 writing score levels, variable 

selection was performed to satisfy the assumption of no multicollinearity. Multicollinearity 

occurs when two or more independent variables or predictors are highly correlated with each 

other. Being selective with the predictors also simplifies a model, making it easier to interpret. 

For these reasons, one-way ANOVA analyses with CALF measures as the dependent variables 

and writing quality as the independent variable were conducted to identify potential predictors 

that could be included in the models. The measures MLS, T/S, C/S, MLT, C/T, CT/T, DC/T, 
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VP/T, MLC, CP/C, CN/C, LD, D, MTLD, LS1, LS2, and W/Tx were found to differ 

significantly between score levels. However, C/S, MLT, C/T, CT/T, DC/T, VP/T, D, and LS2 

were excluded because they were multicollinear with the other measures (r > .70) while 

demonstrating smaller effect sizes in the relationship with writing quality than those measures.  

 In the end, nine CALF measures were entered in the first multinominal logistic regression 

model: MLS, T/S, MLC, CP/C, CN/C, LD, MTLD, LS1, and W/Tx, along with L1 (11 levels). 

With McFadden’s R2 = 0.32, the model fits well (Levshina, 2015). Table 14 presents information 

about the accuracy of the model (i.e., how correctly the model predicts the score levels of essays). 

The rows display the number of observations (i.e., essays) in each score level, and the columns 

show how many essays would be predicted to be in a score level. The diagonal (from left to right) 

shows how many essays observed in a level would be predicted to be in that level. Using the low 

score level as an example, there is a total of 198 essays (99 + 97 + 2) observed in this level. The 

model would predict 99 of these low score essays as low, 97 as medium, and two as high. The 

accuracy of the model is 0.70, which can be calculated by adding the numbers of correct 

predictions in the diagonal (99 + 807 + 279) and dividing the total (1,185) by the number of 

observations (1,683).   

Table 14 

Accuracy of the First Multinomial Logistic Regression Model  

 Low Medium High 

Low 99 97 2 

Medium 18 807 127 

High 0 254 279 
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 In addition to the accuracy measure, the model also reported measures of recall and 

precision (see Table 15). The measure recall shows the proportion of essays of each score level 

predicted by the algorithm. The results indicate that 85% of medium-score essays would be 

predicted as medium-score essays by the model. Low- and high-score essays, unfortunately, have 

relatively low recall values, about 50%. The measure precision, in contrast, shows how many 

times the predictions of score levels made by the model were correct. The low score level was 

predicted most accurately (85%), whereas the precision value was lower for the medium level 

(70%) and the high level (68%).  

Table 15 

Recall and Precision of the First Multinomial Logistic Regression Model 

 Low Medium High 

Recall 0.50 0.85 0.52 

Precision 0.85 0.70 0.68 

Note. All values represent percentages. 

 Table 16 shows the log odds ratios of the CALF measures and L1 backgrounds. It 

indicates that high-score writers used significantly less MLS (p = .007) but more CP/C (p = .003). 

They also had significantly higher LD (p = .03), MTLD (p < .001), LS1 (p < .001), and W/Tx (p 

< .001). They are also likely to be German (p = .002). On the contrary, low-score writers 

demonstrated significantly more MLS (p = .02) and lower MTLD (p < .001) and W/Tx (p 

< .001).  
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Table 16 

Coefficients and P-Values of the First Multinomial Logistic Regression Model 

 Low  Medium  High  

 Log-odds p Log-odds p Log-odds p 

Intercept  11.09 < .001 2.70 .001 -10.99 < .001 

MLS 0.008 .02 0.001 .65 -0.02 .007 

T/S 0.32 .36 0.58 .006 -0.39 .26 

MLC -0.16 .21 0.02 .42 -0.004 .91 

CP/C -0.53 .62 -0.64 .16 1.72 .003 

CN/C 0.18 .78 0.18 .43 -0.16 .60 

LD 0.39 .90 -5.06 .003 4.86 .03 

MTLD -0.08 < .001 -0.003 .52 0.04 < .001 

LS1 5.96 .002 -6.33 < .001 5.14 < .001 

W/Tx -0.03 < .001 -0.001 .18 0.02 < .001 

Chinese 0.19 .68 1.00 < .001 -1.55 < .001 

French -1.16 .03 0.31 .21 0.19 .55 

German -1.20 .10 -0.51 .05 0.98 .002 

Hindi 0.02 .97 0.30 .23 -0.13 .67 

Italian -1.19 .002 0.34 .19 0.12 .73 

Japanese -0.49 .29 0.72 .006 -0.68 .05 

Korean 0.02 .97 0.41 .12 -0.75 .03 

Spanish -0.31 .50 0.08 .75 0.34 .26 

Telugu -0.002 .10 0.81 .001 -0.59 .07 

Turkish -1.51 .004 0.51 .04 0.009 .98 

Note. Significant level p < 0.05. Significant p values are in bold. MLS = mean length of sentence, T/S = number of 

T-units per sentence, MLC = mean length of clause, CP/C = number of coordinate phrases per clause, CN/C = 

number of complex nominals per clause. LD = lexical density, MTLD = measure of textual lexical diversity, LS1 = 

lexical sophistication-I. W/Tx = number of words per text.  
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 The same variable pruning procedure was applied for the second multinomial logistic 

regression model for the accuracy subset. A second model was run because accuracy was 

measured based on 329 essays rather than the full dataset of 1,683 essays as in the case of 

syntactic complexity, lexical complexity, and fluency. Three accuracy measures remained in the 

model: incomprehensible errors, preposition errors, and the total number of errors. The output of 

the model reported a McFadden statistic of 0.16, indicating a poor fit. The accuracy of the model 

is reported as 0.54 (see Table 17). Table 18 reports the recall and precision estimates of the 

model. Since the model did not fit well, the log odds ratios of the predictors are not reported.  

Table 17 

Accuracy of the Second Multinomial Logistic Regression Model  

 Low Medium High 

Low 60 15 26 

Medium 34 26 54 

High 7 16 91 

 

Table 18 

Recall and Precision of the Second Multinomial Logistic Regression Model 

 Low Medium High 

Recall 0.59 0.23 0.80 

Precision 0.59 0.46 0.53 

Note. All values represent percentages.  
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CHAPTER FIVE: DISCUSSION 

Relationship Between CALF and L1 Backgrounds 

 Although there have been many studies examining differences in CALF between L1 and 

L2 writers (e.g., Ai & Lu, 2013; Crossley & McNamara, 2009; Eckstein & Ferris, 2018; Lu & Ai, 

2015), few have explored differences among L2 writers of different L1 backgrounds. The first 

research question of this study thus asked whether CALF measures of EFL writers differed based 

on their L1 backgrounds in three separate score levels: low, medium, and high. One-way 

ANOVAs and their equivalents showed that in each score level, many CALF measures varied 

significantly across L1s. First, all syntactic complexity measures varied significantly across L1s 

in the medium and high levels. In the low level, there were significant differences in all the 

measures except for CT/T, CP/C, and CN/C. In all three levels, significant between-L1 

differences were found in all five dimensions of syntactic complexity: length of production units 

(MLS, MLT, MLC), amount of subordination (C/T, CT/T, DC/T, DC/C), amount of coordination 

(CP/T, T/S, CP/C), degree of phrasal sophistication (CN/T, VP/T, CN/C), and overall sentence 

complexity (C/S).  

Similar results have been reported in previous research. Studying syntactic complexity in 

college-level English writing, Lu and Ai (2015) discovered significant differences between eight 

L1 groups (Bulgarian, Chinese, English, French, German, Japanese, Russian, and Tswana) in all 

14 SCA measures. Moreover, they found that only three of the measures differed significantly 

between the NS group and the NNS groups when the latter was treated as a single entity. 

Mancilla et al. (2017) also found significant differences in only four out of 10 syntactic 
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complexity measures between NSs and a heterogenous group of NNS writers in asynchronous 

online discussions. On the contrary, Ai and Lu (2013) found eight out of the same 10 measures 

to differ significantly between NSs and a homogenous NNS group (i.e., Chinese learners of 

English). The difference in the number of syntactic complexity measures emerging as significant 

when comparing NS and homogeneous/heterogenous NNS groups of writers together with the 

present findings that syntactic complexity generally distinguishes between individual L1 groups 

suggest that treating NNS writers of heterogeneous L1 backgrounds as one group may obscure 

L1-related differences in syntactic complexity. They also lend support to previous claims that 

heterogenous L1 groups should be viewed independently in L2 writing research (Lu & Ai, 2015; 

Ortega, 2015).  

As for why such between-group differences exist for syntactic complexity in L2 writing, 

it could potentially be attributed to L1 influences. It has been speculated and demonstrated in the 

L2 writing literature that L1 transfer, either positive or negative, has an impact on various 

structural aspects of L2 writing (Jarvis & Crossley, 2012; Liu, 2008; Rankin, 2012; Uysal, 2008; 

van Vuuren, 2013; van Weijen et al., 2009). Given that other factors such as topic and writing 

quality were accounted for in the current study, there is even more reason to think that learners’ 

L1 can decide the syntactic complexity manifested in their L2 writing. However, the sizes of the 

differences across L1 groups observed in this study varied to a great extent in all score levels. 

This means although learners’ L1 may account for a certain portion of the variation in syntactic 

complexity in L2 writing, it cannot account for all the variation. The rest of this variation, as 

shown by previous research, may derive from a number of factors, such as development and 

instruction (Mazgutova & Kormos, 2015; Vyatkina et al., 2015) and cognitive task complexity 

(Johnson, 2017).  
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It should also be noted that the breadth of the differences was also limited to certain L1 

pairs. The fact that the 11 languages examined can be classified into seven language groups 

could have limited the impact L1 has on syntactic complexity measures. Vo and Barrot (2022) 

argued that typologically similar languages could share remarkable similarities in CALF 

measures. Their results, for example, showed that Chinese and Thai L2 writers had striking 

similarities in MLS, MLT, T/S, and CN/T. Such evidence can be found in the current study. For 

instance, French, Italian, and Spanish (which belong to the Romance language family) L2 writers 

were barely significantly different from each other in syntactic complexity across all score levels. 

The same is true for Japanese, Korean, and Turkish (which belong to the Altaic language family) 

L2 writers. At the same time, L2 writers from typologically different language backgrounds such 

as Arabic and Korean differed significantly from one another in various syntactic complexity 

measures. These results indicate that the extent to which syntactic complexity measures vary 

across L1 groups may depend on how the L1s are related to each other. 

For lexical complexity, all measures varied significantly as a function of L1 in the 

medium and high score levels, whereas there were no significant differences in D and LS1 across 

L1s in the low score level. These results resemble the patterns observed for syntactic complexity 

above. For both syntactic and lexical complexity, there were fewer measures that emerged as 

significant separators of L1s in the low level compared with the other two levels. It could be that 

on this level where L2 writers just started, they have not learned enough syntactical structures 

and vocabulary for certain syntactic and lexical complexity measures to be reflected in their 

writing.  

Like investigations into differences in syntactic complexity among L2 writers, research 

on the relationship between lexical complexity and L1 is still scarce, despite many studies 
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comparing lexical complexity in L1 and L2 writing (e.g., Crossley & McNamara, 2009; Eckstein 

& Ferris, 2017; Eckstein & Chang, 2022; Rahayu et al., 2021). Nevertheless, the limited work in 

this area seems to be in line with the significant effects of L1 on lexical complexity reported in 

this study. Jarvis (2002), for example, found significant differences in lexical diversity (as 

measured by an algebraic transformation of TTR – the Uber index) between Finnish and Swedish 

L2 writers in their English narrative writing. Furthermore, Crossley and McNamara (2012a) 

reported significant differences in lexical diversity (as measured by MTLD) between all L1 pairs 

except Spanish and Czech when examining English essays written by L1 Czech, Finnish, 

German, and Spanish speakers.  

In terms of accuracy, the number of morphological errors and the total number errors (per 

100 words) seem to be consistent separators of L1s as they varied significantly across L1s in all 

three score levels. In the medium level, there were also significant between-group differences for 

preposition errors. From a typology standpoint, it would make the most sense for morphological 

and syntactic errors to be able to differentiate L2 writers of one L1 background from others 

because morphology and syntax are two main areas of linguistic typology and writing accuracy 

may increase if there are typological similarities between the L1 and the target language and 

between L1s themselves (i.e., positive transfer). However, only morphological errors support this 

hypothesis by successfully distinguishing between typologically different L1s such as German 

and Korean. Syntactic errors, on the other hand, were just on the verge of significance with p-

values of .06 in the low level and .05 in the high level.  

Barrot and Gabinete (2019) also argued for the potential role of the ESL vs. EFL status in 

producing accurate English essays after finding that Filipino and Singaporean ESL learners 

wrote more accurate essays than a heterogenous group consisting of Chinese, Indonesian, 
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Japanese, Korean, Taiwanese, and Thai EFL learners. However, this may not be the case in the 

current study as the Hindi and Telugu L1 groups, who belong to the “Outer Circle” of World 

Englishes (Kachru, 1985), did not demonstrate a significantly lower number of errors than 

several other groups that are in the “Expanding Circle” or are not in any circles.  

Finally, fluency or the number of words per text varied significantly across L1s in the low 

and medium score levels. It was not able to separate the L1s in the high level. This may be 

because high-level L2 writers are aware of the minimum length recommended for a successful 

essay submitted as part of a standardized test and, at the same time, know not to go off limits but 

communicate ideas in succinct ways with their linguistic abilities. A further look into the 

differences in the low and medium levels revealed that Hindi and Telugu L2 writers tended to 

write longer essays than those from other L1 backgrounds. This is interesting because in theory, 

writers whose L1 is syntactically similar to English might be assumed to be more fluent in their 

English writing than writers whose L1 is syntactically different (Ringbom, 2007; Ringbom & 

Jarvis, 2009). However, the sentence structure of Hindi and Telugu (subject-object-verb) 

generally differs from that of English (subject-verb-object), and writers from those L1 

backgrounds were the most fluent groups in the current study. This might be because Hindi and 

Telugu L2 writers oftentimes use English as an L2 in India, and therefore, may be more 

comfortable with expressing their thoughts in writing.    

Relationship Between CALF and L2 Writing Quality 

 The second research question investigated whether CALF measures differed significantly 

based on score levels, which are equated with writing quality, for each L1 group of L2 writers. 

Results from statistical tests indicated that the relationship between CALF measures and L2 

writing quality, operationalized as score levels, could be significant, depending on the specific 
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measures used and the L1 of the writers. Syntactic complexity measures seem not to be very 

consistent indicators of writing quality when their most consistent indicators, MLS and MLC, 

could only separate score levels across six L1 backgrounds. Moreover, no syntactic complexity 

measures could distinguish between the score levels of the Arabic, Chinese, and Spanish L2 

groups, while only two were able to differentiate the levels of the German group. These findings 

are somewhat surprising when a positive correlation between syntactic complexity and L2 

writing quality has been consistently reported in previous studies (e.g., Barrot & Agdeppa, 2021; 

Kim & Crossley, 2018; Zhang & Lu, 2022). Nevertheless, the findings that length of production 

unit measures, including MLT (which differentiated score levels across three L1s), were 

significant indicators of writing quality are partially aligned with previous studies reporting that 

MLS, MLT, and/or MLC are correlated with proficiency levels and subjective ratings of writing 

quality (Bulté & Housen, 2014; Gyllstad et al., 2014; Khushik & Huhta, 2019; Lu, 2011; Vo & 

Barrot, 2022).  

Therefore, the relationship between syntactic complexity and L2 writing quality may not 

be as straightforward as it seems. In some cases, excessive complexity could hinder 

comprehension and lead to errors or confusion. Particularly in high-stakes testing situations, 

learners are less likely to take risks and thus prioritize being accurate, while raters are also 

sensitive to writers’ accuracy (Fritz & Ruegg, 2013; Kim & Kessler, 2022). L2 writers have also 

been shown to prioritize accuracy over syntactic complexity when dealing with unfamiliar topics 

(Kessler et al., 2022). Such contextual prioritization is partly supported by the current study’s 

finding that the total number of errors was one of the most consistent separators of score levels. 

Overall, rather than trying to use more complex syntactic structures, it may be more important 
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for L2 learners to use those structures appropriately and accurately to enhance the overall quality 

of their writing.  

Regarding lexical complexity measures, they tend to be more consistent separators of 

score levels compared to syntactic complexity and accuracy measures. D and MTLD were able 

to differentiate score levels across eight and nine L1s, respectively. These measures plus LD 

could differentiate high from low and medium levels well. This may be because lexical 

complexity allows writers to convey their ideas more precisely and to express a range of nuanced 

meanings. It also adds depth and richness to the writing, making it more engaging and interesting 

to read. These findings resonate with Bulté and Housen’s (2014) that lexical richness, 

determined by G – a measure related to D, is a robust indicator of higher writing quality.    

In terms of accuracy, the total number of errors per 100 words was the most consistent 

separator of score levels across L1s (especially between low-high levels). As expected, fewer 

errors are more likely to lead to more understanding and thus higher evaluations of writing. The 

ability of the total number of errors to separate score levels may also be attributed to the reported 

reliability and validity of the constituent morphological, preposition, spelling, and syntactic 

errors examined in this study (Yoon & Polio, 2017). Unlike Verspoor et al. (2012), who found 

the number of spelling errors to distinguish between two adjacent CEFR levels of A1.2 and A2.1, 

I found it to discriminate between low and high levels for two L1s where its effects on score 

levels were significant. A closer look at the results revealed that accuracy measures mostly 

differentiated low-high levels across L1s rather than adjacent levels of low-medium and 

medium-high.  

  Fluency was simply and solely operationalized as text length or the total of number of 

words per essay (W/Tx), which showed a generally linear progression with score levels. W/Tx 
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was also the most consistent indicator of writing quality in this study as it could distinguish score 

levels regardless of L1. This finding appears to disagree with Vo and Barrot’s (2022) observation 

that the number of words per text could differentiate proficiency levels in only two L1 groups 

(Chinese and Korean). However, there are potentially important distinctions to make between the 

two studies. The current study did not include L1 backgrounds that were examined in Vo and 

Barrot such as Indonesian, Pakistani, and Thai, so the effects of fluency on writing quality for 

these L1s are unclear. In addition, the focus of the latter was language proficiency, not precisely 

writing quality. Overall, the mostly linear progression in text length across score levels found in 

this study corroborates previous findings that essays of higher proficiency levels tend to be 

longer (De Angelis & Jessner, 2012; Vo & Barrot, 2022).  

Predictive Power of CALF and L1 on L2 Writing Quality 

 The purpose of the third research question was to test the predictive power of CALF 

measures and L1 on L2 writing quality. To answer this question, I fitted two multinominal 

regression models after careful selection of variables: one with complexity and fluency measures 

using the full dataset (1,683 essays) and one with accuracy measures using the hand-coded 

subset (329 essays). The first model had MLS, T/S, MLC, CP/C, CN/C, LD, MTLD, LS1, and 

W/Tx as predictors. In the second model, incomprehensible errors, preposition errors, and total 

errors were included as predictors. L1 was also added to both models as a predictor. The results 

of the multinominal regression analysis showed that with each increase in CP/C, LD, MTLD, 

LS1 and W/Tx, the chances of an essay being of high quality, as indicated by the positive log 

odds, were significantly higher by 1.72, 4.86, 0.04, 5.14, and 0.02, respectively. In other words, 

compared to other essays, high score essays contained significantly more CP/C and were 

significantly longer and more lexically diverse and sophisticated.  
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The finding regarding CP/C in this study is strongly supported by previous research. 

Coordinate phrases have been found to be not only significantly correlated with but also 

predictive of score/proficiency levels (Barrot & Agdeppa, 2021; Kim, 2014; Kim & Crossley, 

2018; Lu, 2010, 2011; Zhang & Lu, 2022). It is likely that L2 learners who have a higher CP/C 

ratio have a better grasp of the different types of phrases and conjunctions of the target language 

and are more able to produce more complex sentences with greater accuracy. An understanding 

of coordinate phrases can bring learners to a new level because these phrases usually constitute 

basic parts of a sentence like the subject and object(s) while carrying additional information. 

They can also dictate verb forms when functioning as the subject. In contrast, learners with a 

lower CP/C ratio may struggle with complex sentence structures, leading to poor quality writing 

that is less accurate and less cohesive.  

 Lexical density, diversity, and sophistication are generally associated with more 

advanced writing skills, as demonstrated by LD, MTLD, and LS1 being indicative of high 

writing scores. When a writer uses more sophisticated content words and many different words, 

they are better able to express themselves clearly and precisely, convey more complex ideas, and 

provide more nuanced descriptions, leading to higher writing quality. Additionally, MTLD takes 

into account the length of the text and performs well in terms of validity (McCarthy & Jarvis, 

2010). It is stable in short L2 texts (Zenker & Kyle, 2021), which is true in the case of the current 

dataset. All these factors might have contributed to the predictive power of the measure.  

 Although it could be a byproduct of increased syntactic and lexical complexity, fluency 

or text length was not correlated with any of the complexity measures in the study. Hence, its 

ability to predict score levels can be explained with respect to content. Higher-scored writers 

might have developed more ideas and arguments to support their opinion. This is particularly 
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true for the TOEFL Independent Writing Task that appreciates well-developed essays with 

appropriate explanations exemplifications and/or details. In other studies, longer texts were also 

shown to distinguish and predict writing quality (Ai & Lu, 2013; Grant & Ginther, 2000; Kim, 

2014; McNamara et al., 2010).  

While syntactic complexity, lexical complexity, and fluency all demonstrated some 

predictive power on the score levels of test-takers, accuracy failed to do so. Theoretically, 

linguistic accuracy can predict L2 writing quality because when a writer is accurate in their use 

of language, they are more likely to produce texts that are easier to read and understand and are 

less likely to be distracting to the reader. Accuracy is particularly important when the writer does 

not have a full command of the target language and struggles to produce grammatically correct 

sentences. Inaccuracies can result in confusion, miscommunication, and an overall negative 

impression of the writer's ability. In reality, this may not be the case as raters may ignore certain 

types of errors. For example, when coding the accuracy subset, I noticed that a lot of errors were 

repeated. If those repeated errors had been marked negatively every time they were encountered, 

there would be a lot more low score essays in the corpus. Thus, the lack of predictive power of 

accuracy on L2 writing quality may be contextual. It could also be that there was not sufficient 

data for any significant relationships to be uncovered. The regression model for accuracy 

measures was fitted on 329 essays, which is five times less than the input for the complexity and 

fluency model.   

Overall, the multinominal regression models indicated that a certain dimension of CALF 

alone cannot account for L2 writing quality. The co-occurrence of measures representing 

different dimensions of CALF as predictors of high-quality writing in the first model 

demonstrated that different factors must be considered for a comprehensive and effective 
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assessment of L2 writing, providing empirical support for the argument that CALF is 

multifaceted and should be measured as such (Norris & Ortega, 2009).   
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CHAPTER SIX: CONCLUSION 

Summary of Findings 

 This dissertation investigated the extent to which CALF measures in the essays of EFL 

writers varied across 11 L1 backgrounds and three levels of writing quality as well as the ability 

of CALF measures and L1 to predict writing quality. Overall, the results showed that 26 CALF 

measures differed at varying degrees as a function of L1 and writing quality. Most CALF 

measures varied significantly based on L1 with the effects being more pronounced in the 

medium and high score levels. Many CALF measures also varied significantly based on score 

levels, but the effects of score levels on CALF were dependent upon L1. This means that CALF 

measures found to separate score levels in one L1 may not have the same impact in another. 

Moreover, D, MTLD, the total number of errors, and W/Tx were the most consistent measures in 

distinguishing score levels. CP/C, LD, MTLD, LS1, and W/Tx together were also predictive of 

high scores. The findings of this study help build the foundation for a more thorough 

understanding of the role L1 plays in L2 writing as well as the importance of CALF to L2 

writing quality. They have important implications for L2 writing assessment, pedagogy, and 

research.  

Implications for L2 Writing Assessment 

 CALF measures are generally believed and have been demonstrated to be positively 

related to L2 writing quality. Therefore, measuring CALF can be a useful tool in assessing L2 

writing quality. However, as shown in this study, CALF measures do not differentiate writing 

quality the same way across L1 backgrounds, suggesting that a "one-size-fits-all" approach to 



 

 

80 

 

assessing L2 writing may not be appropriate. Instead, L2 writing assessment should take into 

account the L1 background of the writer and consider, for example, the linguistic complexity of 

their L1 as a factor when evaluating the complexity of their L2 writing. In other words, CALF 

measures as indices of L2 writing quality may need to be adjusted to each L1 background or 

groups of L1 backgrounds. This would allow for a more nuanced approach to assessing L2 

writing and contribute to fairness and equity. Otherwise, empirically powerful measures such as 

CP/C, MTLD, and W/Tx may be used. It is also recommended to use multiple CALF measures 

together to accurately assess L2 writing quality. Additionally, it is important to consider the 

writing task and genre, as different tasks and genres may require different levels of CALF, 

especially syntactic complexity.  

Implications for L2 Writing Pedagogy 

The findings of this study also have implications for both L2 writing instruction in 

general and test preparation in particular. Demonstrating that most of CALF measures vary 

significantly across L1s and different CALF measures vary significantly across score levels for 

different L1s, the study generally suggests teachers should be cautious of potential cultural 

influences and transfer issues in L2 writing. Differences in CALF between L1s may be 

meaningful if one L1 group performs better than another in a heterogeneous classroom. Within 

an L1 group, differences may occur between students of different levels. Investigating these 

areas of differences may help teachers adjust their teaching focus and methods to achieve the 

best results.  

Among the CALF measurement tools used in the current study, TAASSC, TAALED, and 

LCA are quite easy to use, although it may take a little training. L2 writing teachers might use 

those tools to gain insights into the CALF of students’ writing. For example, teachers may find 



 

 

81 

 

that syntactic complexity does not separate between low- and high-level L1 Arabic students, but 

accuracy does, like in the current study. They could then spend more time on the accuracy aspect 

of their students’ writing. In the future, there may be better analysis tools that are optimized for 

L2 writing pedagogy.  

For test preparation purposes, teachers should make it clear to all learners at what length 

they should write or at least help them set a minimum length as the findings showed that text 

length was the most consistent separators of score levels across L1s and that high-level test-

takers tended to write longer. With D and MTLD also being relatively consistent in separating 

score levels across L1s, heterogenous L1 groups of learners may benefit from focusing on 

diversifying their vocabulary. Possible instructional methods include examining sample texts for 

lexical diversity and verbalizing the metacognitive process of word selection and/or revision 

during writing (González, 2017). Feedback on the length of sentences, the use of coordinate 

phrases, and the sophistication of vocabulary may also be valuable in test preparation courses as 

shorter sentences, more CP/C, and more sophisticated vocabulary were demonstrated to be 

indicative of highly scored essays in this study, in addition to longer texts and more diverse 

vocabulary. Given the usually short time frame of test preparation courses, teachers may find it 

more efficient to help students score higher by incorporating tasks that promote these features. 

For example, teachers might develop whole class, focused lessons and ask students to identify, 

review, and revise coordinate phrases in their practice texts using both teacher and peer feedback. 

In particular, teachers may need to pay more attention to Chinese and Korean L1 learners who 

are preparing for the TOEFL because they were shown to be less likely to achieve the high level 

of writing compared to other L1 groups in this study. Depending on the learning goals, L2 
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writing teachers may want to tailor their instruction to meet the unique needs of and address the 

challenges faced by L2 learners from various L1 backgrounds.  

Implications for L2 Writing Research 

 This study has several important implications for L2 writing research. First, it 

demonstrated that a significant portion of writing quality can be explained by CALF, as shown 

by the regression model. This does not mean that CALF measures alone should be used to assess 

writing quality. However, when evaluating writing based on CALF, different CALF dimensions 

must be taken into consideration. Also, certain CALF measures seem to be more useful than 

others in terms of the ability to reflect writing quality. Researchers might thus consider using 

them in their future studies, starting with the measures that contributed to the regression model in 

the current study (i.e., MLS, T/S, MLC, CP/C, CN/C, LD, MTLD, LS1, and W/Tx). It may be 

worth investigating how pedagogical interventions involving these measures can help learners 

achieve higher scores in standardized tests.  

Furthermore, the findings confirm the need for L2 writing scholars to treat L1 as an 

independent variable and to not cluster heterogenous L1 writers in one group. This would 

remove the possibility of L1 influence on the variability of CALF and reduce the variation in 

CALF in L2 writing. As can be observed in the literature, CALF studies, which mostly do not 

separate L2 learners from different L1 backgrounds, have reported inconsistent results and have 

had difficulties reaching a consensus regarding the relationship between CALF and writing 

quality. Controlling for L1 or taking it into account, therefore, would move the field forward by 

giving more specific results and enable comparisons between studies.  

For L2 writing instructors, more L1-specific implications from research may be provided. 

In the area of NLI, where the goal is to accurately identify a writer’s L1 based on their writing in 
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an L2, L1-specific findings are likely to help improve the accuracy of NLI systems, which can in 

turn be useful for a variety of applications in many areas, including language assessment, 

forensic linguistics, and machine translation, among others. 

Limitations and Directions for Future Research 

 While this study attempted to tackle the issue of L1 in regard to CALF and L2 writing 

quality using all the resources that were available, it undoubtedly has several limitations that 

should be acknowledged. One limitation is that I did not examine fine-grained CALF measures. 

Fine-grained measures allow for a more nuanced assessment of L2 writing and facilitate more 

accurate comparisons across different L2 writing contexts and populations, which could have 

been important given the heterogeneity of L2 writers in the study. Large-grained measures, as the 

ones used in the current study, have an issue of granularity (Larsen-Freeman, 2009; Norris & 

Ortega, 2009; Wolfe-Quintero et al., 1998). They do not provide information about the 

constituent structures. For instance, the measure of MLT does not tell us which specific 

structures contribute to the length of the T-units observed. However, given the already large 

number of measures examined in the current study, fine-grained measures were not included.  

Second, this study, like most studies in this research area, relied on quantitative measures, 

which may not provide a complete picture of the complexities of L2 writing. A qualitative look 

into the texts may provide insightful information on how certain L1s stand out, as in the cases of 

Korean, Telugu, and Turkish in this study. Future researchers could adopt mixed methods with a 

qualitative case study component to provide a rich and detailed understanding of the 

relationships between CALF and L2 writing quality by examining the use of language in context 

and uncovering the strategies that writers use to produce successful written texts. A case study 

may involve observing a single writer over an extended period, collecting data on the writer's 
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writing process, and analyzing the texts produced. Through this approach, the researcher may be 

able to identify specific strategies that the writer uses to produce complex, accurate, and fluent 

text, as well as areas where the writer struggles. 

Another limitation is that the current dataset is limited to argumentative essays in a 

testing environment. More studies are needed on other genres and writing contexts to compare 

and evaluate the generalizability of the results. Finally, investigating the interactions between L1 

and other factors may be worthwhile as L1 alone cannot fully account for the differences in 

CALF measures, as was indicated in the current dissertation. Topic familiarity, for example, has 

been shown to affect both text quality and CALF in L2 writing (Kessler et al., 2022; Yoon, 2017). 

However, data on such factors are not always available to researchers. Future research, if 

possible, could attempt to account for these factors and further examine their relationship to 

linguistic features and L1 in L2 writing.                  
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APPENDIX A: CODING GUIDELINES 

The following coding guidelines are adapted from adapted from Yoon and Polio (2017). Read 

the essay sentence by sentence and highlight errors (or the phrases containing the errors) based 

on their error types. If a phrase contains 2 different error types, highlight the errors using 

different colors. In case an error doesn’t belong to one of the error types below, make a comment 

to note it down. Formatting issues should be ignored.  

1. Incomprehensible (red) 

● Incomprehensible sentences or clauses with unclear intended meaning (only when they 

are grammatically problematic)  

○ Do not make undermeasiring in the communication because to can use internet. 

2. Syntactic errors (orange) 

● Incorrect word order 

○ I didn't know what should I [I should] do. 

● Sentence fragments 

○ When we were tired. 

● Run-on sentences and comma splices 

○ I dance, I sang. 

● Missing constituents 

○ Studied hard. I like. 

○ I put the book. 

● Extra verbs or subjects in a clause 
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○ He walks listens to music. 

● Infelicitous uses of relative clauses 

○ I like the book who [that] I read. 

3. Morphological errors (yellow) 

● Incorrect uses of word form (including POS) 

○ He choice [chose] a very good restaurant. 

● Subject-verb agreement 

○ She bring [brings] her homework. 

● Plurals 

○ I have many story [stories] about her. 

● Genitive 

○ My friends [friend's] mom is very nice. 

● Articles 

○ She wants to buy new car. 

○ She has a three children. 

● Double negatives 

○ There is not no one to take it. 

● Wrong pronouns in terms of gender or case 

○ James said her [his] mom is nice. I like she [her]. 

● Verb form problems including tense-aspect, passive voice, missing or extra to-infinitives, 

modals 

○ They teaching today. 

○ The event was happened. 
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○ I can to travel during the break. 

 

4. Preposition errors (blue) 

● All infelicitous uses of prepositions—missing, extra, or wrong prepositions 

○ I came the U.S. I made friends at there. 

○ Culture us the way in [of] living. 

 5. Spelling errors (green) 

• All misspellings according to standard British/American English orthography 

o Recently, some psycologyst proclaimed that prefering the old things make people 

can't get success. 
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APPENDIX B: BETWEEN-L1 DIFFERENCES IN SYNTACTIC COMPLEXITY 

Table 19 

Between-L1 Differences in Syntactic Complexity in Medium Score Level 

 Arabic Chinese French German Hindi Italian Japanese Korean Spanish Telugu Turkish 

Arabic - MLS  

(p = .01) 

CP/T  

(p = .006) 

CP/C  

(p = .02) 

CP/T  

(p = .02) 

CP/C  

(p = .005) 

T/S  

(p = .001) 

C/S  

(p = .002) 

MLT  

(p = .02) 

CN/T  

(p = .009) 

VP/T  

(p = .01) 

 CP/T  

(p = .001) 

CP/C  

(p < .001) 

MLS  

(p < .001) 

T/S  

(p < .04) 

C/S  

(p = .001) 

MLT  

(p < .001) 

C/T  

(p = .02) 

DC/T  

(p = .02) 

CP/T  

(p = .001) 

CN/T  

(p < .001) 

VP/T  

(p = .001) 

MLC  

(p < .001) 

CN/C  

(p = .03) 

MLS 

 (p < .001) 

T/S  

(p < .001) 

C/S  

(p < .001) 

MLT  

(p < .001) 

C/T  

(p = .002) 

CT/T  

(p = .04) 

DC/T  

(p = .001) 

CP/T  

(p = .01) 

CN/T  

(p = .001) 

VP/T  

(p < .001) 

DC/C  

(p = .009) 

 MLS  

(p = .04) 

MLT  

(p = .001) 

C/T  

(p = .009) 

CT/T  

(p = .04) 

DC/T  

(p = .004) 

CN/T  

(p = .001) 

VP/T  

(p = .02) 
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Table 19 (Continued) 

 Arabic Chinese French German Hindi Italian Japanese Korean Spanish Telugu Turkish 

Chinese  -   MLS  

(p = .001) 

C/T  

(p < .001) 

CT/T  

(p = .007) 

DC/T  

(p < .001) 

CP/T  

(p < .001) 

CN/T  

(p < .001) 

VP/T  

(p = .001) 

DC/C  

(p = .004) 

T/S  

(p = .03) 

CT/T  

(p = .04) 

MLS  

(p = .01) 

MLT  

(p = .01) 

MLS  

(p = .001) 

T/S  

(p = .045) 

C/S  

(p = .001) 

MLT  

(p = .01) 

C/T  

(p = .004) 

DC/T  

(p = .03) 

VP/T  

(p = .001) 

CP/T  

(p = .049) 

MLS  

(p < .001) 

C/S  

(p < .001) 

MLT  

(p < .001) 

C/T  

(p < .001) 

CT/T  

(p < .001) 

DC/T  

(p < .001) 

CP/T  

(p < .001) 

CN/T  

(p < .001) 

VP/T  

(p < .001) 

MLC  

(p = .004) 

DC/C  

(p < .001) 

CN/C  

(p < .001) 

MLS  

(p = .04) 

C/S  

(p = .03) 

CP/T  

(p = .04) 
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Table 19 (Continued) 

 Arabic Chinese French German Hindi Italian Japanese Korean Spanish Telugu Turkish 

French   -  MLS  

(p = .01) 

C/T  

(p = .04) 

CP/T  

(p = .001) 

CN/T  

(p = .002) 

VP/T  

(p = .04) 

CP/C  

(p = .02) 

CN/C  

(p = .007) 

 MLT  

(p = .002) 

VP/T  

(p = .01) 

MLS  

(p = .003) 

C/S  

(p = .001) 

MLT  

(p = .002) 

C/T  

(p = .001) 

DC/T  

(p = .001) 

VP/T  

(p = .001) 

DC/C  

(p < .001) 

 MLS  

(p < .001) 

C/S  

(p < .001) 

MLT  

(p < .001) 

C/T  

p < .001) 

CT/T  

(p = .001) 

DC/T  

(p < .001) 

CP/T  

(p < .001) 

CN/T  

(p < .001) 

VP/T  

(p < .001) 

MLC  

(p = .001) 

DC/C  

(p = .03) 

CP/C  

(p = .04) 

CN/C  

(p < .001) 
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Table 19 (Continued) 

 Arabic Chinese French German Hindi Italian Japanese Korean Spanish Telugu Turkish 

German    - C/S  

(p < .001) 

C/T  

(p < .001) 

DC/T  

(p < .001) 

CP/T  

(p = .005) 

CN/T  

(p < .001) 

VP/T  

(p < .001) 

CN/C  

(p = .045) 

T/S  

(p < .001) 

C/S  

(p < .001) 

MLT  

(p = .04) 

MLT  

(p < .048) 

T/S  

(p = .001) 

C/S  

(p = .001) 

CN/T  

(p = .048) 

VP/T  

(p = .02) 

T/S 

(p = .02) 

C/S  

(p < .001) 

MLT  

(p < .001) 

C/T  

(p < .001) 

CT/T  

(p = .01) 

DC/T  

(p < .001) 

CP/T  

(p < .001) 

CN/T  

(p < .001) 

VP/T  

(p < .001) 

DC/C  

(p = .001) 

CN/C  

(p < .001) 

T/S  

(p = .006) 

C/S  

(p < .001) 

C/T  

(p < .04) 

CN/T  

(p = .048) 

VP/T  

(p = .04) 
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Table 19 (Continued) 

 Arabic Chinese French German Hindi Italian Japanese Korean Spanish Telugu Turkish 

Hindi     - C/T  

(p = .01) 

DC/T  

(p = .02) 

CP/T  

(p < .001) 

CN/T  

(p = .003) 

VP/T  

(p = .002) 

CP/C  

(p < .001) 

MLS  

(p < .001) 

C/S  

(p < .001) 

MLT  

(p = .02) 

C/T  

(p < .001) 

CT/T  

(p = .01) 

DC/T  

(p < .001) 

CP/T  

(p < .001) 

CN/T  

(p < .001) 

VP/T  

(p < .001) 

DC/C  

(p < .001) 

CN/C  

(p = .001) 

MLS  

(p < .001) 

C/S  

(p < .001) 

MLT  

(p = .02) 

C/T  

(p < .001) 

CT/T  

(p < .001) 

DC/T  

(p < .001) 

CP/T  

(p < .001) 

CN/T  

(p < .001) 

VP/T  

(p < .001) 

DC/C  

(p < .001) 

CN/T  

(p = .02) 
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Table 19 (Continued) 

 Arabic Chinese French German Hindi Italian Japanese Korean Spanish Telugu Turkish 

Italian      - MLS  

(p < .001) 

T/S  

(p < .001) 

C/S  

(p < .001) 

MLT  

(p < .001) 

C/T  

(p = .005) 

DC/T 

(p = .02) 

CN/T  

(p < .001) 

VP/T  

(p = .006) 

MLC  

(p = .04) 

MLS  

(p < .001) 

T/S  

(p < .001) 

C/S  

(p < .001) 

MLT  

(p < .001) 

C/T  

(p < .001) 

CT/T  

(p < .001) 

DC/T  

(p < .001) 

CN/T  

(p < .001) 

VP/T  

(p < .001) 

DC/C  

(p < .001) 

CP/C  

(p = .02) 

CP/T  

(p = .003) 

CP/C  

(p = .004) 

MLS  

(p < .001) 

C/S  

(p < .001) 

MLT  

(p < .001) 

C/T  

(p < .001) 

DC/T  

(p < .001) 

CP/T  

(p < .001) 

CN/T  

(p < .001) 

VP/T 

 (p < .001) 

MLC  

(p = .02) 

DC/C  

(p = .009) 

CP/C  

(p < .001) 

CN/C  

(p < .001) 

CP/T  

(p = .006) 

CP/C  

(p = .01) 
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Table 19 (Continued) 

 Arabic Chinese French German Hindi Italian Japanese Korean Spanish Telugu Turkish 

Japanese       -  MLS 

 (p < .03) 

C/S  

(p < .001) 

MLT  

(p < .001) 

C/T  

(p = .001) 

DC/T  

(p = .001) 

CP/T  

(p = .008) 

CN/T  

(p < .001) 

VP/T  

(p < .001) 

MLC  

(p = .047) 

DC/C  

(p = .04) 

MLS  

(p < .001) 

C/S  

(p < .001) 

MLT  

(p < .001) 

C/T  

(p < .001) 

CT/T  

(p < .001) 

DC/T  

(p < .001) 

CP/T  

(p < .001) 

CN/T  

(p < .001) 

VP/T  

(p < .001) 

MLC  

(p < .001) 

DC/C  

(p < .001) 

CN/C  

(p < .001) 

MLS  

(p < .001) 

C/S  

(p < .001) 

C/T  

(p = .007) 

DC/T  

(p = .009) 

CP/T  

(p = .01) 

CN/T  

(p = .005) 

VP/T  

(p = .007) 
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Table 19 (Continued) 

 Arabic Chinese French German Hindi Italian Japanese Korean Spanish Telugu Turkish 

Korean        - MLS  

(p < .02) 

T/S  

(p = .001) 

C/S  

(p < .001) 

MLT  

(p < .001) 

C/T  

(p < .001) 

CT/T  

(p = .007) 

DC/T  

(p < .001) 

CN/T  

(p < .001) 

VP/T 

(p < .001) 

DC/C  

(p < .001) 

MLS  

(p < .001) 

C/S  

(p < .001) 

MLT  

(p < .001) 

C/T  

(p < .001) 

CT/T  

(p < .001) 

DC/T  

(p < .001) 

CP/T  

(p < .001) 

CN/T  

(p < .001) 

VP/T  

(p < .001) 

MLC  

(p = .001) 

DC/C  

(p < .001) 

CN/C  

(p = .001) 

MLS  

(p < .001) 

T/S  

(p < .003) 

C/S  

(p < .001) 

C/T  

(p = .001) 

DC/T  

(p = .001) 

CN/T 

 (p = .009) 

VP/T  

(p = .001) 

DC/C  

(p = .01) 
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Table 19 (Continued) 

 Arabic Chinese French German Hindi Italian Japanese Korean Spanish Telugu Turkish 

Spanish         - C/S 

(p = .001) 

MLT  

(p < .001) 

C/T  

(p < .001) 

DC/T  

(p < .001) 

CP/T  

(p = .005) 

CN/T  

(p < .001) 

VP/T  

(p < .001) 

CN/C  

(p = .004) 
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Table 19 (Continued) 

 Arabic Chinese French German Hindi Italian Japanese Korean Spanish Telugu Turkish 

Telugu          - CT/T  

(p < .001) 

DC/T  

(p = .04) 

CN/T  

(p = .008) 

MLC  

(p = .02) 

DC/C  

(p = .002) 

CN/C  

(p < .001) 

Turkish           - 
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Table 20 

Between-L1 Differences in Syntactic Complexity in High Score Level 

 Arabic Chinese French German Hindi Italian Japanese Korean Spanish Telugu Turkish 

Arabic - DC/C  

(p = .02) 

CP/T  

(p = .02) 

DC/C  

(p = .01) 

  DC/C  

(p = .03) 

DC/C  

(p = .005) 

 CN/C  

(p = .04) 

DC/C  

(p = .001) 

Chinese  -   C/T  

(p = .03) 

DC/T  

(p = .01) 

CP/T  

(p = .002) 

CN/T  

(p = .01) 

C/T  

(p = .046) 

DC/T  

(p = .04) 

  C/T  

(p < .001) 

DC/T  

(p < .001) 

VP/T  

(p = .008) 

DC/C  

(p = .02) 

C/T  

(p = .049) 

DC/T  

(p = .03) 

CN/T  

(p = .02) 

 

French   -  CP/T  

(p = .001) 

CN/T  

(p = .02) 

MLC  

(p = .03) 

CP/C  

(p = .002) 

CN/C  

(p = .001) 

  MLS  

(p = .02) 

C/S  

(p < .001) 

C/T  

(p = .03) 

MLS  

(p = .02) 

C/S  

(p = .02) 

MLS  

(p = .048) 

MLT  

(p = .04) 

CN/T  

(p = .03) 

MLC  

(p = .004) 

CN/C  

(p < .001) 

 

German    - MLS  

(p = .01) 

C/S  

(p = .04) 

MLT  

(p = .03) 

CP/T  

(p = .002) 

CN/T  

(p = .01) 

DC/C  

(p = .049) 

CN/C  

(p = .001) 

MLS  

(p = .003) 

C/S  

(p = .006) 

MLT  

(p = .048) 

CN/T  

(p = .008) 

  MLS  

(p < .001) 

C/S  

(p < .001) 

MLT  

(p = .006) 

C/T  

(p < .001) 

DC/T  

(p < .001) 

VP/T  

(p < .001) 

DC/C  

(p = .005) 

MLS  

(p = .02) 

MLT  

(p = .02) 

CN/T  

(p = .02) 

CN/C  

(p < .001) 
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Table 20 (Continued) 

 Arabic Chinese French German Hindi Italian Japanese Korean Spanish Telugu Turkish 

Hindi     -   MLS  

(p = .001) 

C/S  

(p = .002) 

MLT  

(p = .005) 

C/T  

(p = .01) 

DC/T  

(p = .01) 

CP/T  

(p = .02) 

CN/T  

(p = .009) 

VP/T  

(p = .01) 

DC/C  

(p = .03) 

CP/T  

(p = .04) 

CP/C  

(p = .04) 

CN/C  

(p = .007) 

 CP/T  

(p = .01) 

DC/C  

(p = .002) 

Italian      -  MLS  

(p < .001) 

T/S  

(p = .04) 

C/S  

(p < .001) 

MLT  

(p = .001) 

C/T  

(p = .005) 

DC/T  

(p = .02) 

CN/T  

(p = .04) 

VP/T  

(p = .002) 

 CN/C  

(p = .04) 

 

Japanese       -  C/S  

(p = .005) 

DC/C  

(p = .03) 

MLS  

(p = .04) 

MLT  

(p = .045) 
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Table 20 (Continued) 

 Arabic Chinese French German Hindi Italian Japanese Korean Spanish Telugu Turkish 

Korean        - MLS  

(p < .001) 

T/S  

(p = .007) 

C/S  

(p < .001) 

MLT  

(p < .001) 

C/T  

(p < .001) 

DC/T  

(p < .001) 

VP/T  

(p < .001) 

DC/C  

(p = .004) 

MLS  

(p = .002) 

C/S  

(p = .01) 

MLT  

(p = .004) 

C/T  

(p = .03) 

DC/T  

(p = .03) 

CN/T  

(p = .02) 

VP/T  

(p = .03) 

DC/C  

(p = .04) 

 

Spanish         - MLC  

(p = .02) 

CN/C  

(p < .001) 

DC/C  

(p < .001) 

Telugu          - DC/C  

(p = .006) 

Turkish           - 
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