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Generative Machine Learning for Cyber Security 

 

James Halvorsen and Dr. Assefaw Gebremedhin 

 

 

Introduction 

The past decade has seen significant improvements in the development of 

generative models. Tools such as Stable Diffusion (Rombach et al., 2022) and 

ChatGPT (OpenAI, 2023) have become household names within a short period of 

time given their ability to transform how people get creative work done. A lesser-

known capability of generative models, though still of significant importance, is 

their ability to improve our nation’s cyber security infrastructure.  

 

To someone unfamiliar with both machine learning and cyber security, the 

relevance of generative models to cyber security applications may not be obvious. 

We summarize this relevance in a few short points: 

 

1. To defend against unknown and creative adversaries, we must have 

effective automated tools that can detect and respond to attacks on our 

networks. 

2. Current applications for this task suffer from high false positive rates. 

3. Developing and testing more effective defenses is difficult due to lack of 

quality data, which can be expensive to produce. 

4. Generative models are effective at improving low quality datasets. 

5. Some generative models are additionally effective at developing new 

intrusion detection software. 

 

 This paper expands upon each of the above points in greater detail, with the 

overall goal of demonstrating the importance of generative models for the future of 

cyber security. It is organized as follows. Section II provides an overview of 

existing problems related to cyber security and how machine learning has been used 

thus far to combat them. Section III demonstrates the relative strengths of 

generative models in improving the current situation. Section IV covers some of 

the current weaknesses with generative models with respect to cyber security 

problems and discusses where further research on this subject is needed. Section V 

concludes the paper. 
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Overview of Machine Learning and Cyber Security Issues 

According to a Statistia (2023) report, the cost of cyber attacks to businesses and 

governments alike has increased dramatically over the past several years and is 

estimated to increase even more in the coming years. The causes for this are 

numerous. To start, the simultaneous development of anonymous cryptocurrencies 

and ransomware have enabled criminal organizations to extract fees from corporate 

networks while remaining undetected, creating an incentive to engage in criminal 

activity (August et al., 2022). Additionally, there is an increasing level of 

connectivity between critical infrastructures, such as electrical grids and water 

distribution networks, and cyber infrastructures (De Brujin et al., 2017). Given the 

success of previous attacks against critical infrastructures, such as Stuxnet (Baezner 

et al., 2017) and BlackEnergy (Geiger et al., 2020), we can expect further 

investment by state actors in their capacity to carry out future attacks of this kind. 

 

With this increase in desire and capacity to carry out cyber attacks, 

cybersecurity professionals must in turn increase their capacity to defend against 

them. Given the sheer quantity of organizations that have networks to defend, this 

need cannot be met by human labor alone. Automation thus offers an alternative 

solution to meeting our defensive requirements. Further, since the cyber threat 

landscape is both complex and regularly changing, these automated solutions will 

need to use machine learning to successfully adapt to the novel attacks they will be 

encountering on a regular basis. 

 

Intrusion Detection Systems (IDS) are a class of applications best suited for 

automating the security of our nation’s cyber infrastructure. First proposed by 

Anderson (1980), IDSs use statistical models of some subject under observation 

(such as a host or network), to make inferences about whether that subject is 

experiencing a cyber attack. A human administrator can use these inferences to 

form a response to the attack. Since their invention, the capabilities and design of 

IDSs have been significantly expanded using machine learning techniques (Ahmad 

et al., 2021). Considering that this amounts to several decades of research into 

refining our abilities to detect and potentially even prevent cyber attacks, we are 

left with an important question: why are defenders still losing the cyber arms race? 

 

A key part of the answer to this question lies in a flaw with many IDSs that 

limits their widespread use. That flaw is false positives (Kizza, 2024; Markevych 

et al., 2023). Most traffic on any given network is benign, and a portion of all benign 

traffic will always be anomalous. Learning to distinguish between behavior that is 

uncommon and benign, and behavior that is malicious, is a particularly difficult 

problem that is made even more difficult by a separate issue, namely, lack of 

adequate data. 

 

Data is a key component of any application that uses machine learning, 

whether it is using supervised learning, unsupervised learning, or any other 

approach. In the context of intrusion detection, a good dataset should be labeled, 
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have a variety of different types of attacks, be balanced (i.e., every class should 

have a reasonable number of samples), and be recent. Many public datasets for 

intrusion detection lack one or more of these attributes (Małowidzki, 2015). 

 

 

 
Figure 1. A hierarchy of how data issues relate to cyber threat issues, and how 

generative models may be used to alleviate problems.  

 

 

These data-related issues are impediments to intrusion detection research 

that indirectly make combating future cyber threats difficult. The relationship 

between these issues is depicted in Figure 1, along with how generative models 

stand to alleviate the issues. Ultimately, solving the problem of increased cyber 

threats requires both improving IDS performance and addressing the problems 

related to data. 

 

Strengths of Generative Models 

Generative models offer several solutions to the issues related to machine learning 

and cyber security discussed in Section II. In our review of the literature, we 

identify three application areas for generative models to improve cyber security and 

discuss them in this section. The first application is improving cyber security 

datasets which are unbalanced by generating new samples of minority classes 

within the dataset. This allows for improved training of IDSs. A second application 

of generative models is to generate synthetic adversarial samples designed to 

uncover weaknesses within existing defenses. This allows for improved testing of 

network defenses. Finally, the architecture of certain generative models (namely 

Generative Adversarial Networks, or GANs, and Variational Autoencoders, or 

VAE) allows for training of new types of IDSs that can perform better than 

traditional deep learning approaches. 
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Improving datasets with generative models is perhaps their most intuitive 

use. While generative models cannot create cyber security data from scratch, they 

can transform a dataset that is ineffective for IDS training into one that is much 

more effective. This is accomplished by increasing the relative proportion of attack 

samples to benign samples within the dataset so that IDSs trained on that data do 

not become victims of overfitting. 

 

Empirical support for the effectiveness of generative models for this 

application is provided by Merino et al. (2020) and Yilmaz et al. (2020). Merino et 

al. (2020) used a GAN to produce synthetic samples of minority classes within the 

KDD99 dataset (Stolfo et al., 1999), and when evaluated using a classifier, 100% 

of the synthetic samples were correctly identified as attacks. Yilmaz et al. (2020) 

performed a similar task with GANs on the UGR’16 dataset, creating enough attack 

samples to match the number of benign samples. Across seven attack classes, each 

having less than 100 samples prior to the introduction of synthetic samples, 

classifier performance trained on the resulting synthetic datasets improved in terms 

of precision and recall. In this evaluation, the accuracy was also improved slightly, 

although this improvement comes from a position where a classifier trained on the 

original, unmodified dataset could attain an accuracy of 99% by classifying all 

samples as benign. 

 

The weakness of an unbalanced dataset is that correct identification of 

minority classes (i.e., attack data) is not necessary to achieve high accuracy. In each 

of these works, the role of generative models is to make correct identification of 

these classes a requirement, which ultimately results in better classification models.  

 

Beyond improving IDS training, testing cyber defenses is another important 

capability of generative models. This capability can manifest in the form of a 

variety of different simulated attacks. Ahmadian et al. (2018) used a GAN to 

conduct a false data injection (FDI) attack against a simulated smart grid 

environment, demonstrating that this could be used to manipulate energy prices for 

a profit-seeking attacker. GANs can also be used for exploring a target’s defenses. 

Shi et al. (2018) demonstrate this by using a GAN to attack a machine learning 

classifier with limited API access and a model that is hidden from the attacker. The 

GAN would generate samples for the classifier to give labels to and use them to 

train an equivalent classifier. If this classifier were an IDS, duplicating its model in 

this manner would enable an attacker to learn what attacks would be incorrectly 

classified, and use this information to craft an attack that the IDS will not be able 

to detect. 

 

These specific capabilities of generative models have applications that are 

both offensive and defensive. A defender may be interested in using generative 

models to learn the weaknesses in their defenses, while an attacker may be 

interested in using generative models to learn the weaknesses in their victim’s 

defenses. While researching this topic further may seem to be a double-edged 
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sword, these capabilities are already published in public research. What we do not 

research, our adversaries will be certain to take advantage of. 

 

 
Figure 2. Architecture of VAE as used for generative and anomaly detection tasks. 

 

 

Thankfully, most applications of generative models in cyber security that 

we have observed appear to be purely defensive in nature. Two architectures of 

generative models, GANs and VAEs, are designed in such a way that they can 

perform tasks other than generating data, which can be enhanced by their generative 

models. GANs contain two neural networks trained simultaneously, one for 

generating data and one for determining whether the generated data is synthetic. 

This second model, known as a discriminator, can be modified to be used for 

anomaly detection purposes (Jan et al, 2018). VAEs also contain two neural 

networks trained simultaneously, although neither performs a classification task on 

their own. Rather, one is used to encode data into a latent representation, and the 

other decodes the latent representation into its original form, sometimes with a 

reconstruction error. This reconstruction error from using both the encoder and 

decoder together can also be used for anomaly detection. Figure 2 demonstrates the 

difference in how its architecture can be used for both generative tasks and anomaly 

detection.  

 

Both strategies can perform quite well. Jan et al. (2018) showcase this with 

a Deep Convolutional GAN (DCGAN) that has been modified for detecting 

Android malware. This DCGAN model is compared to several other machine 

learning models and demonstrates a relatively high performance on the same 

dataset. Most notably, however, its false positive rate of only 0.2% shows 

significant potential for GAN-based models in future IDS development. Zavrak et 

al. (2020) show that VAEs have similar superiority over traditional classifier 

models when detecting several types of network-based attacks.  
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Areas for Improvement 

While generative models provide significant contributions to the training and 

testing of IDSs, there are still several topics related to generative models that need 

continued research for their maximum potential to be realized within this domain.  

 

Among the greatest challenges for applying generative models to cyber 

security is creating standard feature representations (Ring et al., 2019). Generative 

models have shown the greatest level of success in image generation tasks, where 

the data to be generated already has continuous features. Mapping pixel colors to 

IEEE floating point numbers used in a feature vector is trivial, as is computing loss. 

If a generator is meant to produce a red flower, and instead produces a magenta 

one, the distances between the values in the red, blue, and green color channels will 

be much lower than if it produced a solid blue flower. By contrast, consider how 

one might encode a TCP port in a netflow record. If port 22 (used for SSH) would 

be correct for a record, generating port 21 (FTP) is just as wrong as generating port 

6667 (IRC). Though port numbers are just integers, a simple mapping to continuous 

values will not work. 

 

Ring et al. (2019) have done extensive research on finding adequate feature 

representations for netflow, which contain several different types of categorical 

features, such as ports, IP addresses, and transport protocols. Netflows are not the 

only type of data used in cyber security tasks, however. Consider the task of 

generating packet captures: every protocol could require a different method of 

representing data. Generating data for host-based intrusion detection will have 

similar problems, as features may include file paths or payloads within files. Future 

research relating generative models to cyber security will need to consider how to 

create feature representations for a wide variety of security data. 

 

Another challenge of note concerns metrics (Betzalel et al., 2022). A 

common metric used for measuring the quality of generated data is called “Train 

on Synthetic, Test on Real” (TSTR) (Zingo et al., 2021). This process involves 

using a classifier trained on data produced by the generative model to predict class 

labels in a dataset containing non-synthetic samples. The advantage of this method 

is that it allows synthetic data to be evaluated in its intended purpose of predicting 

real traces of cyber attacks. However, it is also difficult to use this method to 

compare different works, even on the same original dataset, as they may use a 

different classifier.  

 

Metrics that use the statistical distribution of datasets, such as the Fréchet 

Inception Distance (FID) are also common. Although they can be compared 

between works, the elements of quality being emphasized by comparing the 

synthetic and real distributions in this manner differs substantially from a classifier-
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based approach. In particular, one must consider that a significant goal of using 

generative models in cyber security is to change the overall distribution of a dataset 

so that minority classes (i.e., attack data) are more strongly represented. This may 

make metrics focused on statistical distributions less effective in measuring overall 

data quality. Future research should consider alternative metrics that may better 

measure data quality than either statistical or classifier-based approaches. 

 

Conclusion 

The scale of current and future cyber threats demands effective machine learning 

tools for effective cyber defense. Research into generative machine learning has 

shown that generative models stand to provide numerous benefits to current 

machine learning tools used for cyber security applications, such as IDSs. These 

benefits cover a broad range of factors involved in the development of machine 

learning tools, including both their training and testing. 

 

There are, however, some challenges unique to cyber security where 

generative machine learning is concerned. These challenges are primarily 

concerned with feature representation of cyber security data, and evaluation of 

synthetic data quality. Continued research into generative machine learning should 

address these challenges, thereby improving the contributions of generative models 

to tackling growing cyber security threats.  
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