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Abstract

Artificial Intelligence (AI) is “The science and engineering of making intelligent machines, especially intelligent computer programs” [93]. Artificial Intelligence has been applied in a wide range of fields including automobiles, space, robotics, and healthcare.

According to recent reports, AI will have a huge impact on increasing the world economy by 2030 and it’s expected that the greatest impact will be in the field of healthcare. The global market size of AI in healthcare was estimated at USD 10.4 billion in 2021 and is expected to grow at a high rate from 2022 to 2030 (CAGR of 38.4%) [124]. Applications of AI in healthcare include robot-assisted surgery, disease detection, health monitoring, and automatic medical image analysis. Healthcare organizations are becoming increasingly interested in how artificial intelligence can support better patient care while reducing costs and improving efficiencies.

Deep learning is a subset of AI that is becoming transformative for healthcare. Deep learning offers fast and accurate data analysis. Deep learning is based on the concept of artificial neural networks to solve complex problems.

In this dissertation, we propose deep learning-based solutions to the problems of limited medical imaging in two clinical contexts: brain tumor prognosis and COVID-19 diagnosis. For brain tumor prognosis, we suggest novel systems for overall survival prediction of Glioblastoma patients from small magnetic resonance imaging (MRI) datasets based on ensembles of convolutional neural networks (CNNs). For COVID-19 diagnosis, we reveal one critical problem with CNN-based approaches for predicting COVID-19 from chest X-ray (CXR) imaging: shortcut learning. Then, we experimentally suggest methods to mitigate this problem to build fair, reliable, robust, and transparent deep learning based clinical decision support systems. We discovered this problem with CNNs and using Chest Xray
imaging. However, the issue and solutions generally apply to other imaging modalities and recognition problems.
Chapter 1: Introduction

1.1 Deep Learning

Machine learning (ML) is a subset of Artificial Intelligence that focuses on enabling machines to make decisions by feeding them data. Deep learning (DL) is a subset of machine learning that uses mathematical models designed to loosely imitate the human brain. Deep learning can process large amounts of data at an astonishing speed without compromising accuracy.

The secret to deep learning's success is in the ‘learning’ concept. Deep learning models can learn from previous mistakes to improve their future results. Deep learning is based upon the artificial neural network (ANN). It’s a loose imitation of human brain neural networks. The process starts when we feed a set of inputs to the ANN then the input is processed via a cascade of layers (hidden layers) of neurons (nodes) to produce the desired output. Each succeeding layer of nodes is activated when it obtains stimuli from the previous layer. Consequently, the hidden layers turn raw input into meaningful output.

With the composition of enough data transformations across the network’s layers, very complex functions can be learned. Deep learning learns to express complex concepts in terms of new, simpler ones. For instance, deep learning models can represent the concept of an image via a collection of simpler concepts, such as corners and contours, which may be reduced to edges; as well as textures.

The basic example of a deep learning model is the Multilayer Perceptron (MLP). It consists of three types of layers, the input, the hidden, and the output layer. The data flow in the forward direction from the input to the output layer, which performs the desired task (prediction/classification). Multilayer Perceptrons are called universal approximators, they
can supposedly approximate any continuous function and are capable of solving non linear problems.

When using Deep learning, the time necessary for data pre-processing can be saved. Neural networks can normalize and extract features from raw data, which reduces the time and manual intervention.

1.2 Why Deep Learning for Medical Image Analysis

Medical professionals are increasingly recognizing the value that deep learning technology brings to the table. Deep learning is offering solutions that are changing the shape of healthcare. Many studies have shown that deep learning could benefit patients and health systems in clinical practice by delivering personalized and relevant information for patient care.

Deep learning can be used for diagnosis from medical imaging with high accuracy and speed. Deep learning has many breakthrough applications in healthcare, particularly, in medical image analysis. Scientists [34] used deep learning models to detect diabetic retinopathy, a leading cause of blindness. The trained deep neural network performs comparably to human specialists in doing diagnosis (AUC was 0.939 for retinal fundus photographs (RFP)). For medical imaging, there is a shortage of radiologists and MRI technicians, especially in low-to-middle-income countries. Deep learning can be considered an effective approach to a solution.

Deep learning tools can deliver very high diagnostic accuracy from medical imaging. It can deliver high-performing results comparable to human experts or sometimes surpass experts. In 2018, a paper [51] showed that a convolutional neural network trained for dermoscopic melanoma recognition can outperform a big group of 58 dermatologists with 30 experts among them. The trained CNN-based model was 7% more accurate than the dermatologists even when they had access to some extra clinical information (age, sex, etc.).
Similarly, a study [95] proposed a deep learning model capable of surpassing human specialists in breast cancer prediction from mammograms. The deep learnt model outperformed all of the radiologists, the AUC of the model was greater than the AUC of the average radiologist by an absolute margin of 0.115.

Additionally, researchers in [84] proposed a deep learning model capable of classifying 26 skin conditions using skin images and medical history data. The deep learnt model scored a top-1 accuracy of 0.66 outperforming 6 dermatologists and six primary care physicians and six nurse practitioners who scored top-1 accuracies of 0.63, 0.44, and 0.40 respectively).

Rapid response is critical in healthcare and may lead to improved patient outcomes. Authors in [139] proposed a fast and accurate deep learning model to perform diagnosis of critical neurological conditions like stroke and brain hemorrhage from head CT images. The model’s prediction speed was 1.2 seconds, which is 150 times faster than human experts.

1.3 Learning from Small/Limited Medical Data

Despite deep learning’s promising results in improving clinicians’ diagnoses, forecasting the spread of diseases, and customizing treatments, healthcare data access is considered to be the biggest deep learning bottleneck. Access to high-quality big data in a standardized format is one of the major obstacle standing in the way of the adoption of AI-powered applications in healthcare. Without large, high-quality data sets, it is difficult to build useful deep learning solutions.

Today, data is highly dispersed. Merging data in one central location is highly challenging. Additionally, medical data has sensitive data and patients are not willing to share their intimate health records for fear of data theft.

AI technologies are waiting for health care providers to increase the availability of data. However, making changes will not be easy. A recent Mckinsey report [91] found that roughly one-quarter of the hospitals in the United States have not yet embraced the use of electronic health record systems. Therefore, even though there is interest in adopting deep learning
applications in healthcare, the adoption rate is slow due to the sensitive nature of medical data and regulatory barriers. Thus, faster alternatives are needed.

1.4 Learning from Biased/Noisy Medical Data

The overwhelming complexity of healthcare data is simultaneously the biggest advantage and most intractable challenge of adopting deep learning solutions in healthcare.

Electronic Healthcare Record (EHR) systems are largely not compatible across providers resulting in data collection that is localized rather than centralized. Medical imaging data is often obtained with distinctive imaging settings and protocols across hospitals, regions, and countries. While changes in image acquisition may not confound a human specialist, it often prevents high-quality deep learning models from being learned.

Having access to large amounts of medical data is not enough for developing meaningful deep learning solutions. Adequate curation, analysis, and annotation are critical.

Sampling bias is a major challenge faced by models trained with data from a single institution or multiple institutions with small population diversity. The decisions of the trained model may be unreliable due to differences between the sample population and the target population. Examples of bias sources include proportions of race and sex, imaging machines (vendors, types, acquisition protocols), and the prevalence of diseases, in addition to variations in imaging protocols and local practice.

1.5 Contributions

This dissertation discusses the critical challenges of developing AI-powered medical image analysis solutions. Limited medical imaging data is the main hurdle blocking and slowing down the process of adoption of deep learning-based solutions in healthcare. Medical data is limited not only in size, but it suffers from a sampling bias due to variations in imaging protocols, local practice, and other aspects which will be addressed in this work.
Convolutional neural networks require large amounts of data to train. To overcome the limited availability of medical image datasets, we suggest the use of transfer learning from a CNN pre-trained on ImageNet, a large-scale visual imaging dataset, and fine-tuned on a small set of MR images to predict the survival time of Glioblastoma patients. Our results demonstrate that an accuracy of 90.91% can be achieved using one single feature extracted from pre-treatment MR images. Also, we show that fine-tuned CNNs offer good performance without the need for additional feature extraction methods. Additionally, the impact of different sequences of MR images on classification performance was explored. Moreover, we experimented with deep features from pre and post-treatment imaging.

A novel ensemble training and evaluation of small CNNs was proposed and shown to effectively predict survival time even with a small dataset, limited sequences, and a variable set of acquisitions. An accuracy of 72.06% was obtained outperforming pre-trained models on ImageNet which only scored a predictive accuracy of 66.18%.

We suggest the effective use of snapshot ensembles in a novel fashion as a solution to the limited availability of labeled medical imaging datasets. We demonstrated an overall survival prediction for glioblastoma patients of 74% accuracy using a multi-branch 3D convolutional neural network, where each branch had a different MR image sequence as input.

On the other hand, we demonstrate that CNN-based disease diagnosis models can leverage data-source specific and unintended/undesired shortcuts when making predictions. Due to the black box nature of deep learning models, it is difficult to confirm what the model is basing its decisions upon. Shortcuts can be confounding and are spurious features that a model finds easy to rely on to make decisions rather than on generally discriminators. Those learned shortcuts might make the model perform highly under familiar settings that it had seen before but it usually fails under slightly different circumstances. Implementing a shortcut-based disease diagnosis solution in healthcare could lead to false diagnoses, especially when applied to data from a new source.
We point out shortcuts to look out for while training models. We then suggest steps for training data curation and preprocessing to mitigate shortcut learning. We experimentally demonstrate that the use of region-of-interest segmentation, histogram equalization, and noise-based augmentation can reduce the gap in performance between cross-validation results and unseen source predictions.

The proposed solutions here can apply to other imaging modalities and other recognition problems.

1.6 Organization

The remainder of this dissertation is organized as follows:

- Chapter 2 introduces the background concepts used in this work including transfer learning, ensemble learning, and shortcut learning.
- Chapter 3 surveys some related work about the application of deep learning to Glioblastoma prognosis and COVID-19 diagnosis.
- Chapter 4 provides a detailed description of all the datasets used and mentioned in this work.
- Chapter 5 presents the proposed survival analysis method from small medical imaging sets using transfer learning and fine-tuning.
- Chapter 6 suggests a novel ensemble training and evaluation for convolutional neural networks for limited-size medical datasets.
- Chapter 7 combines snapshot learning and ensemble learning to leverage multi-modal imaging data for higher model performance.
- Chapter 8 discusses a critical discovery of the shortcut learning problem in CNN-based COVID-19 diagnosis systems.
• Chapter 9 proposes a human-in-the-Loop based solution to mitigate shortcut learning for reliable AI-powered clinical decision support systems.

• Chapter 10 concludes and lists some limitations.

• Chapter 11 discusses some possible future research directions to advance this work.

• Chapter 12 lists the publications that resulted from this work.
Chapter 2: Background

2.1 Convolutional Neural Networks

The amount of visual data has exploded in the last few years. Cameras are available everywhere in the world producing a large amount of visual data each day. The majority of bits transferred through the Internet is visual data. Therefore, it’s critical to develop algorithms that can utilize, understand, and analyze this data. Computer vision is the sub-field of artificial intelligence which attempts to replicate human vision. It enables computers to identify and "see" visual data (e.g. images, videos). Computer vision is an interdisciplinary field that touches on many different areas such as engineering, computer science, mathematics, biology, and others.

Convolutional neural networks are very popular for computer vision tasks like image recognition, object localization and detection, face recognition, semantic segmentation and others. A Convolutional neural network (CNN) is an artificial neural network that can detect patterns in visual data and make sense of them. Patterns in images can be edges, shapes, texture, etc. CNNs have a special type of hidden layers called convolutional layers which perform convolutional operations to transform inputs and send them to the following layer as output. Convolutional operations work by applying a filter over the input image to generate what’s called a feature map. The filter is also called a feature extractor, it helps the model to focus on specific key features and capture spatial information in the original input. Pooling layers are another special type of layers that CNNs have which allow the downsampling of a particular feature map to make processing faster.

Convolutional neural networks are most often used for image processing problems but they can be applied to solve other problems such as natural language processing [146]. CNNs
offer the advantage of automatic feature extraction from imaging data. Thus, not requiring manual feature extraction. Additionally, a CNN does not necessarily require the segmentation of the region of interest (ROI) by human experts. CNNs have shown success in multiple tasks in medical image analysis namely segmentation. CNN-based architectures like U-net [126], V-net [98], and Fully Convolutional Networks FCNs [156] have enabled precise localisation and exact region segmentation of medical images. In medical image analysis, convolutional neural networks are being used for disease diagnosis and prognosis. For example, CNNs are frequently employed to classify brain tumors and lung nodules into two or more categories.

2.2 Transfer Learning

Convolutional neural networks have many parameters. Thus, requiring large amount of labeled data to train. However, large-scale medical imaging datasets are rare due to the time and effort needed for labeling by human experts. To solve this dilemma, methods like transfer learning can be used.

Transfer learning is the process of using an existing model’s architecture and weights pre-trained to solve one problem to solve a different, but related problem. The pre-trained model is then further trained (fine-tuned) on the destination task of interest. This method gives much faster results with a typically slightly lower error rate in comparison to training from scratch. Transfer learning has been widely adopted in various medical imaging applications. Obviously, there are significantly more labeled natural image datasets publicly available than medical image datasets. ImageNet is a natural image dataset containing more than 14 million images. Scientists have been studying the potential of transfer learning from models trained on ImageNet to perform medical imaging analysis tasks. This approach was used to solve medical imaging problems such as the detection of brain abnormality from MRI scans [8, 37], heart (cardiac) image analysis [92, 100], diagnosis of chest disorders from chest radiographs [110, 31], breast lesion classification [50, 140], skin cancer diagnosis [71, 89], Retinal disease detection from fundoscopy images [153, 80], prostate cancer diagnosis [41, 86], and others.
2.3 Ensemble Learning

Recent studies show that the most successful medical image analysis approaches proposed in the literature are based on a technique called ensemble learning. Ensemble learning is a method based on merging several learning models to achieve better predictive performance than could be obtained individually. Ensemble learning in the context of deep learning is a training method that can reduce the variance of predictions [54] and lead to achieving higher accuracy. It consists of combining multiple deep learning models concurrently to perform the intended prediction (parallel/cascade). There exist multiple techniques to join the individual predictions from each sub-network such as majority voting, weighted voting, and averaging. To implement a majority voting approach, an odd number of sub-models is used. We then send the inputs to each sub-model in parallel and output a prediction. Each model participates in prediction voting. The prediction with the most votes wins and it is the test output for that particular sample. Finally, we average all test outcomes as the system’s Final prediction outcome. In medical imaging, studies used ensemble learning in its various forms ranging from the combination of multiple models [121, 21], to inference improvement of a one model [47], to efficient limited training data usage [68, 106].

2.4 Snapshot Learning

In some particular cases, a single model can take a significantly long time to train. In such a case, saving multiple snapshots of the model periodically can be an alternative. This approach is called snapshot learning [62]. A snapshot is the set of weights in the network at a particular epoch. This method found to be faster and often performs as well as training a small number of models, at no additional training cost. Effective ensembles require a diverse set of models having different distributions of prediction error. One way of insuring diversity is by using aggressive learning rate causing large changes in the model’s weights. Cosine Annealing is a type of aggressive learning rate schedule based on starting at a high learning
rate value and then dropping it quickly to a minimum value near zero before raising it again to the initial high value.

2.5 Shortcut Learning

Shortcut learning is when a deep learning model finds and follows a "shortcut" strategy to achieve excellent results under familiar circumstances but fails under slightly different settings. For instance, a model can correctly identify and classify Cows in familiar contexts like grass fields, but it fails to detect a cow in unfamiliar backgrounds (beach, waves and boat) [18]. Shortcuts are spurious features that the model relies on to take decisions. Shortcut-based models can perform well on data from previously seen sources but poorly on data from never seen sources [48]. That is, the model exploits only a few predictive features and consequently suffers from generalization failures. To make sure that a model is using intended features for decision making, it has to work well not only on internal test sets, but also perform as intended on out-of-distribution test sets (such as you get from unseen data sources).
Chapter 3: Related Work

3.1 Deep Learning for Glioblastoma Prognosis from MRIs

A glioma is the most common primary tumor of the brain. It originates from glial cells. About 80% of malignant brain tumors are gliomas. According to the 2021 WHO Classification of Tumors of the Central Nervous System [85], glioblastoma is a sub-category of adult-type diffuse gliomas. It is considered a WHO grade IV glioma which represents approximately 57% of all gliomas and 48% of all primary malignant central nervous system (CNS) tumors [112]. Glioblastoma is highly invasive and can quickly spread throughout every region of the brain. Standard therapy consists of resection (surgery) followed by a combination of radiation and chemotherapy. Despite aggressive multimodal treatment, patients diagnosed with glioblastoma multiforme (GBM) have a dismal prognosis with an average survival time of slightly more than 1 year (15–16 months) [132].

Neuro-imaging remains the cornerstone of tumor diagnosis and assessment during therapy. While treatment response continues to simply be assessed on changes in tumor size, new image analytic tools have been introduced to access additional information from clinical scans. Radiomics is a non-invasive method for the extraction of quantitative features from medical imaging that may not be apparent through traditional visual inspection [158]. By far, the most common neuro-imaging tool is magnetic resonance imaging (MRI). MRI provides an isotropic three dimensional (3D) picture of the brain with excellent soft tissue contrast and resolution without potentially harmful radiation. Typically, MRI imaging is performed in three different planes; axial, coronal, and sagittal. Commonly used MRI sequences include contrast enhanced T1-weighted (T1CE), T2-weighted, and fluid attenuation inversion recovery (FLAIR). Figure 3.1 shows a T1CE brain slice MR image of a Glioblastoma patient.
in three planes. These sequences, because they are sensitive to different components of the tumor biology, play an integral role in providing refined anatomic and physiological detail. As seen in Figure 3.2, which shows multiple MRI sequences of a Glioblastoma patient, each sequence highlights a particular tumor component that it’s sensitive to. For instance, T1-weighted post-contrast images are sensitive to the enhancing core and necrotic tumor core, whereas FLAIR and T2 highlight the peritumoral edema.

Recently, deep learning methods have been applied in computer vision and biomedical image analysis to improve the ability to extract features from images automatically and increase predictive power. They rely on advances in neural network architectures, GPU computing, and the advent of open source frameworks such as Tensorflow [1] and Pytorch [115]. When trained with sufficient data, deep neural networks can attain high accuracy in medical image analysis. The present state of the art is largely dominated by convolutional neural networks (CNN) with a number of effective architectures such as VGG-Net [129], Inception networks [133], ResNet [56], and EfficientNet [135]. Instead of manually engineering features, convolutional neural networks allow automatic convolutions to extract an enormous number of features from input images. Recent review works [19] show the dominance of convolutional neural network techniques applied to brain magnetic resonance imaging (MRI) analysis compared to other approaches.

Survival time after a patient is diagnosed with high grade glioma depends on several factors such as age, treatment, tumor size, behavior, and location, as well as histologic and genetic markers [142]. Integration of automated image analytics can provide insights for diagnosis, therapy planning, monitoring, and prognosis prediction for gliomas. A new study [14] by UT Southwestern shows deep learning models can automatically classify IDH mutation status in brain gliomas from 3D MR imaging with more than 97% accuracy. This technology can potentially eliminate the current need for brain cancer patients to undergo invasive surgical procedures to help doctors determine the best treatment for their tumors.
This represents an important milestone towards non-surgical strategies for histological determination especially in highly eloquent brain areas such as the brain stem.

The task of survival prediction for patient’s with a glioma from MRI images is challenging. Several studies applying various methods and approaches using the BraTS dataset are reviewed in this section.

Authors of [7, 4, 117] proposed the use of some handcrafted and radiomics features extracted from automatically segmented volumes with region labels to train a random forest regression model to predict the survival time of GBM patients in days. The accuracies achieved by these studies on the validation set of the BraTS (Brain Tumor Image Segmentation) 2019 challenge are respectively 52%, 51.7%, and 27.25% for classifying patients into three classes(long-survivors (> 15 months), short-survivors (< 10 months), and mid-survivors (between 10 and 15 months).)
Authors of [29] performed a two category (short- and long-term) survival classification task using a linear discriminant classifier that was trained with deep features extracted from a pre-trained convolutional neural network (CNN). The study achieved 68.8% accuracy when doing 5-fold cross validation on the BraTS 2017 dataset.

Ensemble learning was used by authors in [61]. They extracted handcrafted and radiomics features from automatically segmented MRI images of high grade gliomas and created an ensemble of multiple classifiers, including random forests, support vector machines, and multilayer perceptrons, to predict overall survival (OS) time on the BraTS 2018 testing set. They obtained an accuracy of 52%.

The authors of [94] achieved first place in the BraTS 2020 challenge for the overall survival prediction task (61.7% accuracy). They used the patient’s age along with segmentation-derived features (their own segmentation model was used) to classify the patients into three groups (long, short and, mid-term survivors) using an ensemble of a linear regression model and random forests classifier.

Over the last decade, there was increasing interest in ensemble learning for tumor segmentation tasks as well. Ensemble learning was ubiquitous in the BraTS 2017-2020 challenges, being used in almost all of the top-ranked methods. The winner of the BraTS 2017 challenge for GBM tumor segmentation [145] was an ensemble of two fully convolutional neural network models (FCN), and a U-net each generating separate class confidence maps. Then, each class was created by averaging the confidence maps of the individual ensemble models for each voxel. This study reached dice scores of 0.90, 0.82, and 0.75 for the whole tumor, tumor core, and enhancing tumor, respectively for the BraTS 2017 validation set. Authors in [108] built an ensemble of UNet-based deep networks trained in a multi-fold setting to perform segmentation of brain tumors from the T2 Fluid Attenuated Inversion Recovery (T2-FLAIR) sequences. They achieved a dice score of 0.882 for the BraTS 2018 set.
3.2 Deep Learning for COVID-19 Diagnosis from Xrays

At the end of the year 2019, we witnessed the start of the ongoing global pandemic caused by Coronavirus disease (COVID-19) which was first identified in December 2019 in Wuhan, China. As of May 2022, more than 515M cases are confirmed with more than 6.24M confirmed deaths Worldwide [152]. Coronavirus disease (COVID-19) is a contagious disease caused by the SARS-CoV-2 virus. Around 14% of patients with noticeable symptoms develop severe symptoms (more than 50% with lung involvement on imaging) [46]. Asymmetric peripheral ground-glass opacities without pleural effusions are some of the COVID-19 imaging features visible on chest X-rays and computed tomography (CT) of people who are symptomatic [82].

In the first few months of the pandemic, the testing ability was limited in the US and other countries. Testing for COVID-19 has been unable to keep up with the demand at times and some tests require significant time to produce results (days) [150]. Therefore, other timely approaches to diagnosis were worthy of investigation [147]. Chest X-rays (CXR) can be used to give relatively immediate diagnostic information. X-ray machines are available in almost all diagnostic medical settings, image acquisition is fast and relatively low cost.

Several groups have built open source databases of COVID-19 imaging data and multiple studies have been published claiming the possibility of diagnosing COVID-19 from chest X-rays using machine learning models with very high accuracy. Table 3.1 lists some of these studies along with their achieved performance results and the type of model validation used. As will be discussed, generalization to unseen sources is a problem.
<table>
<thead>
<tr>
<th>Paper</th>
<th>Performance Result</th>
<th>Testing Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ozturk et al. [113]</td>
<td>0.99 AUC</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Abbas et al. [2]</td>
<td>0.94 AUC</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Farooq et al. [43]</td>
<td>96.23% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Lv et al. [87]</td>
<td>85.62% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Bassi and Attux [15]</td>
<td>97.80% Recall</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Rahimzadeh and Attar [119]</td>
<td>99.60% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Chowdhury et al. [32]</td>
<td>98.30% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Hemdan et al. [58]</td>
<td>89.3% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Karim et al. [69]</td>
<td>90.0% Recall</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Krishnamoorthy et al. [75]</td>
<td>90% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Minaee et al. [99]</td>
<td>93.5% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Afsar et al. [3]</td>
<td>90.27% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Khobahi et al. [72]</td>
<td>97.7% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Moura et al. [102]</td>
<td>0.80 AUC</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Kumar et al. [76]</td>
<td>89.3% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Castiglioni et al. [24]</td>
<td>0.995 AUC</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Rahaman et al. [118]</td>
<td>80.45% Specificity</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>DeGrave et al. [39]</td>
<td>1.00 AUC</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Yeh et al. [154]</td>
<td>0.95 AUC</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Tartaglione et al. [137]</td>
<td>92.85% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Hall et al. [52]</td>
<td>99.18% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Apostolopoulos et al. [10]</td>
<td>0.9908 AUC</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Apostolopoulos et al. [9]</td>
<td>93.9% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Mukherjee et al. [104]</td>
<td>1.00 AUC</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Das et al. [36]</td>
<td>98.75% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Razzak et al. [123]</td>
<td>95.30% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Basu et al. [16]</td>
<td>97.01% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Li et al. [81]</td>
<td>0.9995 AUC</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Mukherjee et al. [105]</td>
<td>93.9% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Moutounet-Cartan et al. [103]</td>
<td>98.08% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Ozturk et al. [114]</td>
<td>89.6% Accuracy</td>
<td>train/test split from the same source</td>
</tr>
<tr>
<td>Khan et al. [70]</td>
<td>98.04% Accuracy</td>
<td>10-fold CV with mixed sources</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-fold CV with mixed sources</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-fold CV with mixed sources</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-fold CV with mixed sources</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-fold CV with mixed sources</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-fold CV with mixed sources</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-fold CV with mixed sources</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4-fold CV with mixed sources</td>
</tr>
</tbody>
</table>
Chapter 4: Datasets

In this chapter, we describe all data sources used in this work along with some data acquisition and characteristics details.

4.1 Magnetic Resonance Imaging (MRIs) of Glioblastoma Patients

4.1.1 H. Lee Moffitt Cancer Center

H. Lee Moffitt Cancer Center and Research Institute is a nonprofit cancer treatment and research center located in Tampa, Florida. We obtained a set of deidentified imaging data of 22 Glioblastoma Multiforme (GBM) cases. Each case had four MRI sequences (including T1-weighted (gadolinium-enhanced), T2-weighted, Fluid-attenuated Inversion Recovery (FLAIR), and the Apparent Diffusion Map (ADM)). The MRI scans were in the axial plane. The patients did not undergo surgery. For each patient, both pre and post-treatment scans were obtained. Fig. 4.1 shows examples of MRI sequences both pre and post-treatment.

4.1.2 Cancer Genome Atlas Glioblastoma Multiforme (TCIA-GBM)

The TCGA-GBM dataset [77] consists of a de-identified imaging set of brain cancer patients obtained from the Cancer Imaging Archive (TCIA). The Cancer Genome Atlas Glioblastoma Multiforme (TCGA-GBM) data collection includes CT, MR, and DX imaging modalities. For our study, we obtained the MR imaging modality. We excluded patients who underwent surgery or therapy and patients with missing survival data. Each case had several sequences and brain slices with tumor. After examining the scans, we kept 68 cases as our initial input dataset. The 68 cases are enumerated in Appendix B. The survival time ranged from 5 to 1731 days. The median value is 432.
Figure 4.1: Examples of Multiple MRI Sequences Pre and Post Treatment, From Top to Bottom: T1-weighted, T2-weighted, FLAIR, and ADM Scans Respectively

4.1.3 Brain Tumor Segmentation (BraTS) Challenge Dataset

The Brain Tumor Segmentation (BraTS) Challenge is critical for benchmarking and has largely contributed to advancing machine learning applications in glioma image analysis.
The BraTS challenge was first held in 2012 and has taken place annually as part of the Medical Image Computing and Computer Assisted Intervention (MICCAI) conference ever since. It focuses on evaluating state-of-the-art methods for the segmentation of brain tumors in multimodal magnetic resonance imaging (MRI) scans. The glioma sub-regions considered for segmentation evaluation are: (1) The enhancing tumor (ET), (2) the tumor core (TC), and (3) the whole tumor (WT). The enhancing tumor sub-region is described by areas that are typically hypo-intense in T1CE when compared to T1. The tumor core (TC) consists of the bulk of the tumor, which is what is typically resected. The TC entails the ET, as well as the necrotic (fluid-filled) and the non-enhancing (solid) parts of the tumor. The WT corresponds to the complete extent of the disease, as it consists of the TC and the peritumoral edema (ED) [97].

To evaluate proposed segmentation methods, the participants are asked to upload their segmentation labels for regions in the image (e.g., edema, tumor) as a single multi-label file in the NIfTI format. Then metrics like Dice score and the Hausdorff distance are reported to rank teams’ performances. In 2017, the BraTS challenge started to include another task, the prediction of overall survival time. Participants needed to use their produced segmentation in combination with other features to attempt to predict patient overall survival. The evaluation assessment of this task was based on an accuracy metric from a three-category classification (long-survivors (e.g., $> 15$ months), short-survivors (e.g., $< 10$ months), and mid-survivors (e.g., between 10 and 15 months)).

The Brain Tumor Segmentation (BraTS) challenge dataset is the largest publicly available glioma imaging dataset. It includes multi-institutional pre-operative clinically-acquired multi-sequence MRI scans of glioblastoma (GBM/HGG) and lower grade glioma (LGG) with overall survival data. Images were acquired from different institutions using MR scanners with different field strengths (1.5 T and 3 T). Segmentation ground truth labels are done by expert board-certified neuroradiologists. Scans are provided in NIfTI format and have (a) native (T1) and (b) post-contrast T1-weighted (T1CE), (c) T2-weighted (T2), and (d) T2
Fluid Attenuated Inversion Recovery (T2-FLAIR) sequences with 1–6-mm slice thickness. The BraTS data was made available after its pre-processing, i.e., co-registered to the same anatomical template, interpolated to the same resolution, and skull-stripped. The overall survival data is defined in days.

4.2 Chest X-rays (CXR) of Confirmed COVID-19 Patients

4.2.1 BIMCV-COVID-19

BIMCV-COVID-19 from Spain [38] is a large open-source dataset of chest X-ray images CXR (Computed Radiography (CR), Digital X-ray (DX) ) and Computed Tomography (CT) images. It includes a subset of confirmed COVID-19 positive cases from the Valencian Region Medical ImageBank (BIMCV COVID-19(+)) and another subset for negative cases (BIMCV COVID-19(-)). Radiological reports are also included along with Polymerase chain reaction (PCR) results and other data.

4.2.2 COVID-19-AR

COVID-19-AR (USA) [40] is a collection of radiographic (X-ray) and CT imaging studies of patients from the University of Arkansas for Medical Sciences Translational Research Institute who tested positive for COVID-19. Each patient is described by a limited set of clinical data that includes demographics, comorbidities, selected lab data, and key radiology findings. The images are in DICOM format.

4.2.3 V2-COV19-NII

V2-COV19-NII (Germany) [151] is a repository containing image data collected by the Institute for Diagnostic and Interventional Radiology at the Hannover Medical School. It includes a dataset of COVID-19 cases with a focus on X-ray imaging. This includes images with extensive metadata, such as admission, ICU, laboratory, and anonymized patient data. The set contains raw, unprocessed, gray value image data as Nifti files.
4.2.4 COVIDGR

COVIDGR [134] is a set of X-ray images to assist in the diagnosis of the COVID-19 disease, built with the close collaboration of expert radiologists in Granada, Spain. All the images were in PosteriorAnterior (PA) view and were obtained from the same X-ray machine and under the same X-ray protocol.

4.2.5 C-CXRI-P

CC-CXRI-P (China) [143] is a dataset of chest X-Ray images (CXRs) constructed from cohorts from the China Consortium of Chest X-ray Image Investigation (CC-CXRI). All CXRs are classified into COVID-19 pneumonia due to SARS-CoV-2 virus infection, other viral pneumonia, bacterial pneumonia, other lung disorders, and normal controls.

4.2.6 Padchest

Padchest [22] is a large-scale dataset of high-quality chest X-ray imaging obtained from San Juan Hospital in Spain. The images in the dataset have multiple X-rays views and projections. Radiology reports are also included along with other clinical data.

4.2.7 CheXpert

CheXpert [64] is a large publicly available dataset for chest X-rays obtained from Stanford Hospital. Both frontal and lateral radiographs were included per patient. The images were labeled for the presence of 14 common respiratory diseases.

4.2.8 NIH

ChestX-ray8 [148] is a chest X-ray database containing over 100k frontal-view X-ray images of patients with 8 common lung diseases. The imaging labels were text-mined from the associated radiological reports using natural language processing.
Chapter 5: Transfer Learning from Small Medical Imaging Sets for Glioblastoma Prognosis

5.1 Problem Statement

Glioblastoma is the most common type of malignant brain tumor and it usually grows and spreads quickly. The average age at diagnosis is 64 years and most patients survive approximately 12 to 16 months [132]. There remains no definitive cure for this disease but surgery, radiation therapy, systemic chemotherapy, and vasculogenesis inhibitors can improve overall survival time and alleviate symptoms.

Accurate prediction of survival time has the potential to both guide therapy and accurately inform patients of their prognosis. Magnetic Resonance Imaging (MRI) scans are the primary imaging modality used in the diagnosis and prognosis of brain tumors. Radiologists can usually confidently diagnose a GBM through visual interpretation of magnetic resonance images. An ongoing question, however, is whether survival time can be accurately predicted using imaging characteristics. Prior studies have suggested this might be possible using medical image analysis. Recently, machine learning techniques, especially deep learning, have been used to analyze clinical data to perform survival time prediction [6, 79].

Prediction of survival time from brain tumor magnetic resonance images (MRI) is not commonly performed and would ordinarily be a time-consuming process. However, current cross-sectional imaging techniques, particularly MRI, can be used to generate many features

---

that may provide information on the patient’s prognosis, including survival. This information can potentially be used to identify individuals who would benefit from more aggressive therapy.

Transfer learning is a machine learning technique that consists of transferring the knowledge gained to perform a given task in a source domain to perform a new but related task in a destination domain. The early experimental investigation of transfer learning in neural networks took place in 1976 by Bozinovski and Fulgosi [20]. The use of the previous knowledge as a starting point for a new task not only speeds up the learning process but also serves as a potential solution to the problem of the limited availability of training data in the medical domain.

Another form of transfer learning is called fine-tuning. It requires modifying the actual architecture and re-training the entire model or only parts of it. The last fully connected layer has a number of nodes that depend on the number of classes in the dataset. Usually, this layer is replaced with a new one having the same number of neurons as the number of classes in the new dataset. We can fine-tune only the last fully connected layer newly added and freeze the rest or fine-tune the entire network or something in between.

Here, we show how transfer learning of features extracted from a deep neural network trained on ImageNet can be used to create an accurate classifier of overall survival of Glioblastoma patients from MRIs both when using a CNN as a feature extractor and when applying the fine-tuning approach.

5.2 Data Preprocessing

The dataset used here contained 22 cases of Glioblastoma Multiforme (GBM) which were obtained from the Moffitt Cancer Research Center. The region of interest (the brain tumor) was extracted manually with the help of a highly experienced radiologist (Dr. Robert Gatenby) using the T1-weighted MRI sequence. The dataset was divided into two classes based on survival time. A survival time of 365 days (which is when “long-term” survival
Figure 5.1: MRI Brain Slice of a Long vs Short Term Survival Glioblastoma Patients

for Glioblastoma begins) was used as a cut-off. 12 cases were in the short-term class and 10 cases were in the long-term class. Figure 5.1 shows a MRI brain slice of a long vs short term survival Glioblastoma patients. We chose the MRI slice with the biggest tumor area for each Glioblastoma patient. We also converted the 12-bit gray level images into the range $[0,255]$, which is the range of color images in ImageNet. We then normalized all input images by subtracting the average image.

Here, we will be using the region of interest and tumor patch terms interchangeably. Since the model used here requires an input image size of $224 \times 224$ and the tumor size is commonly much smaller and typically variable, we had to resize the tumor patches. To extract the region of interest, we explored the “warp” and the “crop” methods for resizing. To create warped tumor patches, we drew a rectangle to cover the entire tumor as the ROI we wanted. Tumor sizes are different for each case, so the sizes of tumor patches extracted are different as well. We then resized all tumor patches into $224 \times 224$. To create cropped tumor patches, we drew a fixed size $40 \times 40$ pixel square tumor patch around the tumor. Then a resizing to $244 \times 244$ was done. The size of $40 \times 40$ was chosen as the average size of all tumors. Fig. 5.2 shows examples of the warped bounding boxes (exact fit box) around the tumor and Fig. 5.3 shows examples of the cropped bounding boxes (standard size box) of the tumor patches.
5.3 Pre-trained CNN Model

In deep learning, there are multiple challenges to training an entire CNN from scratch with randomly initialized weights. Essentially, training a deep convolutional neural network typically requires a large dataset like ImageNet which contains on the order of 1000 images per class, which is not an available option in the medical domain; another challenge is the high time cost needed for training modern CNNs even when using multiple GPUs.
Alternatively, pre-trained CNNs can be used as feature extractors for new tasks, especially for tasks with small datasets. To use a pre-trained CNN as a fixed feature extractor, we remove the last fully-connected layer of the pre-trained CNN (the layer leading to the output units) and treat the activations of the last hidden layer as a deep feature map for each input image. The extracted deep features vectors can be used to train another classifier. However, if we have a small data size we likely must reduce the number of features using a feature selection algorithm.

The pre-trained CNN we used in this study is the CNN-F presented in Chatfield’s work [28]. The CNN-F architecture has 5 convolutional layers followed by 3 fully-connected layers. More details about the CNN parameters in each layer is provided in Table 5.1. The required input image size in CNN-F is 224×224 pixels. We chose CNN-F for its simple architecture, other pre-trained CNN architectures can be also considered for extended analysis. The CNN-F architecture was trained on ILSVRC-2012 challenge with the ImageNet dataset. Some of the parameter settings are: the momentum was 0.9; the weight decay was 5×10^{-4}; the initial learning rate was 10^{-2} with a decreasing factor of 10. Detailed CNN architecture information and training settings can be found in [28].

We send the resized tumor patches as inputs to the model and it outputs a 4096-dimensional deep feature vector per image. The feature values come from the fully connected layer fc7. The pre-trained model was provided by the MATLAB toolbox “MatConvNet” [141]. Since our images are grayscale, we chose to deactivate the pre-trained information from the Green and Blue channels in the CNN-F model and only use the Red channel, which is the lowest frequency. Other channels can also be considered for further analysis.

5.4 Experimental Results

5.4.1 CNN-F as a Feature Extractor

Here we explore the use of the pre-trained model CNN-F as a feature extractor, then use the extracted deep features to train other classifiers. We sent the 22 images as inputs to
Table 5.1: Detailed Parameters of the CNN-F Model

<table>
<thead>
<tr>
<th>Layer</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>conv1</td>
<td>64×11×11 st. 4, pad 0</td>
</tr>
<tr>
<td>conv2</td>
<td>256×5×5 st. 1, pad 2</td>
</tr>
<tr>
<td>conv3</td>
<td>256×3×3 st. 1, pad 1</td>
</tr>
<tr>
<td>conv4</td>
<td>256×3×3 st. 1, pad 1</td>
</tr>
<tr>
<td>conv5</td>
<td>256×3×3 st. 1, pad 1</td>
</tr>
<tr>
<td>fc6</td>
<td>4096 dropout</td>
</tr>
<tr>
<td>fc7</td>
<td>4096 dropout</td>
</tr>
<tr>
<td>fc8</td>
<td>1000 softmax</td>
</tr>
</tbody>
</table>

the model, then we extracted a 22×4096 deep feature vector. We chose to use symmetrical uncertainty in Weka [53], [155] to select features. First, we experimented with k-nearest neighbors classifier, we tested IBk with k=1 after selecting 1 feature. The results are shown in Tables 5.2 and 5.3 for the warped and cropped tumor patches respectively.

Table 5.2: Nearest Neighbor Classifier Accuracy Results from “Warped” Tumor Patches Using a Single Feature

<table>
<thead>
<tr>
<th>MRI Sequence</th>
<th>Pre-treatment features</th>
<th>Post-treatment features</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1-Weighted</td>
<td>36.36%</td>
<td>27.27%</td>
</tr>
<tr>
<td>T2-Weighted</td>
<td>63.64%</td>
<td>95.45%</td>
</tr>
<tr>
<td>FLAIR</td>
<td>86.36%</td>
<td>72.73%</td>
</tr>
<tr>
<td>ADM</td>
<td>22.73%</td>
<td>31.82%</td>
</tr>
</tbody>
</table>

Table 5.3: Nearest Neighbor Classifier Accuracy Results from “Cropped” Tumor Patches Using a Single Feature

<table>
<thead>
<tr>
<th>MRI Sequence</th>
<th>Pre-treatment features</th>
<th>Post-treatment features</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1-Weighted</td>
<td>36.36%</td>
<td>45.45%</td>
</tr>
<tr>
<td>T2-Weighted</td>
<td>40.91%</td>
<td>40.91%</td>
</tr>
<tr>
<td>FLAIR</td>
<td>40.91%</td>
<td>63.64%</td>
</tr>
<tr>
<td>ADM</td>
<td>18.18%</td>
<td>31.82%</td>
</tr>
</tbody>
</table>

With the warped tumor patches and pre-treatment deep features from FLAIR images, the accuracy was 86.36%, and from T2-weighted post-treatment images, the accuracy was 95.45%.

We also applied the J48 decision tree and Random Forests classifiers from Weka and tested with leave-one-out cross-validation. In each fold, the best single feature was selected.
by the symmetrical uncertainty feature selector. For J48 settings, the confidence factor was 0.25; the minimum number of instances per leaf was 2. For Random Forests, the number of attributes to be used in random selection was 1; the number of trees to be generated was 200. The predictive accuracies for the “warped” tumor patches are shown in Table 5.4 and Table 5.5. The results in Table 5.6 and 5.7 are for the “cropped” tumor patches.

Table 5.4: J48 Classifier Accuracy Results from “Warped” Tumor Patches

<table>
<thead>
<tr>
<th>MRI Sequence</th>
<th>Pre-treatment features</th>
<th>Post-treatment features</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1-Weighted</td>
<td>40.91%</td>
<td>18.18%</td>
</tr>
<tr>
<td>T2-Weighted</td>
<td>68.18%</td>
<td>86.36%</td>
</tr>
<tr>
<td>FLAIR</td>
<td>86.36%</td>
<td>72.73%</td>
</tr>
<tr>
<td>ADM</td>
<td>27.27%</td>
<td>36.36%</td>
</tr>
</tbody>
</table>

Table 5.5: Random Forests Classifier Accuracy Results from “Warped” Tumor Patches

<table>
<thead>
<tr>
<th>MRI Sequence</th>
<th>Pre-treatment features</th>
<th>Post-treatment features</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1-Weighted</td>
<td>36.36%</td>
<td>27.27%</td>
</tr>
<tr>
<td>T2-Weighted</td>
<td>63.64%</td>
<td>95.45%</td>
</tr>
<tr>
<td>FLAIR</td>
<td>86.36%</td>
<td>72.73%</td>
</tr>
<tr>
<td>ADM</td>
<td>22.73%</td>
<td>31.82%</td>
</tr>
</tbody>
</table>

Table 5.6: J48 Classifier Accuracy Results from “Cropped” Tumor Patches

<table>
<thead>
<tr>
<th>MRI Sequence</th>
<th>Pre-treatment features</th>
<th>Post-treatment features</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1-Weighted</td>
<td>40.91%</td>
<td>40.91%</td>
</tr>
<tr>
<td>T2-Weighted</td>
<td>36.36%</td>
<td>36.36%</td>
</tr>
<tr>
<td>FLAIR</td>
<td>36.36%</td>
<td>68.18%</td>
</tr>
<tr>
<td>ADM</td>
<td>27.27%</td>
<td>31.82%</td>
</tr>
</tbody>
</table>

Table 5.7: Random Forests Classifier Accuracy Results from “Cropped” Tumor Patches

<table>
<thead>
<tr>
<th>MRI Sequence</th>
<th>Pre-treatment features</th>
<th>Post-treatment features</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1-Weighted</td>
<td>36.36%</td>
<td>45.45%</td>
</tr>
<tr>
<td>T2-Weighted</td>
<td>40.91%</td>
<td>40.91%</td>
</tr>
<tr>
<td>FLAIR</td>
<td>40.91%</td>
<td>63.64%</td>
</tr>
<tr>
<td>ADM</td>
<td>18.18%</td>
<td>31.82%</td>
</tr>
</tbody>
</table>
In these experiments, post-treatment features yielded the best accuracy. For warping, the FLAIR and T2-weighted features were best. For cropping, the FLAIR Post-treatment feature yielded an accuracy in the 60% range.

5.4.2 Fine-Tuning

A common practice for fine-tuning is to replace the last fully connected layer of the pre-trained CNN with a new fully connected layer that has as many neurons as the number of classes in the target task. In our experiment, we deal with 2-class classification tasks; therefore, the new fully connected layer has 2 neurons. Instead of randomly initializing the weights of the last fully connected layer, we kept the weights of the two classes that had the highest activation values among the 1000 original classes. The CNN was fine-tuned with stochastic gradient descent with a learning rate set to be less than the initial learning rate used in the pre-training phase. This ensures that the features learned from the larger dataset are not completely forgotten. In all our fine-tuning experiments we trained the RandomForest classifier from Weka on the learned features extracted from the second fully connected layer. We set the number of trees parameter to 200. We chose to use symmetrical uncertainty in Weka to select the best 7 features. The number of features was chosen to be no larger than 1/3 the size of the data set. We tested with leave-one-out cross-validation. Tables 5.8 and 5.9 show the accuracy results of RandomForest for the warped and cropped tumor patches respectively.

Table 5.8: RandomForest Accuracy Results Using “Warped” Tumor Patches

<table>
<thead>
<tr>
<th>MRI Sequence</th>
<th>Pre-treatment features</th>
<th>Post-treatment features</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1-Weighted</td>
<td>68.18%</td>
<td>27.27%</td>
</tr>
<tr>
<td>T2-Weighted</td>
<td>18.18%</td>
<td>27.27%</td>
</tr>
<tr>
<td>FLAIR</td>
<td>63.64%</td>
<td>63.64%</td>
</tr>
<tr>
<td>ADM</td>
<td>31.82%</td>
<td>50%</td>
</tr>
</tbody>
</table>

In these experiments, the pre-treatment features allowed the best accuracy. For the exact masks, T1-weighted and Flair scored the highest accuracies. For the cropped method, T2-
Table 5.9: RandomForests Accuracy Results Using “Cropped” Tumor Patches

<table>
<thead>
<tr>
<th>MRI Sequence</th>
<th>Pre-treatment features</th>
<th>Post-treatment features</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1-Weighted</td>
<td>40.91%</td>
<td>50%</td>
</tr>
<tr>
<td>T2-Weighted</td>
<td>72.73%</td>
<td>36.36%</td>
</tr>
<tr>
<td>FLAIR</td>
<td>63.64%</td>
<td>50%</td>
</tr>
<tr>
<td>ADM</td>
<td>27.27%</td>
<td>45.45%</td>
</tr>
</tbody>
</table>

weighted and Flair were the best. We ran a cross-validation fine-tuning by fully training all the layers of the CNN with 21 images and testing with the 1 remaining image. A learning rate of 0.00001 was used for the first 4 iterations and then it was decreased every 4 iterations by an order of magnitude. We ran the fine-tuning for 10 iterations. We chose the pre-treatment Flair sequence for fine-tuning. It had a consistent accuracy for both exact and cropped masks. We graphed the mean squared error (MSE) of the output of the last fully connected layer fc8. Fig. 5.4 shows the MSE evolution for one fold cross validation tuning. As a stopping criterion, we chose the iteration before the MSE increases.

Using this method we were able to improve prediction results using fine-tuning from 63.64% to 81.81% with the pre-treatment Flair sequence.

We also wanted to further test the effectiveness of other fine-tuning strategies. Also, it was desirable to explore how much improvement we could get from a sequence that did not result in good accuracy previously. So, we chose T1-weighted images from cropped tumor patches, pre-treatment, which had an accuracy of only 40.91%. A learning rate of 0.0001 was used for the first 10 iterations and then it was reduced to 0.00001. We fixed the weights of the five convolutional layers of the pre-trained network and only fine-tuned succeeding layers. This was motivated by the studies that noticed the generalization of the earlier features of a CNN and that they should be useful for different tasks, but later layers of the CNN become more specific to the details of the original dataset. Especially with small training datasets, it may be a good idea to partially fine-tune the network instead of full tuning due to overfitting concerns. So, we only fine-tuned the fully connected layers. We then used dropout. We augmented the training dataset size by incrementally rotating the
original 22 images. Rotations clockwise of every 5 degrees were used skipping the last 2. 
Thus generating additional training images. We ran the fine-tuning for 20 iterations. The 
same setup as previously used was done in a leave-one-out cross-validation. We note that 
all rotated images of a test image were removed from the training set. Table 5.10 shows the 
evolution of the prediction accuracy of the fine-tuned network across iterations.

Table 5.10: Evolution of the Prediction Accuracy of the Fine-tuned Model across Iterations

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iter1</td>
<td>40.91%</td>
</tr>
<tr>
<td>Iter5</td>
<td>54.54%</td>
</tr>
<tr>
<td>Iter10</td>
<td>54.54%</td>
</tr>
<tr>
<td>Iter15</td>
<td>54.54%</td>
</tr>
<tr>
<td>Iter20</td>
<td>59.09%</td>
</tr>
</tbody>
</table>

Figure 5.4: Mean Squared Error of the Last Fully Connected Layer of the Network
5.5 Discussion

The results shown in Section 5.4.1 are promising on some MRI sequences. Accuracy is very low on others. Symmetrical uncertainty feature selection provided better accuracy on the warped images with a 95.45% accuracy on post-treatment T2-weighted images.

As seen in the results presented in Section 5.4.2, fine-tuning CNN-F improved the prediction accuracy from 63.64% to 81.81% using the pre-treatment Flair sequence. Also, it can be noticed in Table 5.10 that finetuning improved the model’s accuracy from 40.91% to 59.09% using T1-weighted images from cropped tumor patches, pre-treatment. In addition, the model shows a slow but steady improvement in its performance. It is possible that with more iterations the accuracy will be further improved.

5.6 Summary

Convolutional neural networks and features extracted from them seem to work well for medical images. In this study, we explored feature learning and most importantly deep learning methods using MRI data of glioblastoma brain tumors to perform survival time prediction.

This chapter explored the potential of using a pre-trained convolutional neural network as a feature extractor to extract deep feature representations of brain tumor MRIs. The results demonstrate that deep features can enable classifiers to achieve a predictive power of 95% accuracy. From one feature an accuracy of 90.91% was obtained from pre-treatment images showing promise for differential treatment. This finding suggests a novel feature extraction method from MRI data.

As large datasets to train complex models are often not available, transferring features of a previously trained model by fine-tuning to the new task can help. Predictive accuracy of 81.8% was achieved using the Flair sequence. Fine-tuning improved accuracy by allowing a RandomForests classifier to get 4 more examples correct. A gain of 4 correctly predicted
examples was also obtained when we tuned using T1-weighted images, for which less accuracy was initially obtained. Our experiments further confirm the potential of CNNs for medical imaging applications because both the use of pre-trained CNNs as a feature extractor and fine-tuned CNNs provide very good accuracy without the need for additional types of feature extraction.
Chapter 6: Ensemble Learning from Small Medical Imaging Sets for Glioblastoma Prognosis

6.1 Problem Statement

The application of machine learning to survival prediction based on conventional imaging studies has demonstrated that such methods can be used to develop a decision support system that improves survival estimation and cancer prognosis in general. Here, we suggest a novel CNN ensemble training and evaluation approach to predict overall survival time in patients with Glioblastoma when dealing with small datasets.

6.2 Data Preprocessing

The input dataset consists of de-identified magnetic resonance images of Glioblastoma patients obtained from the Cancer Imaging Archive (TCIA). In this set of experiments, we used the T1-weighted sequence (gadolinium-enhanced) and from multiple transverse slices in the brain volume, we chose the single slice with the largest tumor region. Using the division criterion of 365 days (1 year), which is considered the beginning of long-term survival, there were 35 long-term survival cases and 33 short-term.

We extracted the region of interest (ROI) that contained the tumor using exact masks that were outlined manually with the help of a highly experienced radiologist (Dr. Robert Gatenby). As seen in Fig. 6.1, we drew a mask that covers the tumor area with a reasonable approximation. Since tumor sizes are different for every patient, the extracted patches are
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also different in size. We, therefore, resized all extracted patches to the size of the largest tumor, which was 120x120. The resized patches served as input to the convolutional neural networks. To avoid over-fitting when training a neural network with a small dataset we augmented the dataset using transformations such as flip and rotate. Each image is mirrored around the y-axis producing two samples for one image; then each one is incrementally rotated around the center point by 5 degrees resulting in 71 samples of each image. Consequently, image augmentation enabled us to increase the size of the dataset, originally 68, to roughly 10,000 augmented images.
Table 6.1: Detailed Parameters of the Proposed CNN Architecture

<table>
<thead>
<tr>
<th>Layer</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv1</td>
<td>3×3×20 stride 1 padding 0 x2 pooling Leaky ReLU Batch Normalization Dropout 20%</td>
</tr>
<tr>
<td>Conv2</td>
<td>3×3×20 stride 1 padding 0 x2 pooling Leaky ReLU Batch Normalization Dropout 30%</td>
</tr>
<tr>
<td>FC1</td>
<td>40 Leaky ReLU Dropout 50%</td>
</tr>
<tr>
<td>Output</td>
<td>1 Sigmoid</td>
</tr>
</tbody>
</table>

6.3 CNN Ensemble Training and Evaluation

With small data, a small convolutional neural network was built and used to classify the 68 cases into two classes, short and long-term survival. To decide the suitable network size, we experimented with several CNN architectures using leave-one-out cross-validation. The detailed parameters of each layer are described in Table 6.1 and the overall architecture is illustrated in Fig. 6.2.

The first parameter in Table 6.1 consists of the kernel size and the number of filters: ‘size × size × number’; the second and third indicate the convolutional stride and spatial padding. The fourth parameter indicates the max-pooling down-sampling factor. Dropout was added after each convolutional layer to avoid over-fitting. The fully connected layer (FC1) has 40 units. Leaky ReLU of factor 0.3 and batch normalization were also used to reduce over-fitting. Finally, the output activation function is a sigmoid. The weights were randomly initialized. The initial learning rate was $10^{-3}$, which is reduced in each epoch when
using Keras's SGD (Stochastic Gradient Descent) optimizer with a momentum of 0.9. The Dropout rate varies by layer as shown in Table 6.1. The total number of training epochs was 200. The 68 models, for leave-one-out testing, needed 48 hours for training on a GeForce GTX 1080 Ti with a batch size of 34. The framework was developed in Tensorflow.

To overcome the limitation of the small training set size, we followed a leave-one-out training protocol to provide test accuracy. In each fold, 67 images and their augmentations are used for training; the remaining image is then used for testing. This training procedure results in 68 trained networks. The overall accuracy is then averaged over all trained networks.

To improve the evaluation outcome, we used an ensemble technique. Normally, we would report one single testing accuracy, which is the result of leave-one-out testing of the trained models saved on one particular epoch while training. However, since we did not create a validation set, due to the small data size, we will not be able to choose the exact best epoch for early stopping. Therefore, we created an ensemble of snapshots from different epochs. This ensemble can reduce variance in error. We used majority voting to report the class of
Table 6.2: Accuracy Results of Individual Epochs vs the Ensemble

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>50%</td>
</tr>
<tr>
<td>100</td>
<td>58.82%</td>
</tr>
<tr>
<td>125</td>
<td>51.47%</td>
</tr>
<tr>
<td>150</td>
<td>60.29%</td>
</tr>
<tr>
<td>175</td>
<td>55.88%</td>
</tr>
<tr>
<td>200</td>
<td>58.82%</td>
</tr>
<tr>
<td>The Ensemble</td>
<td>72.06%</td>
</tr>
</tbody>
</table>

a testing image. For each testing image, we report the class at each of the epochs. Then, we count the number of times the image was correctly classified across epochs. An image is overall correctly classified if the ensemble did a correct classification more than 50% of the time. The overall accuracy is then the average over the 68 cases. Fig. 6.3 shows the overall workflow of the proposed evaluation method.

6.4 Experimental Results

6.4.1 Results of Ensemble Training and Evaluation

We measured the training accuracy and loss during the training steps as shown in Fig. 6.4. It is observed that training accuracy increases as training proceeds. The final training accuracies per fold were around 95% at 200 epochs. To create the ensemble in each fold, we chose snapshots at epochs 75, 100, 125, 150, 175, and 200. As seen in Fig. 6.4, the training accuracy keeps increasing rapidly in the first section of epochs [0-75]. Then, it starts to stabilize afterward. Therefore we choose the epoch region [75-200]. We selected epochs separated by 25 steps to give more opportunity for the CNN weights to have fairly big changes. Table 6.2 presents the best results obtained after setting up the CNN and fine tuning the hyper parameters.
6.4.2 Comparison to Other Methods

In this experiment, we dealt with the task of classifying MRI images of brain cancer patients into two groups short-term and long-term survival time. With less than the desired amount of data in training, transfer learning was explored. As a pre-trained model, we used VGG-16 with the python API with the TensorFlow backend. The model was pre-trained using the benchmark dataset ImageNet ILSVRC, which contains around 1.2M training images, 50,000 validation images, and 100,000 test images with 1,000 object categories. Our images had to be resized using bicubic interpolation to meet the input size requirement of the model. We also normalized the grayscale MRI images to be in the range of [0-255] using a linear transformation. While the input image for the pre-trained CNN is expected to be a color RGB image, our dataset consists of a grayscale image. To overcome this obstacle, we duplicated our images over three channels. The images were input to perform a forward propagation then features were extracted from the activations of the last fully connected layer. The extracted deep features were then used to train a classifier after selecting the best
Table 6.3: Performance Comparison of Different Models

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy(%)</th>
<th>Specificity(%)</th>
<th>Sensitivity(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG16 – Last FC layer</td>
<td>66.18</td>
<td>65.71</td>
<td>66.67</td>
</tr>
<tr>
<td>Resnet-50</td>
<td>64.71</td>
<td>80.00</td>
<td>48.48</td>
</tr>
<tr>
<td>VGG16- last Conv layer</td>
<td>55.88</td>
<td>42.86</td>
<td>69.70</td>
</tr>
<tr>
<td>InceptionV3</td>
<td>54.41</td>
<td>51.42</td>
<td>57.57</td>
</tr>
<tr>
<td>CNN as Feature Extractor</td>
<td>50</td>
<td>54.29</td>
<td>45.45</td>
</tr>
</tbody>
</table>

features using the symmetric uncertainty feature selector. For comparison purposes, we attempted the same methodology explained with two other pre-trained models: Resnet50 and Google’s Inception v3. Additionally, we also tried using our trained small CNN presented in Section 6.3 as a feature extractor. We removed the Sigmoid block and extracted the 40-D feature vector and used it to train and evaluate a decision tree classifier.

Table 6.3 summarizes and compares the best results of the transfer learning experiments using pre-trained models. The extracted features were used to train and evaluate Weka’s J48 decision tree after selecting the best features using the symmetric uncertainty feature selector. Default Weka parameters were selected for J48.

To compare with handcrafted features, we extracted 81 HoG (Histogram of Oriented Gradients) features [35], which are known to capture shape and edge information, from the input dataset and trained J48 and Random Forests classifiers. We evaluated the trained classifiers using 10-fold cross-validation. An accuracy of 54.41% was obtained using Random Forests while J48 achieved an accuracy of 39.71%.

6.5 Discussion

As can be seen in Table 6.2, our snapshot ensemble method succeeded in boosting the overall accuracy of the CNN. The best individual accuracy after 150 epochs of training was 60.29%.

As seen in the Table 6.3, the features extracted from VGG16 enabled higher accuracy than the features extracted from the other two pre-trained models. We also attempted to
take the features from the last convolutional layer of VGG16 before the first fully connected layer. However, the testing accuracy was only 55.88% using leave one out cross-validation. We can also see that pulling out features from the last fully connected layer of the small CNN and using them to train a classifier did not perform as well as using the training and evaluation method proposed in Section 6.3.

To allow comparison of all strategies Fig. 6.5 summarizes the overall best accuracy results of different discussed approaches. Training a small CNN from scratch and using ensemble learning outperforms the transfer-learning method and both strategies result in better performance than using HOG features. This result demonstrates the power of deep features compared to manually extracted features such as HoG.

6.6 Summary

This work shows the advantages and capability of deep features extracted from convolutional neural networks to generate radiomics signatures to predict the survival time of glioblastoma (GBM) patients using MRI brain scans as input data. We compared several different approaches to this task. Our work also shows the possibility of training a CNN to predict survival time even with a small dataset and limited sequences and a variable set of
acquisitions. An accuracy of 72.06% was obtained when training a small CNN using our ensemble training and evaluation method. Transfer learning using a pre-trained convolutional neural network is also a good strategy and achieved an accuracy of 66.18% using features from the VGG16 pre-trained model. This work has the potential to help practitioners leverage the benefits of deep learning and overcome the challenge of the limited availability of medical imaging for training.
Chapter 7: Snapshot Learning from Small Medical Imaging for Glioblastoma Prognosis

7.1 Problem Statement

Applying deep learning algorithms to multi-sequence MR images is challenging due to several factors. The first is the size of the 3D data which can be expected to allow the most accurate classification. Second, is the difficulty in designing an appropriate neural network architecture for the desired objective. Third (and most critically), the limited clinical knowledge of deep learning experts and the limited availability of large medical image datasets with labels. Finally, the predictive power of deep convolutional neural network models is significantly enhanced by a large training dataset. Using a small number of cases to train a model using deep learning can result in over-fitting the training data such that generalization to future cases is poor. An ensemble of deep neural networks is known to be more accurate and robust. However, training multiple deep networks is computationally expensive. Huang et al. [62] introduced snapshot learning which is a fast and effective way of creating an ensemble of models without additional training costs by saving one model’s weights snapshots at different points over the course of training. Our preliminary results [5] showed the effectiveness of an ensemble of snapshots in boosting the prediction performance using our limited size dataset. Here, we address the issues of limited and heterogeneous data sets in medical imaging using a snapshot ensemble learning method applied to overall
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survival prediction of glioblastoma patients. Its efficacy is demonstrated through application to MR images from the BraTS dataset.

7.2 Data Preprocessing

In this study, we used subsets of glioblastoma (GBM) cases from the BraTS 2019 training dataset. We randomly split the data into train/test subsets. The training subset consisted of 163 cases and the testing set had 46 cases. Among the 163 cases, there were 81 long-term and 82 short-term survival cases based on a 12-month cut-off (which is the middle threshold of the mid-term survivors class in BraTS data). Among the 46 test cases, there were 23 long-term and 23 short-term survivors. The data can be downloaded online from the CBICA’s Image Processing Portal (IPP) after requesting permission from the BraTS team. Figure 7.1 shows the Kaplan–Meier survival graph corresponding to the training dataset.

![Figure 7.1: Kaplan-Meier Survival Graph of the Training Set](image)

The first step is tumor segmentation, we decided to use the publicly available pre-trained model of Wang et al. [144] to automatically segment the training and testing set used in this
study. The segmented volumes were used as a starting point for our task of survival class prediction.

Data augmentation is a fundamental way to help reduce model over-fitting when dealing with a small amount of training data. Hence, we performed transformations to each 2D slice consisting of vertical flipping and rotations of 10 degrees incrementally from 0 to 180 degrees. In addition, we applied elastic deformation by generating smooth deformations using random displacement fields that are sampled from a Gaussian distribution with a standard deviation of 17 (in pixels). The new values for each pixel were then calculated using bicubic interpolation. The augmentation was applied to each 2D slice which then gets stacked back in to form a 3D cube. The transformations resulted in increasing the size of training data from 163 images per sequence to roughly 10,000 augmented images, including the original images.

Each MRI volume is high resolution with a size of $240 \times 240 \times 155$ (155 brain slice images of size $240 \times 240$). To fit these volumes into the GPU memory for model training, we had to remove zero voxels and null slices, filled with air, that are unnecessary for building a good predictive model. The cropping was done using the Nilearn python package [109]. As a result, all the images were resized to a uniform size of $160 \times 160 \times 110$, which is the average size over all cases. Furthermore, we used the Keras [30] data generator to feed data in batches to our model instead of loading all data into memory at once. In addition, before feeding input images to the model, as a part of preprocessing, the images were normalized to have zero mean and unit standard deviation.

### 7.3 System Outline

As shown in Figure 7.2, the overall workflow of our system consists of three stages. Firstly, the starting point was the raw 3D MRI images acquired from the BraTS platform after securing permission. The images were sent as inputs to the pre-trained segmentation network [144] resulting in a 3D segmented tumor in the NIFTI format. Image augmentation and pre-
processing were done before the inputs were sent to our 3D convolutional neural network for automatic feature extraction and classifier training. Finally, the endpoint is the overall survival prediction. Ensemble learning was used to evaluate the prediction performance of the trained networks. More details on each phase are provided in the following sub-sections.

Figure 7.2: Pipeline of Proposed Overall Survival Prediction System

7.4 Main CNN Model Construction and Training

Finding the most efficient network parameters for a given dataset is important. It is known that parameters like batch size, number of epochs, regularization, and learning rate
can significantly affect the final performance. There is no predefined method to select the ideal architecture and parameters. Therefore, we attempted multiple combinations of settings and parameters. Our model consists of three $3 \times 3 \times 3$ convolutional layers (Conv) with a stride of $1 \times 1 \times 1$ size and ReLU activation function followed by a $2 \times 2 \times 2$ max-pooling layer with a stride of $1 \times 2 \times 2$. The first two convolutional layers have 20 filters and the third has 40. Padding was used for the convolutional layers. A fully connected layer (FC) of 64 units follows a global average pooling operation. Finally, an output with sigmoid activation is used to generate a prediction. To reduce overfitting, a dropout of 50% was added after the fully connected layer. The developed model consists of a total of 35,709 parameters.

The implementation of the model was carried out with Keras 2.3.1 using TensorFlow 1.2 as the backend. Code is available on GitHub.

### 7.5 Experimental Results

#### 7.5.1 Parameter Exploration Results

In this section, we report some preliminary experiments performed to determine the best parameters for our dataset. Here, for simplicity, we only used a T1 contrast-enhanced (T1CE) sequence as input.

#### 7.5.1.1 Choice of Snapshots

The original snapshot learning method showed using the cosine annealing cyclic learning rate was most effective. It works by saving snapshots at the end of each cycle (X number of training epochs). Here, we compare the performance results of the following: The original method versus using a fixed learning rate and selecting snapshots based on the training accuracy evolution. When not using cyclic learning the stochastic gradient descent optimizer was used for training the models with the starting learning rate set to $10^{-3}$ and momentum set to 0.9. The network state was saved at each epoch. We selected snapshots based on
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the training accuracy graph. The accuracy of the model starts to increase rapidly in the
beginning due to the high initial learning rate. Then, it slows down and keeps increasing at
a lower rate and with high stability. During the last period of training, the training accuracy
has already reached 100% thus over-fitting the training data. Therefore, we decided to avoid
the last set of training epochs and only focus on the earlier phase of training. To create an
ensemble of snapshots, we picked the weights of every five epochs to allow a fair amount of
change in the network weights. We go back 5 steps from when the training accuracy reaches
80% (epoch 30) and then proceed back to choose every fifth epoch as a snapshot (epochs
30, 25, 20, 15, and 10). The performance results of testing the individual five snapshots on
the 46 examples testing set are shown in Table 7.1 along with the results of the majority
voting-based ensemble of snapshots.

To see if the original approach to snapshots might be better, we trained using a cosine
annealing cyclic learning rate with a maximum learning rate of $10^{-3}$. The training was done
for 500 epochs and snapshots were saved at the end of each of the 10 cycles, which were 50
epochs long. The majority voting-based ensemble of the last five snapshots saved at the end
of the last five cycles achieved a 52.17% accuracy on the unseen test set of 46 test cases using
only T1CE MRI modality. This was not as good as our approach of choosing snapshots from
the training data. Of course, it is possible that a different set of parameters would result
in better performance, but we had little data to test with and wanted to leave the test set
alone until parameters were chosen.

Table 7.1: Performance Results of the Ensemble of Five Snapshots Using 3D T1CE
Sequence

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Specificity</th>
<th>Sensitivity</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Snapshot 1</td>
<td>63%</td>
<td>39%</td>
<td>87%</td>
<td>0.63</td>
</tr>
<tr>
<td>Snapshot 2</td>
<td>67%</td>
<td>74%</td>
<td>61%</td>
<td>0.67</td>
</tr>
<tr>
<td>Snapshot 3</td>
<td>70%</td>
<td>74%</td>
<td>65%</td>
<td>0.70</td>
</tr>
<tr>
<td>Snapshot 4</td>
<td>61%</td>
<td>74%</td>
<td>48%</td>
<td>0.61</td>
</tr>
<tr>
<td>Snapshot 5</td>
<td>59%</td>
<td>52%</td>
<td>65%</td>
<td>0.59</td>
</tr>
<tr>
<td>Ensemble</td>
<td>70%</td>
<td>70%</td>
<td>70%</td>
<td>0.70</td>
</tr>
<tr>
<td>Method</td>
<td>Accuracy</td>
<td>Specificity</td>
<td>Sensitivity</td>
<td>AUC</td>
</tr>
<tr>
<td>---------</td>
<td>----------</td>
<td>-------------</td>
<td>-------------</td>
<td>------</td>
</tr>
<tr>
<td>CNN 1</td>
<td>63%</td>
<td>48%</td>
<td>78%</td>
<td>0.63</td>
</tr>
<tr>
<td>CNN 2</td>
<td>54%</td>
<td>48%</td>
<td>61%</td>
<td>0.54</td>
</tr>
<tr>
<td>CNN 3</td>
<td>61%</td>
<td>78%</td>
<td>43%</td>
<td>0.61</td>
</tr>
<tr>
<td>CNN 4</td>
<td>61%</td>
<td>65%</td>
<td>57%</td>
<td>0.61</td>
</tr>
<tr>
<td>CNN 5</td>
<td>57%</td>
<td>43%</td>
<td>70%</td>
<td>0.57</td>
</tr>
<tr>
<td>Ensemble</td>
<td>67%</td>
<td>70%</td>
<td>65%</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Based on this experiment, we decided that our choice of snapshots based on the training graph works best for this particular dataset. Therefore, we used this snapshot choice method for the remainder of the research.

7.5.1.2 Ensemble of CNNs vs. Snapshot Learning

This experiment consisted of a performance comparison of an ensemble of five CNNs versus an ensemble of five snapshots from the same CNN. The CNNs have the same main architecture described in Section 7.4 but different random initializations. We decided to test at the epoch where the models reach a training accuracy of 80% to avoid overfitting. The results are presented in Table 7.2. The results are roughly equivalent to the ensemble of 5 fully trained models with much less training time.

7.5.1.3 Comparison of 3D T1CE vs. 2D T1CE MRIs

In this experiment, due to the high computational costs and time required for 3D image processing, we investigated whether the third dimension added significant value over the 2D analysis of the images. We decomposed each 3D scan into 155 separate slices. Then, we manually looked at each slice and chose the one with the largest visible tumor area. Consequently, the new training set in this experiment consists of 163 images of size $240 \times 240 \times 1$. In order to increase the size of the dataset, image augmentation was also done using the same transformations explained in Section 7.2. We created a 2D version of the main
CNN and kept the same architecture and parameters. For this dataset, after observing the training accuracy curve, we noticed that the model reaches 80% training accuracy quickly (epoch 28). Therefore, we decided to go back 5 steps from when the training accuracy reaches 90% (epoch 59) and then proceed back to choose every fifth epoch as a snapshot. Thus, epochs 59, 54, 49, 44, and 39 were used. The performance results of the snapshots ensemble using the 2D CNN model are compared to the 3D CNN in Figure 7.3.

![Confusion Matrix Comparison of 3D vs 2D CNN Using the T1CE Sequence](image)

**Figure 7.3:** Confusion Matrix Comparison of 3D vs 2D CNN Using the T1CE Sequence

### 7.5.2 Combination of Multi-Sequence Data for Survival Prediction

In this section, we describe two methods attempted in order to merge the three MRI sequences (T1CE, T2, and FLAIR) to create a multi-sequence dataset for our model.

#### 7.5.2.1 T1CE, T2, and FLAIR, Ensemble of Ensembles

Before merging the three sequences, we first trained our CNN model that has the same settings and using the same training procedure described in Section 7.4, this time with the other two sequences (T2 and FLAIR) as inputs instead of T1CE. Results are reported for each sequence individually.

To create a combined decision, we used an ensemble of ensembles approach in which 5 snapshots from each of the three sequences T1CE, T2, and FLAIR together participate to
build an outcome prediction. We saved 5 snapshots of individually trained CNNs on each of the three sequences. For the choice of snapshots, we used the same strategy explained in Section 7.5.1.1. Therefore, we have 5 snapshots of the CNN trained with T1CE sequence, 5 snapshots of the CNN trained with T2, and 5 snapshots of the CNN trained with FLAIR.

In a given ensemble, for each sample, a snapshot from each of the three sequences is used to vote to get a class. The three snapshots are from the same position in the snapshot order (e.g., three snapshots at position 1, first ensemble) are voted. Then, three snapshots at position two, etc. This results in 5-voted decisions. We then combine the 5 voted decisions again using majority voting to form the outcome of that sample. Figure 7.5 compares the accuracy results of CNNs trained with individual sequences vs the ensemble of ensembles combination.

### 7.5.2.2 Multi-Branch CNN with Multi-Sequence MRIs

In this experiment, we combined the three sequences (T1CE, T2, and FLAIR) to train a multi-branch 3D CNN and test it on the multi-sequence MRI test set. The architecture of the CNN is illustrated in Figure 7.4.

Separate CNN models operate on each sequence where each CNN has two 3D convolutional layers each followed by a max-pooling layer. Then, the results from the three models are concatenated for interpretation and ultimate prediction. The CNN was evaluated using a snapshot ensemble with max voting as explained in Section V. Here, we used a lower learning rate ($10^{-4}$) than in the previous experiments. Thus, the model makes small changes between epochs. Therefore, we decided to enlarge the spacing between chosen epochs. We go back 5 steps from when the training accuracy reaches 90% (epoch 183) and then proceed back to choose every 25th epoch as a snapshot (epochs 183, 158, 133, 108, and 83).

The performance results of the multi-branch CNN are presented in Figure 7.5 and compared to the performance outcome of each sequence and the first ensemble method described in Section 7.5.2.1.
Figure 7.4: Multi-branch CNN Architecture
7.5.3 Comparison with Other Methods

To further assess the prediction performance of our method, we compared our approach to the method proposed in [29]. In their paper, the authors used the BraTS 2017 training dataset with a threshold time of 18 months to classify cases into short-term and long-term survival. They extracted volumetric and location features from the 163 input images and trained a logistic regression classifier. They achieved an accuracy of 69% using 5-fold cross-validation. The BraTS 2017 training dataset is a subset of the 2019 training dataset used here. To compare our results with their method, we used the same 163 cases and we also used an 18-month threshold to divide the data into two classes, short- and long-term survival. We then augmented the data and partitioned it to do the five-fold cross-validation experiment. Our snapshot ensemble was used on each of the five folds. The average accuracy of the five folds was 6% higher than in [29] at 75%.
7.6 Discussion

As demonstrated in Table 7.2, the overall survival prediction performance of the ensemble of CNNs method outperformed individual CNNs. It was 67% accurate whereas the maximum we could get if we only use one individual CNN was 63%.

From Table 7.1, a snapshot ensemble indeed can perform as well as an ensemble of multiple CNNs and is faster and less expensive to train. Clearly, training five separate models (sequentially) is five times slower than saving snapshots of a single model. Using a snapshots ensemble, we achieved a prediction accuracy of 70%. We can also see that the performance of an ensemble is sometimes the same as only one snapshot, but it usually outperforms individual snapshots. Generally, if it can not improve the performance, it does not cause a clear decrease in accuracy.

As seen in Figure 7.3, comparing these results to the performance of a CNN trained using 2D images, we can conclude that even though 3D processing is expensive and time-consuming, it brings relevant extra information to increase the model’s performance from 61% to 70%.

Figure 7.5 summarizes the performance results of models trained using T1CE, T2, and FLAIR sequences standalone along with the results of the two attempted combining methods. The accuracy of the voting ensemble for T2 was 63% and for FLAIR was 65%. The 70% prediction accuracy using the T1CE sequence was slightly higher. This result probably reflects the sensitivity of T1CE to the size of the tumor core area, which is probably the most important biological predictor of overall survival in GBM patients. Experiments with combining the three sequences together were done. The first method of combination we explored was voting an ensemble of sequences. This ensemble achieved a 72% prediction accuracy. The second combining method involved creating a multi-branch CNN where each sequence was sent as input to a branch then the results were combined in the final layer. The prediction accuracy of the ensemble using this multi-branch CNN reached 74%.
The result of the two experiments with sequence combination demonstrates the potential power in the combination of multiple sequences where each contributes unique information relevant to the overall survival prediction. We can also conclude that all the tumor areas are important to determine the survival of the patient. Though perhaps the tumor core area contains the most information.

Since the BraTS testing dataset is not released by the BraTS challenge team and the validation set is only available at the time of the challenge, we were unable to directly compare our method to those applied to the BraTS test/validation set. However, our prediction accuracy of 74% on unseen testing set from BraTS 2019 suggests good generalization ability to other datasets. In addition, in the experiment conducted in Section 7.5.3, our method achieved a prediction accuracy of 75%, thus outperforming the approach proposed in [29], which had 69% accuracy on the same dataset.

7.7 Summary

In summary, we demonstrated an overall survival prediction for glioblastoma patients at 74% accuracy using a multi-branch 3D convolutional neural network, where each branch was a different MR image sequence. The system classified patients into two classes (long- and short-term survival). In comparison to the same data with the best-known predictor, our approach was 6% more accurate. An important contribution of this work is the effective use of snapshot ensembles in a novel fashion toward a solution to the limited availability of labeled images in many medical imaging datasets. Snapshots are a fast, low-cost way to generate an ensemble of classifiers.
Chapter 8: Shortcut Learning Challenge in CNN-based COVID-19 Diagnosis Systems

8.1 Problem Statement

In the current COVID-19 era, a relatively large set of papers have been published proposing the use of deep convolutional neural networks to perform diagnosis or triage of COVID-19 from chest X-ray scans. The studies are reporting very high-performance results (more than 90% accuracy) which could be misleading and overestimated. In most of those papers authors used subsets of train/validation/test from the same data source, others opted for a cross-validation evaluation method, which also mixed train/validation/test sources. Here, we show how the use of the same sources in train/test sets leads to the high accuracy that these models have achieved. In addition, the majority of those papers used low-quality images, some are extracted from PDF files of scientific publications. This approach increases the likelihood of introducing image processing artifacts, which further increases the risk of learning confounders rather than real pathologic features. In this work, we discovered that none of the currently published papers with high performance reported testing on samples from truly unseen data sources. Those which did, have noticed a significant performance drop (as much as 20%) when testing on unseen sources indicating a failure to generalize. When a COVID-19 chest X-Ray model has high accuracy under familiar settings (internal testing) and a big drop in accuracy under slightly different circumstances (external testing) we suspect it is using shortcuts for diagnosis, a problem known as shortcut learning. In this

case, shortcuts/confounders are undesired and unintended features that are not medically relevant that the model relies on to perform COVID-19 diagnosis. This indicates that such models need further assessment/development before they can be broadly clinically deployed. To evaluate this challenge, we worked with 655 chest X-rays of patients diagnosed with COVID-19 and a set of 1,069 chest X-rays of patients diagnosed with other pneumonia that predates the emergence of COVID-19. An example of fine-tuning to improve performance at a new site is given.

8.2 Data Preprocessing

In our previous work [52], we used COVID-19 images from three main sources [33], [116] and [130]. Note that these sources were and still are largely used in the majority of research papers related to the prediction of COVID-19 from X-rays. We later identified several potential problems with these sources. Many of these images are extracted from PDF paper publications, are pre-processed with unknown methods, down-sampled, and are 3 channels (color). The exact source of the image is not always known and the stage of the disease is unknown.

For the COVID-19 class, three sources were used in this work, BIMCV-COVID-19+ (Spain) [38], COVID-19-AR (USA) [40] and V2-COV19-NII (Germany) [151]. For readability, we will label each dataset both by its name and also its country of origin, since the names of each dataset are similar and may confuse the reader.

Each patient in the datasets had different X-ray views (Lateral, AP, or PA) and had multiple sessions of X-rays to assess the disease progress. Radiology reports and PCR test results were included in both BIMCV COVID-19+ and COVID-19-AR (USA) sources. We selected patients with AP and PA views. After translating and reading all the sessions reports coupled with PCR results, only one session per patient was chosen based on the disease stage. We picked the session with a positive PCR result and the most severe stage.
As discussed in [125], using raw data in its original format is recommended. In our study, we included all raw COVID-19 datasets that were available to us (COVID-19-AR (USA) [40] and V2-COV19-NII (Germany) [151]). To avoid creating confounders based on the CXR view, we used frontal view (AP/PA) CXRs in both classes. To assure the validity of the ground truth, we made sure not to rely only on a positive RT-PCR but also on the associated CXR report confirming and supporting the test results.

For the non-COVID-19 class, pneumonia cases were used because they are expected to be the hardest CXR images to differentiate from COVID-19 and because a use case for deep learned models to detect COVID-19 will be for patients that have some lung involvement. The pneumonia class data came from 3 sources: (i) the National Institute of Health (NIH) dataset [148], (ii) CheXpert dataset [64] and (iii) Padchest dataset [22]. The NIH and CheXpert datasets had pneumonia X-ray images with multiple labels (various lung disease conditions), but for simplicity, we chose the cases that had only one label (pneumonia). Only X-rays with a frontal view (AP or PA) were used in this work. Three samples of COVID-19 and three pneumonia X-ray images are shown in Fig. 8.1.

As a first step, we normalized all the images to 8 bits PNG format in the [0-255] range. The images were originally 1 grayscale channel, we duplicated them to 3 channels for use with pre-trained deep neural networks. The reason behind this is that Resnet50, the model
that we utilized as a base model was pre-trained on 8-bit color images. To reduce the bias that might be introduced by the noise present around the corners of the images (dates, letters, arrows ...etc), we automatically segmented the lung field and cropped the lung area based on a generated mask. We used a UNET model pre-trained by [120] on a collection of CXRs with lung masks. The model generates 256x256 masks. We adapted their open source code [120] to crop the image to obtain bounding boxes containing the lung area based on the generated masks. We resized the masks to the original image size. We then added the criteria to reject some of the failed crops based on the generated mask size. If the size of the cropped image is less than half of the size of the original image or if the generated mask is completely blank then we do not include it in the training or test set. Fig 8.2 illustrates the steps of mask generation and lung ROI cropping.

For data augmentation, 2, 4, -2, and -4 degree rotations were applied and horizontal flipping was done followed by the same set of rotations. By doing so, we generated 10 times (original images, horizontal flipping, 4 sets of rotated images each from original and flipped images) more images than the original data for training. We chose a small rotation angle as X-rays are typically not rotated much.

8.3 Model Training

In this study, pre-trained ResNet50 [56] was fine-tuned. As a base model, we used the convolutional layers pre-trained on ImageNet and removed the fully connected layers of
Resnet50. Global Average pooling was applied after the last convolutional layer of the base model and a new dense layer of 64 units with ReLU activation function was added. Then, a Dense layer with 1 output with sigmoid activation was added using dropout with a 0.5 probability. All the layers of the base model were frozen during the fine-tuning procedure except the Batch Normalization layer to update the mean and variance statistics of the new dataset (X-rays). The total number of trainable parameters was 184K, which was helpful for training with a small dataset. The architecture is summarized in Table 8.1.

Table 8.1: ResNet50 Fine-Tuned Architecture

<table>
<thead>
<tr>
<th>Resnet50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output from base model</td>
</tr>
<tr>
<td>Global Average Pooling</td>
</tr>
<tr>
<td>Fully Connected (64), ReLU</td>
</tr>
<tr>
<td>Dropout=0.5</td>
</tr>
<tr>
<td>Batch Normalization</td>
</tr>
<tr>
<td>Fully Connected (1), Sigmoid</td>
</tr>
<tr>
<td>Trainable parameters: 184K</td>
</tr>
</tbody>
</table>

The model was fine-tuned using the Adam [74] optimizer for learning with binary-cross-entropy as the loss function and a learning rate of $10^{-4}$. We set the maximum number of epochs to 200, but we stopped the training process when the validation accuracy did not improve for 5 consecutive epochs. The validation accuracy reaches its highest value of 97% at epoch 100.

8.4 Experimental Results and Discussion

In this section, we investigate the robustness and generalization of deep convolutional neural networks (CNNs) in differentiating between the COVID-19 positive and negative class (non-COVID-19 pneumonia). For this purpose, we did a baseline experiment similar to what the reviewed papers have conducted. CNN models were trained on 434 COVID-19 and 430 pneumonia chest X-ray images randomly selected from all the sources that we introduced in the previous section. For validation, a random set of 40 COVID-19 and 46
pneumonia cases were utilized. We then tested on unseen left-out data of 79 COVID-19 (30 from BIMCV COVID-19+, 10 from COVID-19-AR (USA), and 39 from V2-COV19-NII (Germany) ) cases and 303 pneumonia (51 from NIH and 252 from Chexpert) samples. For comparison purposes, we used another fine-tuning methodology where we unfroze some of the base model convolutional layers. Thus, the weights of these layers get updated during the training process. In particular, we unfroze the last two convolutional layers of Resnet50. We also used the two fine-tuning strategies to train another model with VGG-16 as the base model, pretrained on ImageNet. The testing results are summarized in Table 8.2.

Table 8.2: Performance Results of Training on a Mixture of All Data Sources and Testing on Held-out Test Data from the Same Sources: Finetune1: Freeze All Base Model Layers, Finetune2: Unfreeze the Last 2 Convolutional Layers

<table>
<thead>
<tr>
<th>CNN</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resnet50-Finetune1</td>
<td>98.1%</td>
<td>96.2%</td>
<td>98.7%</td>
<td>0.997</td>
</tr>
<tr>
<td>Resnet50-Finetune2</td>
<td>97%</td>
<td>95%</td>
<td>97.7%</td>
<td>0.995</td>
</tr>
<tr>
<td>VGG-16-Finetune1</td>
<td>88.2%</td>
<td>87.3%</td>
<td>88.4%</td>
<td>0.96</td>
</tr>
<tr>
<td>VGG-16-Finetune2</td>
<td>95.5%</td>
<td>93.7%</td>
<td>96%</td>
<td>0.98</td>
</tr>
</tbody>
</table>

As expected, and as seen in Table 8.2, both models and both fine-tuning methods were able to achieve high performance on an unseen test set from the same sources. In order to investigate the generalization of these models (which is the main focus of this chapter), we evaluated their performance on external data sources for which there were no examples in the training data. Experiments were done with training data from just one source per class and testing data from sources not used in training (see Fig. 8.3). The Resnet-50 architecture with the Finetune1 method was used for the rest of the experiments in this chapter.

The data overview table at the top of Fig. 8.4 shows details of data splits used in our experiments with the total number of samples used for the training and testing phases. As seen in the table, we first trained the model using the V2-COV19-NII (Germany) data source for the COVID-19 class and NIH for pneumonia (Data Split 1). We then compared the AUC results on a randomly held-out subset from the seen sources (V2-COV19-NII (Germany) and NIH) versus unseen sources.
As seen in the AUC graph in Fig. 8.4 to the left, the model achieves perfect results (AUC = 1.00) on left-out test samples from seen sources (images from the same dataset source on which the model was trained), but it performs poorly (AUC = 0.38) on images from unseen sources. Using the McNemar’s test [96], we calculated a p-value of $1.78 \times 10^{-70}$ which is way lower than the significance threshold, $\alpha = 0.01$. There is a significant difference between the model’s performance on seen vs unseen sources with 99% confidence.
Clearly, the model was unable to generalize well to new data sources, which might indicate that the model is relying on confounding information related to the data sources instead of the real underlying pathology of COVID-19. The fact that its performance (AUC=0.38) is less than AUC=0.5 (worse than random), strongly suggests that the model is relying on confounding information. The perfect score on the data from the seen dataset source also hints at confounders, as it is unlikely that any algorithm could perfectly distinguish COVID-19 positive versus pneumonia patients based on lung findings alone. On the other hand, it is highly likely that perfect classification could be performed based on the features related to the data source. To give a human analogy, a radiologist would find it easier to classify COVID-19+ versus COVID-19-negative chest X-rays by looking at the year in which the image was taken (pre-2020 versus post), rather than by looking at the image itself.

In an experiment to see if a model built with data from similar sources for the two classes (COVID-19 and Pneumonia) can result in more general models, we chose a second data split (data split 2) with BIMCV-COVID-19+ (Spain) data as the source for COVID-19 and Padchest for Pneumonia. These two sources come from the same regional healthcare system (Valencia, Spain), both were prepared by the same team and underwent the same data pre-processing. We anticipated that reducing the differences between classes in terms of image normalization, hospitals, scanners, image acquisition protocols, etc would enable the model to only concentrate on learning medically-relevant markers of COVID-19 instead of source-specific confounders. Details about data split 2 can be found in the data overview table on top of Fig. 8.4.

The results in the AUC graph in Fig 8.4 to the right show that the model still exhibits high performance on seen sources but generalizes poorly to external sources. Using the McNemar’s test [96], we calculated a p-value of $5.39 \times 10^{-82}$ which is way lower $\alpha = 0.01$. Therefore there is a statistically significant difference between the model’s performance on seen vs unseen sources with 99% confidence.
We can see that even having both classes from the same hospital system did not prevent the model from learning data-source-specific confounders. However, in contrast to the model trained on Data Split 1, this model has slightly worse performance on data from seen sources (AUC=0.96 for data split 2 vs AUC=1.00 for data split 1) and better performance on data from unseen sources (AUC=0.63 for data split 2 vs AUC=0.38 for data split 1). Notably, the second model’s performance is better than random (AUC>0.5). This suggests that the algorithm may have learned some clinically salient features, although once again, the majority of its performance appears to be based on confounders.

We can also observe that it is possible that confounders found in some data sources can generalize across sources. For example, when training using the BIMCV-COVID-19+ (Spain) data source, the model had an accuracy of 88% on COVID-19-AR (USA), which is an unseen source. However, when training using V2-COV19-NII (Germany) data source, the model only achieved an accuracy of 68% on this same unseen source (COVID-19-AR (USA)).

As a possible solution, we tried fine-tuning the trained model from the previous experiment (data split 1) using multiple sources for each class, using a subset of 80 samples from BIMCV-COVID-19+ (Spain) for the COVID-19 class and a subset of 80 samples from Chexpert for the pneumonia class. Both these sources were considered unseen in the experiment with data split 1 described in the data overview table on top of Fig. 8.4. As seen in Table 8.3, fine-tuning with subsets from unseen sources improves the model’s overall performance on those sources. We hypothesize that fine-tuning helps the model ignore noisy features and data source-related confounders and instead concentrate on learning meaningful and robust features.

To investigate what the model is relying on this time, we applied the Grad-Cam algorithm [127] to test images to find highlighted activation areas. This is a method used to see which parts of the image are most influencing the algorithm’s classification. We would expect a classifier relying on true pathologic features to primarily be relying on pixels from the lung fields, whereas a spurious classifier would rely on pixels from regions of the image irrelevant
to diagnosis. The results were inconclusive (see Table A.1 of the Appendix A). Therefore, we cannot affirm whether the model is still relying on shortcuts/confounders to make decisions. This experimental result shows that a model could be adapted to work locally. Still to be shown is that it learns medically relevant features.

Table 8.3: Accuracy Results of Finetuning a Model Built on Multiple Sources from Both Classes to Adapt It to Work Locally

<table>
<thead>
<tr>
<th>Class</th>
<th>Data Source</th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID-19</td>
<td>BIMCV-COVID-19+ (Spain)</td>
<td>51%</td>
<td>98%</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>Cheexpert</td>
<td>12%</td>
<td>94%</td>
</tr>
</tbody>
</table>

8.5 Summary

In this chapter, we demonstrated that deep learning models can leverage data source-specific shortcuts to differentiate between COVID-19 and pneumonia labels. While we eliminated many shortcuts from earlier work, such as those related to large age discrepancies between populations (pediatric vs adult), image post-processing artifacts introduced by working from low-resolution PDF images, and positioning artifacts by pre-segmenting and cropping the lungs, we still saw that deep-learning models were able to learn using data-source specific shortcuts. Several hypotheses may be considered as to the nature of these shortcuts. These shortcuts may be introduced as a result of differences in X-ray procedures due to the patient’s clinical severity or patient control procedures. For instance, differences in disease severity may impact patient positioning (standing for ambulatory or emergency department patients vs supine for admitted and ICU patients). In addition, if a particular X-ray machine whose signature is learnable is always used for COVID-19 patients because it is in a dedicated COVID-19 ward, this would be another method to determine the class in a non-generalizable way.

Using datasets that underwent different pre-processing methods across classes can encourage the model to differentiate classes based on the pre-processing, which is an undesirable outcome. Thus, training the model on a dataset of raw data coming from many sources may
provide a general classifier. Even within the same hospital, one must still check to be sure that something approximating what a human would use to differentiate cases is learned.

That being said, using a deep learning classifier trained on positive and negative datasets from the same hospital system, having undergone similar data processing, we were able to train a classifier that performed better than random on chest X-rays from unseen data sources, albeit modestly. Tuning with data from unseen sources provided much-improved performance. This suggests that this classification problem may eventually be solvable using deep learning models. However, the theoretical limit of COVID-19 diagnosis, based solely on chest X-ray remains unknown, and consequently, also the maximum expected AUC of any machine learning algorithm. Unlike other classification problems that we know can be performed with high accuracy by radiologists, radiologists do not routinely or accurately diagnose COVID-19 by chest X-ray alone. However, an imperfect classifier that has learned features that are not shortcuts may be combined with other clinical data to create highly accurate classifiers, and as such, this area warrants further inquiry.

Our results suggest that, for at least this medical imaging problem, when deep learning is involved it is important to have data from unseen sources (pre-processed in the same way) included in a test set. If there are no unseen sources available, careful investigation is necessary to ensure that what is learned both generalizes and is germane. It points out that future investigation into finding/focusing on features that generalize across sources is quite important. This will enable an evaluation of how helpful CXRs can truly be for COVID-19 diagnosis. All data and code used in this study are available on Github.2

9.1 Problem Statement

Shortcuts exist in most data and rarely disappear by adding more data [48]. Instead, we demonstrate that modifying the training data to block specific shortcuts is a potential solution. Here, we again focus on the generalization challenge of deep learning based models trained to recognize COVID-19 infection from chest X-ray images. Furthermore, we experimentally show effective solutions to mitigate shortcut learning including lung field cropping, histogram equalization, and Gaussian noise-based augmentation. The issues with convolutional neural networks discussed here generally apply to other imaging modalities and recognition problems.

9.2 Data Preprocessing

To assure the validity of the ground truth, we made sure not to rely only on a positive RT-PCR but also, when possible, on the associated CXR report confirming and supporting the test results. Visual assessment of the imaging data allowed us to remove multiple cases with a lateral view even though the corresponding metadata says it’s frontal. Other metadata mistakes include X-ray projection and position, for example, an AP Portable X-ray can be mislabeled as PA. As DICOM information on the type of projection may not be always included, some data sources [22] used pre-trained models for automatic X-ray view deter-

---

Table 9.1: Details of Data Source Used in This Work

<table>
<thead>
<tr>
<th>Class</th>
<th>Data Source</th>
<th>Number of Images</th>
<th>Image Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID-19(+)</td>
<td>BIMCV-COVID-19(+)</td>
<td>468</td>
<td>PNG</td>
</tr>
<tr>
<td></td>
<td>V2-COV19-NII</td>
<td>243</td>
<td>NIFTII</td>
</tr>
<tr>
<td></td>
<td>CC-CXRI-P(+)</td>
<td>513</td>
<td>JPG</td>
</tr>
<tr>
<td></td>
<td>COVID-19-AR</td>
<td>77</td>
<td>DICOM</td>
</tr>
<tr>
<td></td>
<td>COVIDGR</td>
<td>426</td>
<td>JPG</td>
</tr>
<tr>
<td>COVID-19(-)</td>
<td>NIH</td>
<td>607</td>
<td>PNG</td>
</tr>
<tr>
<td></td>
<td>Chexpert</td>
<td>420</td>
<td>JPG</td>
</tr>
<tr>
<td></td>
<td>Padchest</td>
<td>310</td>
<td>PNG</td>
</tr>
<tr>
<td></td>
<td>BIMCV-COVID-19(-)</td>
<td>500</td>
<td>PNG</td>
</tr>
<tr>
<td></td>
<td>CC-CXRI-P(-)</td>
<td>542</td>
<td>JPG</td>
</tr>
</tbody>
</table>

mination. Thus, some incorrect labeling can occur. Additionally, unlike the usual negative X-ray mode ("bones white"), some images were in a positive mode ("bones black"). To avoid any problems these images may cause to the model’s performance, we inverted them to the conventional mode ("bones white"). To avoid creating confounders based on the CXR view, we used frontal view (AP/PA) CXRs in both classes.

As a first step to preparing the data for training, we normalized all the images to 8-bit PNG format in the [0- 255] range. The images were originally 1 grayscale channel, we duplicated them into 3 channels. The reason behind this is that Resnet50, our base model, was pre-trained on 8-bit color (3 channel) images of the Imagenet corpus. For data augmentation, 2, 4, -2, and -4 degree rotations and horizontal flipping were applied. We chose a small rotation angle as X-rays are typically not rotated much. The training data was standardized by subtracting the mean of all data and dividing it by its standard deviation.

Table 9.1 summarizes all the data sources used in this work. Note that ground truth labels were extracted from the metadata and radiology reports were included with all of the datasets.
9.3 Baseline Model

In this chapter, we used ResNet50 pre-trained on ImageNet as a base model. We removed the fully connected layers of the base model. Then, global average pooling was applied after the last convolutional layer of the base model and a new dense layer of 64 units with the ReLU activation function was added. Then, a dense layer with 1 output and Sigmoid activation was added after applying batch normalization. The weights of the newly added layers were learned. However, all the layers of the base model were frozen during the fine-tuning procedure except the batch normalization layers to update the mean and variance statistics of the new dataset (X-rays). The total number of trainable parameters was 184K, which was helpful for training with a small dataset. Fig. 9.1 illustrates the architecture of the customized Resnet-50 used as a baseline model. Each convolution block has 3 convolution layers and each identity block also has 3 convolution layers. The model was trained using a cosine annealing cyclic learning rate with a maximum learning rate of $10^{-4}$. The training was done for 1000 epochs and model snapshots were saved at the end of each of 20 cycles, which were 50 epochs long. Code and data are available on Github.
9.4 Overall Workflow

As illustrated in Fig. 9.2, the workflow starts with multiple sets of data coming from separate sources. The first step is the visual inspection of the images and the associated ground truth and metadata. Data curation is explained in more detail in Section 9.6.1. Then, we suggest lung field segmentation and cropping the inputs as a first pre-processing step to get rid of noise signals outside the lungs. Section 9.6.2 provides more experimental results of the impact of this step. Histogram equalization is a second pre-processing step that we recommend and the results of this step can be found in Section 9.6.3. To augment the size of the training set, we suggest using Gaussian noise augmentation in addition to the other traditional augmentations (rotation, flipping, etc.). Details of this type of augmentation are experimentally studied in Section 9.6.4. Once training data is prepared, we can send it as input to the CNN of choice to perform training. In this study, we used a modified Resnet-50 architecture, but any CNN model can be used to perform this task. Finally, a generalization \footnote{https://github.com/kbenahmed89/COVID-19-Diagnosis-Model-External-Validation-Set}
9.5 Generalization Test

In order to investigate the generalization ability of deep learned models (which is the main focus of this paper), evaluation was performed on external data sources from which there were no examples in the training data. Experiments were done with training data from just one source per class (for instance, source A for the COVID-19-positive class and source B for the COVID-19-negative class). To compare internal vs external testing, we split the data sources into seen (internal) and unseen (external). A subset (80%) from the seen data sources is used for model training. Then, we compare model testing performance using 1) the randomly chosen held-out subset (20%) from the seen sources versus 2) testing samples from unseen external data sources (see Fig. 9.3).

9.6 Experiments and Results

9.6.1 Data Inspection and Curation

One of the fundamental aspects to achieve a reliable contribution of AI in detecting COVID-19 from CXRs is the compilation of an adequate set of images in terms of both
quality and quantity. Currently, due to data security and patient privacy, there is limited availability of open source datasets with the desired quality and quantity to build a diagnostic system with clinical value. Recently, researchers have begun to realize that convolutional neural networks trained to identify COVID-19 from CXRs may not be learning underlying diagnostic features, but also exploit confounding information. For example, it was shown that CNNs were able to predict where a radiograph was acquired (hospital system, hospital department) with extremely high accuracy [157]. In this section, we show the impact of some situational dataset-related shortcuts, we experimentally identified, to facilitate risk analysis and enable mitigation strategies while preparing training datasets.

9.6.1.1 X-ray Position

The PA erect view is the preferred imaging view in general, but if the patient is not able to stand up it is common to do an AP Portable view image. Most of the open source COVID-19 datasets are in AP Portable X-ray view due to the severe sickness of the patients which makes them unable to leave the bed to perform an upright PA scan. The use of bedside mobile CXR apparatus is frequently associated with more severe diseases (due to lack of patient mobility). If the training data in the majority or all of the negative cases consist of PA views (patient standing), the model can easily learn to make the classification based on the patient’s position and use apparatus portability labels as a signal indicating the disease and its severity.

Results in [157] show that CNNs can ignore disease-related features and separate portable radiographs from the inpatient wards and emergency department with 100% accuracy using distinctive text indicating laterality and the use of a portable scanner.

9.6.1.2 Devices and Tubes

Another confounding factor might be the presence of medical devices like ventilation equipment or ECG cables. Many of the positive images for COVID-19 present intubated pa-
Table 9.2: External Testing Results of the Model Trained on CC-CXRI-P Dataset

<table>
<thead>
<tr>
<th>Class</th>
<th>Data Source</th>
<th>Presence of Devices</th>
<th>Size</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID-19(+)</td>
<td>V2-COV19-NII</td>
<td>Majority</td>
<td>142</td>
<td>0.96</td>
</tr>
<tr>
<td>COVID-19(+)</td>
<td>COVIDGR(+)</td>
<td>None</td>
<td>326</td>
<td>0.38</td>
</tr>
<tr>
<td>COVID-19-AR</td>
<td>Majority</td>
<td>69</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>COVID-19(-)</td>
<td>Chexpert</td>
<td>Majority</td>
<td>205</td>
<td>0.23</td>
</tr>
<tr>
<td>COVID-19(-)</td>
<td>NIH</td>
<td>Some</td>
<td>197</td>
<td>0.6</td>
</tr>
<tr>
<td>COVID-19(-)</td>
<td>COVIDGR(-)</td>
<td>None</td>
<td>236</td>
<td>0.79</td>
</tr>
</tbody>
</table>

Patients, with electrodes and their cables, pacemakers, among other potential markers. If there is an absence of medical devices in most or all the training samples in the negative class, the model can associate images with patient treatment instead of disease status. Experimentally, we used the CC-CXRI-P dataset [143] to train a model to differentiate COVID-19 cases from normal cases. The model achieved an internal testing accuracy of 99% on unseen samples from the same dataset. The extremely high performance led us to further investigate. A visual inspection of the subset of the CC-CXRI-P dataset used for this experiment shows that all patients in the positive class have medical devices visible and none of the patients in the negative class have any tubes or devices. Thus, suggesting a potential shortcut learning situation. To confirm the issue, we tested the model on data from unseen sites with and without the presence of devices.

Table 9.2 shows the external testing results of the model by source. The results suggest that the model is associating COVID-19 positive infection with the presence of medical devices. The accuracy was high on COVID-19 positive sources where the majority of its patients had devices (V2-COV19-NII: 96% and COVID-19-AR: 94%). Whereas the accuracy was very low on a source where the patient had no visible devices (COVIDGR+: 38%). Similarly, it can be seen that the model is associating COVID-19 negative infection with the absence of devices. The accuracy was good on negative sources that only had few or no devices visible (NIH: 60% and COVIDGR-: 79%) but very low on sources with devices (Chexpert: 23%).
To visually explain the decision of a CNN, Gradient-weighted Class Activation Mapping (GradCAM) [127] can be used. The GradCam visualization shown in Fig. 9.4 demonstrates that the highly activated areas (reddish and yellow) are located around tubes and devices.

Datasets that provide additional annotations on the presence of medical devices are needed. Alternatively, novel algorithms to automatically detect (and perhaps remove) the devices are required.

9.6.1.3 Rib Suppression

In addition to the confounders discussed above, another potential source of bias is the ribs. Ribs on some CXR datasets can generally appear to be more prominent than in other datasets. Therefore the appearance of the ribs can be a potential confounder that the model can rely on to make decisions. A study [60] shows that rib suppression improves model generalization when identifying lung nodules from X-rays. Thus, it may improve the COVID-19 classifier generalization as well.
9.6.1.4 Both Classes from the Same Source

The heterogeneity of the images coming from different sources makes the CNN learn characteristics that are not themselves truly indicative of COVID-19. As a solution, we suggest designing the training data using both the COVID-19 positive and negative classes from one single source. In our attempt to experimentally demonstrate the impact of this solution, we built two training sets that correspond to two scenarios. The first is the case where both classes are from the same source and the second is the scenario where both classes come from different sources.

In the first scenario, we used the BIMCV-COVID-19 data source. This source published both positive and negative cases. We chose samples to include in the COVID-19 positive
class if both a confirmed PCR test and radiological findings (visible in the X-ray and noted in the radiological report) are present. Whereas samples in the negative class are ones with a negative PCR test and no findings present in the CXR or documented in the reports. Fig. 9.5a compares the internal vs external performance of a model trained with data where both classes belong to the same source. Note that the performance is decent and the testing results are consistent across sites, both seen and unseen.

In the second scenario, for the positive class, we used the same samples from the experiment above (BIMCV-COVID-19+). Whereas for the negative class, we used samples from a different source (NIH). We picked images with the “no findings” label, which refers to having no pulmonary diseases, to be consistent with the negative class used in the first scenario. Fig. 9.5b compares the internal vs external performance of a model trained with data where both classes belong to different sources. As seen in the figure, there is a big accuracy gap when testing on data from seen sites vs unseen ones. The model shows almost perfect performance on data from seen sources while it fails at classifying data from unseen sites. Thus, suggesting shortcut learning.

The results suggest that COVID-19 positive and COVID-19 negative classes should be consistently sourced and go through consistent image acquisition and pre-processing pipelines. This will minimize systematic structural differences between the classes. Thus, eliminating bias. However, a shortcut could still be learned that will render a classifier ineffective when a local acquisition protocol changes. For the rest of this chapter, we focus on a typical case where having all classes from the same source is not possible.

9.6.2 Lung Segmentation and Cropping

The first step to debiasing a deep learning model trained to identify COVID-19 from CXR images is the process of lung segmentation and cropping. The majority of the CXR images available online have markers present at the edges of the images (dates, projection labels, portability markers, arrows ...etc). Deep learning models may easily rely on those
Figure 9.6: An Example of an Input CXR Before vs After Lung Cropping

(a) GradCam Results When Using Original CXRs

(b) GradCam Results When Using Cropped CXRs
markers for learning and completely or partially ignore the lung area, which contains the desired information in this context. Thus, the learned model will be unreliable for clinical decision support even though it can achieve very high classification results. Therefore, we recommend lung field segmentation and cropping as the first step in data pre-processing and preparation. A model trained using cropped CXRs will be forced to focus on information in the lungs, rather than the burned-in annotations, when making decisions. This will increase its generalization and reliability. Fig. 9.6a shows a GradCam visualization of our baseline model, trained using original uncropped images. Heat maps that highlight the regions or pixels which had the highest impact on predicting the actual class are placed on top of the original images. The higher intensity in the heat map indicates the higher importance of the corresponding pixel in the decision. The heatmaps suggest that the model is activated by the noise areas and is ignoring the lung field. Fig. 9.6b shows more focus on the lung area and will be discussed in the proceeding.
The utility of lung field segmentation and cropping in medical image classification is supported in previous studies [138]. A comprehensive review of deep learning based medical image segmentation techniques may be found in [59].

To assess the impact of lung segmentation and cropping we compare the performance of a model trained using uncropped images versus another model trained using cropped inputs. For the cropped inputs, we used the method described in the previous chapter, Section 8.2 and Figure 8.2.

For model training, BIMCV-COVID-19+ data was used as the source for the COVID-19 positive class and Padchest for the COVID-19 negative class. A randomly chosen 20% of the data was held out for internal testing. For external testing of a model on unseen sites, we used samples from all the other sources not used in training.

We tested the last model’s snapshot (20th or 1000th epoch). Fig. 9.7a compares the internal performance of models trained with uncropped vs cropped images. While Fig. 9.7b compares the external performance of the two models.

The results suggest that the model’s accuracy is statistically significantly higher when images are cropped. Using the McNemar’s test [96], we calculated a p-value of 0.02 which provides 98% confidence the difference between the model’s performance on unseen sources before and after cropping is significant. Moreover, Fig. 9.6b shows GradCam results after lung field cropping. It can be seen that the model shifts focus to the lung area instead of the X-ray’s corners where the noise was present. However, the significant drop in AUC shows that even after lung segmentation, a present shortcut is still influencing the classification model. Thus, more ways to avoid confounders must be evaluated to design a proper COVID-19 diagnosis system using CXR images.

9.6.3 Histogram Equalization

Systematic differences in image contrast between the datasets can result in biased model training and negatively impact model generalization. As seen in Fig. 9.8, datasets are easily
Figure 9.8: Before Histogram Equalization

Figure 9.9: After Histogram Equalization
Figure 9.10: Performance Comparison of Models Trained with Histogram Equalized Pre-processed Images vs with Unprocessed Images

distinguished from each other due to the obvious difference in the brightness and contrast of the images. CXR images can have variable contrast based on the technical calibration of the imaging acquisition equipment. Specifically, the energy of the primary beam and the possible application of techniques to reduce scatter radiation such as collimation, grids, or air gaps [107].

Histogram equalization processing has proven to be effective for normalization [111][90]. Therefore, in this study histogram equalization was used as a preprocessing step on all CXR sources. In Fig. 9.9, the result of equalizing shows consistent contrast between sources. All values above the 95% order statistic were clipped to 1.0 since some sources had bright annotations and other sources did not. This technique ensured that for every source the brightest CXR pixels were normalized to the brightest white.

In order to experimentally see the impact of histogram equalization, we compared training the baseline model with histogram equalized preprocessed inputs vs unprocessed images. We used the V2-COV19-NII for the COVID-19 positive class and Padchest for the COVID-19 negative class.
We tested the last model’s snapshot (20th). Fig. 9.10a compares the internal performance of models trained with histogram equalized images vs with unprocessed images. While Fig. 9.10b compares the external performance of the two models. The results suggest that the model performs statistically significantly better when trained with histogram equalized images. Using the McNemar’s test [96], we calculated a p-value of $1.7 \times 10^{-4}$ which is lower than the significance threshold, $\alpha = 0.01$. There is a significant difference between the model’s performance on unseen sources before and after histogram equalization with 99% confidence.

However, a high testing accuracy gap between external and internal sources still exists, which suggests the persistence of shortcut learning.

Similar techniques such as quantile normalization and histogram matching were also explored but determined to be no more effective.

9.6.4 Noise-based Augmentation

In addition to image rotations, zero mean Gaussian noise with a standard deviation of 0.01 was applied to the original images. Over-fitting usually happens when the deep learning model tries to learn high-frequency features (patterns that frequently occur) which may not be useful. Gaussian noise, which has zero mean, essentially has data points in all frequencies, effectively distorting the high-frequency features and helping the model to look past them.

We applied this technique as a data augmentation procedure. Samples were augmented prior to training, while original images were also included during training.

The Euclidean distance between the original image and its noisy augmentation was 0.014. Fig. 9.11 shows the comparison of the performance gap between seen and unseen sources before adding noise-based augmentation (solid marker) and after (dotted marker).

To train the model BIMCV-COVID-19+ source was used for the COVID-19 positive class and Padchest for the COVID-19 negative class. For model testing a set of 480 images was used. There were 240 from the positive class including 77 from the COVID-19-AR source
Figure 9.11: Test Accuracy of the Saved Snapshots on Seen vs Unseen Data Sources After the Gaussian Noise Based Training Data Augmentation

and 163 from the V2-COV19-NII source. The negative class consisted of 116 from the NIH source and 116 from the Chexpert source.

The test accuracy of the last snapshot (20th) when using only rotation and flip augmentation for seen sources was 92% and 72% for unseen sources. When adding Gaussian noise-based augmentation, the accuracy for seen was 90% and 81% for unseen sources. After adding the Gaussian noise-based augmentation, the accuracy gap was improved to only 9% instead of 20%.

The test accuracy on unseen sources is statistically significantly higher when adding Gaussian noise augmentation (81%) than when only using flip and rotate augmentation (72%). Using the McNemar’s test [96], we calculated a p-value of $8.13 \times 10^{-5}$ which is lower than the significance threshold, $\alpha = 0.01$. There is a significant difference between the model’s performance on unseen sources before and after adding Gaussian noise-based data augmentation with 99% confidence.
The results suggest that making features that are not medically relevant, but good discriminators, noisy can result in less focus on them. Medically relevant features are naturally expected to have some “noise” and be less affected. To further assess the effect of the amount of noise added, we experimented with multiple values of Gaussian noise standard deviation \{0.005, 0.01, 0.05\}. Fig. 9.12 shows the results of testing the 20th model snapshot for different values of Gaussian noise standard deviation. Based on the obtained results, it doesn’t seem to hurt the accuracy much when testing data is from seen sources. However, it allowed significant improvement to the model’s performance on data from unseen sources. This suggests that the model has learned to ignore confounding features and focus on more medically meaningful differences between classes.

To answer the question of how much noise is good enough, based on our experimental results, adding more noise (std=0.05) has little to no effect on the accuracy performance for seen sources. However, it makes the accuracy of unseen sources slightly lower than a noise application of std=0.01. Less noise (std= 0.005) increased the accuracy performance on both the seen and unseen sources at the early stages but in the end, the performance gap becomes larger. Generally, we noticed that the application of noise-based data augmentation had no effect (or a slight improvement) on the model’s performance on seen sources. However, it has significantly improved the model’s performance on unseen sources.

For further validation, we tested the model on more unseen sources: 425 images from COVIDGR(+) and 500 images from CC-CXRI-P(+) for the positive class. For the negative class we used 967 images from CC-CXRI-P(+). Figure 9.13 shows the comparison of the performance gap between seen and unseen sources before adding noise-based augmentation.
Figure 9.13: Validation of the Proposed Method on Three More Unseen Sources (solid marker) and after (dotted marker). It can be seen in Figure 9.13 that the performance on the unseen source did not improve much but the model performed slightly lower on seen sources. Table 9.3 shows the accuracy results of each of the unseen sources before and after the application of noise-based augmentation. It can be noticed from Table 9.3 that after applying the noise-based augmentation method the model is now performing 13% higher on CC-CXRI-P(-). However, the performance on CC-CXRI-P(+) decreased. Furthermore, the model’s performance on COVIDGR(+) was unchanged. We believe that the low performance on COVIDGR(+) is caused by the X-ray view of the images in this source, as explained in the data sources description above, all images in COVIDGR(+) were in PA view. If the model is relying on the X-ray view as one of the shortcuts then probably our method did not help to mitigate it here. Due to the fact that we don’t usually know what type of pre-processing the images from different sources underwent, it’s difficult to explain the result of our method on the other sources.
Table 9.3: Testing Accuracy Performance on Three More Unseen Sources Before vs After Noise-based Augmentation

<table>
<thead>
<tr>
<th>Class</th>
<th>Data Source (Number of Samples)</th>
<th>Accuracy Pre-Aug.</th>
<th>Accuracy Post-Aug.</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID-19(+)</td>
<td>COVIDGR(+) (425)</td>
<td>34 %</td>
<td>34 %</td>
</tr>
<tr>
<td></td>
<td>CC-CXRI-P(+) (500)</td>
<td>74 %</td>
<td>55 %</td>
</tr>
<tr>
<td>COVID-19(-)</td>
<td>CC-CXRI-P(-) (967)</td>
<td>45 %</td>
<td>58 %</td>
</tr>
</tbody>
</table>

9.7 Discussion

As we mentioned before, in this study we used a customized Resnet-50 as a CNN model. However, the problem of shortcut learning is present in all deep learning based models and our solution is applicable to any CNN regardless of the architecture.

To experimentally show that shortcut learning exists in other architectures, we tested a COVID-19 diagnosis system called DeepCOVID-XR [149]. It is claimed that it is capable of generalizing to a held-out test data set of 2214 images (1192 positive for COVID-19) from a single institution that the algorithm was not exposed to during model development. Their method achieved a sensitivity of 75% (898 of 1192). Authors claim that DeepCOVID-XR was trained and tested on, to their knowledge, the largest clinical data set of chest X-rays from the COVID-19 era. DeepCOVID-XR consists of an ensemble of six CNN architectures (DenseNet-121, ResNet-50, InceptionV3, Inception-ResNetV2, Xception, and EfficientNet-B2). The CNNs in this ensemble were pre-trained on the NIH X-rays dataset [148] and were then fine-tuned on a private clinical training set. Note that the external testing was done on data from an institution that is affiliated with the same health care system from which the training data was obtained. Therefore, there is a significant likelihood that the testing data have a very similar distribution and cover a very similar population as the training data. Thus, their good testing results (sensitivity of 75%) may not guarantee generalization. Their pre-trained models were made available on Github [65]. We tested their system on some external sources of COVID-19 positive to assess the robustness and generalization
Table 9.4: Testing Accuracy Performance of DeepCOVID-XR on Unseen COVID-19 Sources

<table>
<thead>
<tr>
<th>Data Source (Number of Samples)</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIMCV COVID-19+ (38)</td>
<td>66%</td>
</tr>
<tr>
<td>V2-COV19-NII (163)</td>
<td>53%</td>
</tr>
<tr>
<td>COVID-19-AR (70)</td>
<td>63%</td>
</tr>
<tr>
<td>Overall (average)</td>
<td>58%</td>
</tr>
</tbody>
</table>

Table 9.5: Comparison of Internal Vs External Performance of Resnet-50 vs Densenet-121 as Base Model

<table>
<thead>
<tr>
<th>Model</th>
<th>Num of params</th>
<th>Training Acc</th>
<th>Seen Acc</th>
<th>Unseen Acc</th>
<th>Drop-off</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50</td>
<td>184,449</td>
<td>0.9956</td>
<td>0.82</td>
<td>0.53</td>
<td>0.29</td>
</tr>
<tr>
<td>DenseNet-121</td>
<td>149,441</td>
<td>1.0</td>
<td>0.93</td>
<td>0.56</td>
<td>0.37</td>
</tr>
</tbody>
</table>

ability of their solution. Table 9.4 shows the testing results with some significant drop-offs in accuracy. Overall the model had a sensitivity of 58% (156 of 271).

This suggests that having a large amount of training data from multiple sources and an ensemble of several advanced CNN architectures is not a complete solution to the problem of generalization to unseen sources. It may be impractical to have one set of data that covers the space of possible X-ray data acquisition parameters and protocols.

Additionally, we compared the modified Resnet-50 presented here against other CNN architectures. Instead of Resnet-50 as a pretrained base model, we used DenseNet-121. Fig. 9.14 shows a comparison of the training accuracy/loss per epoch of the compared models. For model training, as in Section 9.6.2, BIMCV-COVID-19+ data was used as the source for the COVID-19 positive class and Padchest for the COVID-19 negative class. It can be seen that both models have similar training accuracy graphs. Also, DenseNet-121 was faster to reach 100% training accuracy than Resnet-50. The internal vs external testing results of DenseNet-121 are presented in Table 9.5. The results (drop-off = 0.37) suggest that DenseNet-121 suffers from shortcut learning as well. We can also notice that when a model has higher training accuracy, it achieves higher seen testing accuracy but has a larger drop-off when tested externally.
In order to determine if our method helps using DenseNet-121 as a baseline model, we applied the proposed solution and compared seen vs unseen testing performance before and after the application of the proposed method. We used the same train and test sets used in Section 9.6.4 with ResNet-50 based model. Fig. 9.15 shows results. It can be seen that the drop-off between internal and external testing has been reduced with the application of our proposed pipeline.

On the other hand, to our knowledge, there are no similar studies to compare with our approach. However, in a related paper, a study on congestive heart failure [66] observed in CXRs addressed shortcuts by pre-training a model originally trained on Imagenet on a related problem without shortcuts (pneumonia and other lung diseases which show up in CXR). They found this approach reduced the likelihood of the final tuning capturing shortcuts. However, the approach requires choosing one particular known bias (age, BMI, sex, race, and presence of pacemaker) to precisely target and it needs careful data curation and extra steps in training. In our case, we are thinking of unknown, “concealed” shortcuts.
9.8 Summary

Deep learning based medical diagnostic systems cannot be considered clinically mature until they are also shown to be generalizable across source populations. The issues raised here apply to other image modalities and other diseases for which X-ray imaging is used. We point out shortcuts to look out for while training models and suggest steps for training data curation and preprocessing to avoid shortcut learning. The use of lung segmentation, histogram equalization, and added noise to images significantly reduced the gap in performance between cross-validation results and unseen source predictions. While overcoming shortcut learning entirely may require new neural network formulations, in this work we show the first steps towards mitigating it. Thus, leading to more fair, reliable, robust, and transparent deep learning-based clinical decision support systems.
Chapter 10: Conclusions and Future Work

10.1 Glioblastoma Prognosis

For Glioblastoma prognosis, we proposed multiple solutions to overcome the challenge of limited availability of public medical image datasets. To perform the task of overall survival analysis of Glioblastoma patients, we first explored the potential of using transfer learning and fine-tuning CNN models previously pre-trained on large-scale datasets like ImageNet. Then, we developed an ensemble-based training and testing approach with small CNNs trained from scratch. Finally, we built a snapshot learning-based system with a multi-branch CNN to merge multi-sequence MRIs for a higher predictive performance of overall survival.

This work has the limitation of using a pre-operative dataset to perform OS prediction. This can result in leaving out several prognostic factors that are available after histological confirmation. In research, the other most common prognostic factors for survival in glioblastoma patients were found to be: The age of patients, extent of resection, recursive partitioning analysis (RPA) class \[131\], and performance status (using Karnofsky Performance Scale (KPS) or the Eastern Cooperative Oncology Group (ECOG)/World Health Organization (WHO) performance status) \[78\]. Based on recent studies \[73, 101, 13, 63, 128, 25, 122, 88, 26\], improved communication and information exchange between radiology and histopathology experts is needed more than ever. Many papers have shown benefits in integrating several markers for more accurate OS prediction of patients with glioma. A study \[63\] used deep artificial neural networks on histopathologic images of gliomas and found an association of OS with several histopathologic features, such as pseudopalisading and geographic necrosis and inflammation. Recent work \[73, 88, 122\] has shown the integrated
potential of MR and histopathologic images, which has provided diagnostically relevant information for the prediction of OS in glioma. Similarly, it has been demonstrated that combining radiomics with multiomics can offer additional prognostic value [26]. Another study confirmed higher prediction accuracy when a combination of histopathologic images and genomic markers (isocitrate dehydrogenase [IDH], 1p/19q) was used [101]. Moreover, it has been shown that the addition of a radiomics model to clinical and genetic profiles improved survival prediction on glioblastoma when compared with models containing clinical and genetic profiles alone [13].

In the future, we intend to create a more advanced version of our deep learning model combining radiologic-based features from MR imaging with pathologic, clinical, and genetic markers to develop more informed and better predictors of overall survival of GBM patients.

In addition to IDH mutations [55] and 1p/19q codeletion [17], the methylation status of the O6-methyl guanine DNA methyltransferase (MGMT) gene promoter has been shown to be a strong predictor of the survival of glioblastoma patients [57]. There exist other prognostic molecular markers for which diagnostic evaluation is not routinely performed such as G-CIMP methylation, TERT promoter mutations, EGFR alterations, BRAF V600E mutations, Histone mutations, and H3K27 mutation, which can occur in histone H3.1 or H3.3 [11].

On the other hand, it may be possible to identify additional prognostic information using image analysis of the post-operative or post-treatment MRIs. A recent study has demonstrated an association between post-operative residual contrast-enhancing tumor volume in the post-surgical MRI and overall survival in newly diagnosed glioblastoma [42]. Furthermore, in our recent work [83], we showed that deep features extracted from post-treatment MRI scans, which were obtained during or after therapy, can entail relevant information for overall survival prediction. Therefore, to lend further validity to our model, we aim to combine data before and after therapy or resection, if available.
Recently, there has been increased interest in integrating non-invasive imaging techniques with clinical care for brain tumor patients. For instance, the use of amino acid PET has been shown to better identify the most biologically aggressive components of heterogeneous low and high-grade glioma [136, 12]. As another future work direction, we may explore the potential of non-invasive metabolic imaging as complementary to conventional MRI to predict survival outcomes of GBM patients using convolutional neural networks.

10.2 COVID-19 Diagnosis

For COVID-19 Diagnosis, we experimentally demonstrated that high-performing CNN-based models can be built to predict COVID-19 disease from X-rays. However, we discovered that the majority of these models suffer from drop-off in performance when tested on unseen data sources. We identified this problem as a shortcut learning issue. We showed how CNNs can exploit some unintended confounding features as shortcuts to make predictions, which, in medical image analysis, can lead to false diagnoses causing dangerous consequences to the examined patients. Finally, we point out multiple shortcuts, identified from our experiments, and practical solutions to mitigate them.

In this work, we show evidence that models, created using deep learning, which attain high accuracy/AUC on unseen data from seen sources, exhibit clear generalization gap issues and are unable to perform as well on data from external unseen sources. Unfortunately, we have too few data sources to conclude definitively that this inconsistency in performance is solely attributed to the differences in data sources or undisclosed preprocessing, or other unknown factors. CXRs of the same COVID-19 patient from two different sources would help as would full information on acquisition machines and parameters, which are not available to us at this time. Some of the data sources used in this work underwent partially or fully unknown preprocessing techniques that were not explained by the owners of the datasets. Such missing detail about the data limits our ability to be sure of providing a uniform normalization for all data sources. Due to the rapid and massive growth of the recent literature related to
COVID-19 diagnosis using AI methods from X-rays, we cannot be sure that we covered all papers. However, to our knowledge, none has proved its ability to generalize to external sites, which is the main focus of this study.

Our work here is concerned with mitigating shortcuts on the data level. In the future, we are planning to explore the possibility of solving shortcut learning at the model level. The black-box nature of CNNs continues to be further explored. More complex loss functions may be needed to avoid learning simple functions which capture shortcuts. New approaches may alleviate the problems encountered in cross-source generalization. Numerous alternate state-of-the-art techniques may provide significant improvements for medical imaging classification tasks on unseen sources and should be studied such as: multi-task learning [23], few-shot learning [45], semi-supervised learning [27], attention models [44], data synthesis (especially of confounders such as synthetic tubes/devices) [49], and federated learning. Each of these approaches improves generalization by ensuring that feature distillation is appropriately abstract, while also ensuring that the system is focused on classifying with the appropriate features. While federated learning has become a hot topic for the medical industry, it requires a high degree of coordination between facilities, and thus, the former techniques such as generative models are likely a more practical solution [67]. It must be noted that even if there is a broad variety of data there can still be shortcuts learned. Like a high likelihood of a person with a device attached having the disease. While a device indicates a suspected illness, no human doctor would diagnose based on its presence.

The medical industry, as well as any mission-critical application, requires trust in an algorithm, but this trust need not be implicit. Explainable AI (XAI) is another key factor for engineers and developers to successfully transition technology from the lab to the clinic. Decision support systems for the medical community can be hugely beneficial to the radiomics and pathology communities, but recommendations will need to be evidence-based. Technologies such as GradCAM are helping researchers, but other more sophisticated XAI solutions will be needed in the clinical space.
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Appendix A: Grad-Cam After Fine-Tuning

Table A.1 shows Grad-Cam visualization of two test samples before and after fine-tuning the model. As seen in the images, it is hard to confirm that fine-tuning has succeeded in making the model focus on lung area, though the focus there is increased. We do observe that some seemingly random locations outside the lungs are highlighted.

Table A.1: Grad-Cam Visualization of Two Test Samples Before and After Fine-tuning
Appendix B: The 68 Cases Used in Chapter 4

<table>
<thead>
<tr>
<th>Class</th>
<th>Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long-Term</td>
<td>TT020006_0011, TT020011_0006, TT020034_0011, TT020047_0014, TT020064_0003, TT020068_0003, TT020075_0002, TT020085_0006, TT020102_0003, TT020116_0022, TT020125_0005, TT020137_0003, TT020147_0036, TT020164_0001, TT020168_0001, TT020179_0003, TT020189_0004, TT020216_0017, TT020221_0033, TT020380_0007, TT020616_0009, TT020769_0009, TT020772_0012, TT020773_0015, TT020829_0007, TT020963_0006, TT021092_0102, TT021097_0062, TT021454_0004, TT021600_0062, TT023646_0056, TT023648_0051, TT023649_0031, TT026282_0002</td>
</tr>
<tr>
<td>Short-Term</td>
<td>TT020003_0014, TT020027_0002, TT020033_0002, TT020037_0020, TT020046_0013, TT020048_0012, TT020054_0013, TT020059_0006, TT020086_0014, TT020106_0006, TT020122_0022, TT020141_0041, TT020145_0006, TT020149_0028, TT020156_0003, TT020160_0008, TT020162_0025, TT020210_0013, TT020213_0003, TT020620_0071, TT020646_0062, TT020648_0030, TT020649_0007, TT021098_0057, TT021459_0003, TT021794_0005, TT021795_0003, TT022624_0004, TT024926_0006, TT024934_0004, TT025412_0045, TT026656_0010</td>
</tr>
</tbody>
</table>

Figure B.1: The 68 Cases Used in Chapter 4
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