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Abstract

More and more stability issues have been observed in real-world inverter-based resources (IBRs)

power systems. Stability analysis is highly requested in the industrial area. To have an insight into

the root causes of stability issues within IBR integrated systems, e.g, PV, wind, and battery storage

systems, the dynamic characteristics should be fully understood.

The approaches are different when considering the presupposition of investigated IBR systems.

A reduced-order analytical model of the IBR integrated system can be built if the IBR is treated

as a white box. Since the parameters and control structures of converter control can be accessed.

This analytical model can be used to reveal stability issues and propose improvement accordingly.

However, completely replicating the real-world PV farms is not feasible. Some details should be

ignored in a simplified model to conduct mathematical analysis. Meanwhile, the PV model must be

accurate enough to capture major dynamic characteristics from the original PV system. Utilizing

small-signal analysis of the linearized mathematical model, eigenvalue analysis can reveal the os-

cillation modes and identify the most impact states via participation factor analysis. Additionally,

the stability impact of IBR controller parameters can be examined by open-loop analysis.

On the other hand, the internal details of original equipment manufacturers (OEMs) will not

be provided for most scenarios due to confidential reasons. Under this condition, the IBRs are like

black boxes. The dynamic characteristics can only be identified via measurement data. Consequen-

tially, a s-domain admittance model can be found to lead the eigenvalue analysis. With measured

admittance model, two things can be achieved. The first one is that extended mode shape analysis

can be carried out to explain the dynamic phenomenons on various measurements, i.e., voltage

magnitudes, current magnitudes, frequencies, real and reactive powers at different buses. In this

way, the interactions among IBRs in a power system can be figured out. Another one is carrying

ix



out dynamic simulation using the admittance model only. Numerical Laplace transform (NLT) is

adopted to convert the frequency-domain data to fast time-domain simulation.

x



Chapter 1: Introduction

1.1 Background and Motivation

With increasing inverter-based resources (IBRs) are integrated into power grids, industry are

confronting system stability challenges. One of them is instability due to IBRs integrated into

systems with low short circuit strength, which is called weak grids [1]. In real world, there are some

stability dynamic events observed in renewable energy IBR integrated systems. Low-frequency

oscillations at 4 Hz were observed in type-4 wind farms in Texas [2]. A utility-scale PV plant

experienced 7 Hz oscillations in power measurement during transmission line outage [3]. In the

California Canyon 2 Fire disturbance, PV inverters tripped due to a subcycle (less than quarter

cycle) measured voltage above the overvoltage protective setting [4].

Among the IBR integrated systems, type-4 wind farms dynamic phenomenon has been thor-

oughly analyzed by a simplified type-4 wind model, e.g., in [5–8]. Since grid-following VSC is

employed for both type-4 wind farms and solar PVs to connect with power grids, it is reasonable to

implement the similar modeling concept to PV farm system modeling. The grid-follow converters

under weak grid condition stability mechanism can be summarized as follows. The converter is

designed in dq-axis to regulate the inner current control loop. No matter it adopts active power

control or dc-voltage control on outer d-axis, increasing the power generation leads to the increase of

d-axis current order, where d-axis aligns with the point of common coupling (PCC) voltage. Larger

current magnitude results decrease of voltage magnitude, which will limit the active power. Then

an instability phenomenon will occur [5]. Therefore, proposing a powerful mathematical analytical

model to reveal the stability root cause behind the brief mechanism concept is significant.

Since the increasing penetration of IBRs in modern power grids, the scope of this author would

not just be limited to existing stability issues. As a researcher, more potential and scalable IBR
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related stability problems should be predicted. Accordingly, solutions should be proposed to tackle

those issues. E.g., a 3-Hz oscillation has been found in the IEEE 9-bus 100% IBR-penetrated power

grid originally developed by National Renewable Energy Lab (NREL) [9]. This observation indicates

the grid-forming converters is not immune to stability issues, although grid-forming converter can

enhance synchronize stability in weak grid [10] and has advanced dynamic response over grid-

following converters [11–13].

Also, the meshed network cannot be split into a two-component system or a single IBR inte-

grated system. A planner would like to predict system stability for a combination of grid-forming

and grid-following IBRs penetrated at different locations. Then the IBRs interactions can be de-

termined. Integrating an admittance of an entire grid has been discussed in [14]. Nevertheless, it

is important to conduct more studies to investigate the critical influencing factors for dominant

oscillation modes.

In the author’s previous works, e.g, [15,16], IBR modeling are based on speculation of a white-

box. However, the IBRs are black-boxes in the perspective of grid operators for the most time. For

a specific wind farm or solar system, impedance/admittance model obtained from measurements

are generally used [17]. Hence, identifying the dynamic characteristics of IBRs with measurement

data only will be another essential mission.

1.2 Statement of Problems

Due to the increasing renewable energy sources in power market and resulted dynamic issues

observed in real world, high IBR-penetrated network stability analysis is the focus topic in the

following materials. To address this problem, there are two questions should be tackled.

• The first problem is to propose a reduced-order simplified system for industry to reveal the

root cause of any stability oscillations in a Solar Photovoltaic (PV) system. Without sacrific-

ing the accuracy, eliminate the less dynamic impact part in this analytical model. Comparing

with existing modeling approaches, this model should be a state-of-art methodology to carry

out not only linearized eigenvalue analysis but also time-domain simulation. This scenario is

2



based on assumption that the IBR is based on speculation of control structures and parame-

ters.

• The second problem is to make a inquiry if it is possible to conduct stability analysis with

measured admittance-based model. Since IBR’s converter control information is technology

proprietary, which is not fully accessible to industry operators. It will be efficient that an

admittance model of IBR can be found only based on measurement data. Then integrate

it to a scalable meshed network so that the whole system admittance model can be built.

Eigenvalue analysis and extended mode analysis can reveal dynamic performance caused by

the oscillation mode. Furthermore, a fast time-domain simulation results is expected to be

produced with measured admittance model instead of complicated electromagnetic transient

(EMT) testbed.

1.3 State-of-the-Art Survey

Some literature is visited by the author to have a widely understand of relevant state-of-the-art

works. In this section, the investigation are conducted from three aspects. The first part is the

introduction on grid-forming converter. Since grid-following converter has been well-known for

stability issues under weak grids. Grid-forming converters are becoming popular in modern power

grid in the past decade. The basic control structure and stability performance should be studies

before investigating its dynamic performance. The second one is IBR system modeling approaches.

With acknowledging the limitations of existing converter modeling approaches, an advanced and

powerful mathematical analytical model can be proposed. The third part is IBR identification

methods. There are some popular tools available for system identification. Depending those meth-

ods, the IBR admittance characterization will be revealed. That will help on the admittance-based

modeling when treating IBRs as black-boxes.
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1.3.1 Grid-Forming (GFM) Converter

The most PV and wind converters operated as grid-following (GFL) converters. They can

measure and track grid side voltage angle by phase-lock loop (PLL). In contract, the grid-forming

based converter can regulate the voltage magnitude and frequency at the point of common coupling

(PCC) point or converter side. A grid-following converter behaviors as a current source in parallel

with a impedance, while a grid-forming converter acts as a voltage source behind a series impedance

[13, 18]. Therefore, the grid-forming converter can enhance synchronize stability in weak grid [10].

They are adopted in battery energy storage converters in a island or microgrid system. For the

high-penetrated inverter-based resources (IBRs) system, the grid-forming converter has advanced

dynamic response over grid-following converters [11–13]. However, the interactions between GFM

converters have not been fully discussed. Chapter 4 will fill this gap.

1.3.1.1 Two GFM Voltage Controls

There are two commonly used voltage control strategy for grid-forming converters: multi-loop

(or double-loop) voltage control and single-loop voltage control [19], which gives two basic grid-

forming control structures with droop loops determined frequency ω∗ and voltage amplitude v∗.

The major difference between those two voltage control strategies is that they regulate the

voltage magnitude and frequency at different point. The single-loop controls the voltage and

frequency at the converter internal voltage point, while multi-loop controls the voltage and angular

frequency at the PCC bus. Thus, single-loop control advances multi-loop control on stability

performance due to simpler structure and less coupling reactance of grid-forming converter [19].

On the other hand, the single-loop control lacks of current control capability, which can cause the

converter tripping due to a fault [13].

Grid-forming control generally comes with additional droop loops as described in [19]. Beyond

the basic voltage control loop, the active power-frequency (P-f) droop control and reactive power-

voltage (Q-V) droop control are widely used in generating frequency reference ω∗ and voltage

reference v∗, respectively. The grid-forming control can be called grid-supporting control with

adding the droop control loops. With only grid-forming control, converters cannot be connected
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in parallel due to stiff regulation on voltage and frequency. However, grid-supporting controlled

VSCs are suitable for parallel operation. A grid-forming VSC can be treated as a special case of a

grid-supporting one with droop coefficients of zero [20].

1.3.1.2 Impact of Droop Gains

The stability dynamic impact of droop coefficients have been examined by existing literature.

It has been investigated that with increasing P-f droop gain, a low-frequency mode will cause

the instability [18, 19, 21–23]. And [21, 22] indicates that Q-V droop gain has a great affect on

high-frequency modes. A larger Q-V droop gain will lead the system to unstable condition.

1.3.2 IBR Modeling

1.3.2.1 GFL Modeling

Impedance or admittance modeling in dq-domain is presented in [24–26]. They proposed an

impedance/admittance model for three-phase grid integrated VSC. VSC feedback control and PLL

dynamics are included. It reveals the instability causes and investigate how PLL, control structure

parameters impact the impedance frequency responses in dq-domain. Bode plots are given to

show the frequency responses under different assumptions. Nyquist criterion is adopted to identity

the system stability [24, 26, 27]. The synchronization dynamics of current controller and voltage

feedforward loop with a low-pass filter (LPF) are discussed in [26]. It shows either increasing or

decreasing the cutoff frequency of LPF to make she system stable. This conclusion will also be

validated in our examination in Chapter 2. Different from [24–26], [27] builds the VSC output

impedance model in positive-sequence and negative-sequence. Current control loop and SRF-

PLL are included. The stability criterion is to observe the inverter output impedance in positive

and negative sequence with grid impedance. Compared to s-domain admittance-based eigenvalue

analysis, Nyquist stability criterion may not be accurate as eigenvalue stability criterion. This

shortcoming has been proved by [28].

Nonlinear state-space grid-connected PV system state space model, including VSC feedback

controls, dc/dc boost converter controls, has been built by B. Pal’s group in [29,30]. [29] incorporates
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maximum power point tracking (MPPT) and irradiance-driven dynamics. In [30], a state-space

model taking into account of all circuit dynamics is derived to examine system responses under

irradiance fluctuation, grid faults and frequency distortion. Stability issues related to weak grid

have not been investigated in [29, 30]. However, the industry desire a order-reduced simplified

modeling. The type-4 wind farms simplified state-space model has been carried out to investigate

wind system stability issues [5–8]. Those works are the foundation of PV farms simplified modeling.

Furthermore, the modeling work in Chapter 2 makes an improvement on dc side representation. An

improved dc voltage assumption will be examined in the proposed modeling, while only constant

dc input power is assumed in [7, 8, 31].

1.3.2.2 GFM Modeling

Similar to grid-following converter modeling, there are two approaches to model the grid-forming

converters: state-space model and impedance-based modeling. [18] proposed a dq−frame impedance

model of a grid-forming VSC with droops connected to infinite bus. Each individual component

is visualized as a impedance element of a circuit. Their physical interactions is revealed via Bode

plots analysis. Frequency-domain spectrum measurement and time-domain dynamic response are

adopted for the validation.

A simplified state-space model is the most common apporach to model the grid-forming system

till now, which can be found in [12,21–23]. Among them, [21,22] proposed dq− domain linear state-

space models for a multiple grid-forming VSC systems. [22] is for a two grid-forming controlled

VSC-HVDCs are parallel connected to a AC current source. And [21] is for a microgrid consists

of three grid-forming converter. Use the eigenvalue analysis, the P-f droop gains and Q-V droop

gains are investigated on the system stability impact from [21, 22]. A reduced 3rd-order state-

space model is proposed to matching with EMT dynamic responses in [23]. The stability affected

factors are investigated, such as grid impedance, operation level, and power filter time constant.

For large scale system modeling, only the grid-forming and grid-following VSCs are modelled in

dq−frame [12]. Then they are converted to abc−frame and interfaced with a large scale system via

a network solver. Besides above mentioned linearized small-signal stability analysis modeling, [12]
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proposed nonlinear state-space model on grid-forming large-signal analysis via Lyapunov stability

criterion and the La Salle’s Invariance Principle.

1.3.3 IBR Admittance Identification

The IBR admittance identification is significant for understand the dynamic characteristics. It

can be used for not only validating the proposed analytical models on frequency-domain but also

extracting the measurement-based admittance model under a black-box condition.

One of the most popular method in industry is frequency scanning [32, 33]. A small signal

harmonic will be injected on the d-axis or q-axis voltage under a particular converter working con-

dition. Then measure the current on dq-frame to conduct the admittance model via fast Fourier

transform (FFT) analysis. Then convert the measured data to s-domain admittance transfer func-

tion using vector fitting [34]. Frequency scanning and vector fitting approaches will be implemented

to identify the s-domain admittance-based IBR model in Chapter 4.

Data-driven black-box system identification has been tested in our studies, such as numerical

algorithm for subspace state space system Identification (N4SID) [35], Multivariable Output-Error

State Space (MOESP) [36], and Eigensystems Realization Algorithm (ERA) [37], are available.

Among them, ERA has been adopted to identify reduce-order i/o linear models for system sta-

bilizer design and FACTs controller design in [38]. And [39] has developed a toolbox relying on

ERA algorithm to estimate time-domain measurement’s transfer function for PV farm admittance

estimation. ERA method will be adopted for s-domain admittance modeling for PV side in Chapter

2.

1.4 Research Contributions

Based on above discussion, there are four main research contributions achieved.

• A reduced-order simplified nonlinear dq-frame model is built. The PV system can be stud-

ied from small-signal analysis and large-signal simulation, which is not accessed in existing

methods. It is examined that the dc-side dynamic can be represented by an equivalent RLC

circuit. The proposed simplified model is capable to demonstrate low-frequency oscillations
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in a PV grid integration system. The participation factor can pinpoint the most influencing

state on the oscillation mode. Furthermore, the open-loop analysis can reveal the sensitivity

of controller parameters on stability. All analysis conclusions are validated in EMT testbed

simulations.

• Laplace domain admittance model can be identified from measurement data. Two approaches

are employed: conventional sinusoidal harmonic injection (frequency scanning method), and

step response-based numerical perturbation (ERA method). The measured admittance model

can be integrated with a single bus system or a meshed network. Therefore, eigenvalue

analysis can be carried out for stability analysis. And extended mode shape tool is developed

to explain the dynamic responses at different locations. Compared to the existing admittance-

bsed modal analysis using participation factor, voltage and current related observability or

controllability, this research can be expended to any measurement.

• Furthermore, the measured admittance model can also be used to conduct fast time-domain

simulation. It can convert a given frequency-domain measurement data to time-domain sim-

ulation data directly even without building an EMT testbed. A system of a type-4 wind

farm with a parallel connected STATCOM is examined as an example. Their dq-domain

admittance models are obtained via frequency scanning and vector fitting. It can be used to

forecast interaction effects between IBR models efficiently.

1.5 Publications

First, the journal publications are listed.

1. M. Zhang, Z. Miao, L. Fan, and S. Shah, Admittance-based Small-Signal Analysis for a 100%

IBR-Penetrated Power Grid Via Frequency Scan, IEEE PES Transactions on Power Delivery,

Under Review.

2. M. Zhang, L. Fan, and Z. Miao, Reduced-Order Analytical Model of Grid-Connected Solar

Photovoltaic System for Low-Frequency Oscillation Analysis, IEEE Transactions on Sustain-

able Energy, 2021.
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3. L. Fan, Z. Miao, and M. Zhang, Subcycle Overvoltage Dynamics in Solar PVs, IEEE Trans-

actions on Power Delivery, 2020.

4. Y. Xu, M. Zhang, L. Fan, and Z. Miao, Small-Signal Stability Analysis of Type-4 Wind in

Series Compensated Networks, IEEE Transactions on Energy Conversion, 2019.

5. M. Zhang, R. S. Kar, Z. Miao, and L. Fan, New auxiliary variable-based ADMM for nonconvex

AC OPF, Electric Power Systems Research, 2019

Second, the conference publications are listed.

1. M. Zhang, Z. Miao, and L. Fan, Measured Admittance Model for Dynamic Simulation of

Inverter-Based Resources Using Numerical Laplace Transform, 2021 North American Power

Symposium (NAPS).

2. M. Zhang, Z. Miao, and L. Fan, Data Analytics of Real-World PV/Battery Systems, 2019

IEEE Power & Energy Society General Meeting (PESGM).

3. M. Zhang, Z. Miao, and L. Fan, Power Grid Partitioning: Static and Dynamic Approaches,

2018 North American Power Symposium (NAPS).

4. M. Zhang, Z. Miao, and L. Fan, Battery identification based on real-world data, 2017 North

American Power Symposium (NAPS).

5. R. S. Kar, M. Zhang, M. Zhang, and L. Fan, ADMM for nonconvex AC optimal power flow,

2017 North American Power Symposium (NAPS).

1.6 Outline of the Dissertation

This dissertation is organized as follows:

Chapter 2 shows the reduced-order simplified analytical modeling for a PV system in weak

grid. The proposed model is detailed and compared with EMT tested on frequency responses and

time-domain responses. The eigenvalue analysis and participation factor analysis are carried out
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to reveal the root cause of a 7-Hz low-frequency oscillation. In addition, some sensitivity analysis

is given.

Chapter 3 presents a toolbox for scalable IBR integrated network modeling from two approaches.

The first one is extended from the simplified analytical modeling from Chapter 2. While the second

approach is small-signal s-domain admittance modeling toolbox, which will be implemented for a 9-

bus system in Chapter 4. The eigenvalue analysis indicates they can have same result on oscillation

modes identification.

Chapter 4 provides a tutorial on how to conduct admittance-based small-signal analysis for a

100% IBR-penetrated power grid. The IBR admittance is identified via frequency scan method.

Then the mode shape analysis can explain a 3-Hz poorly damped oscillation which caused by

interaction between two GRM converters.

Chapter 5 introduces a fast conversion from given frequency-domain responses to time-domain

simulation using numerical Laplace transform (NLT) method. An example of type-4 wind farm

and paralleled STATCOM system under a weak grid is tested via fast time-domain simulations for

stability demonstration.

Chapter 6 includes the research works and the plans for future work.
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Chapter 2: Reduced-Order Analytical Modeling of PV Systems for Low-Frequency

Oscillation Analysis

In a real-world solar photovoltaic (PV) farm, low-frequency oscillations have been reported [3].

This part aims to build a simplified analytical model for a PV system for large-signal simulation and

small-signal analysis. Especially, the latter one utilizes eigenvalue analysis and participation factor

analysis to reveal influencing factors of the oscillations. There are two simplified analytical models

are proposed. The first one model assumes the input power from PV’s dc side is known and constant.

The second model assumes that PV’s dc side is represented by a constant dc voltage behind an

impedance. PV dc-side dynamics, e.g, dc/dc boost converter control and maximum power point

tracking, are ignored. But the grid-side converter (GSC) controls and electromagnetic dynamics

of the grid interconnection are still preserved. Two proposed simplified model are compared with

an electromagnetic transient (EMT) testbed with full details on time-time domain simulations,

admittance frequency-domain responses, and eigenvalue-based stability analysis. It is found that

the second simplified model is found as capable of accurately predicting oscillation stability.

The major objective of this chapter 1 is two-fold.

• A 15th-order nonlinear dq-frame model is built with the capability of large-signal simulation

and small-signal analysis for a grid-connected solar PV farm. Specifically, the dc-side dy-

namics are represented by an equivalent circuit and its parameters can be found through the

measured dc admittance. Different to many other existing research papers in the literature

adopted state-space models designed for grid-following converters, e.g., [28, 40], which are

linear models suitable for small-signal analysis only. This model can accurately demonstrate

1The majority of this chapter was published in IEEE Transactions on Sustainable Energy [15], 2021. Permissions
are included in Appendix A.
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low-frequency oscillations in a PV grid integration system. Small-signal analysis based on the

model pinpoints influencing factors of the oscillations.

• The proposed simplified models are compared with the EMT testbed with full details on

not only time-domain simulation results, but also frequency-domain responses of solar PV

admittances. In addition, stability analysis results are compared using system eigenvalues.

For the analytical models in the synchronous frame, linear models can be found through

numerical perturbation. With linear models, eigenvalues can be computed. For the EMT

testbed where three-phase instantaneous voltages and currents are state variables, measure-

ment data-based admittance characterization is adopted to obtain admittance. Not only

the conventional sinusoidal harmonic injection or frequency scan is employed but also time-

domain step response-based method is employed. With the PV system admittance available

and the grid interconnection admittance derived, s-domain admittance-based eigenvalue anal-

ysis proposed in 1990s in [41] is utilized for stability analysis. This method is found to lead

to accurate stability analysis compared to Bode plot stability criterion [42].

The remainder of the part is organized as follows. The first section introduces the 400-kW PV

farm grid integration EMT testbed. Low-frequency oscillations are demonstrated. The admittance

of the PV farm is also characterized. s-domain admittance-based eigenvalue analysis is then con-

ducted to find stability limit. The second section describes the simplified models and presents the

comparison results on dynamic simulation, admittance, and eigenvalue analysis. The third section

presents the participation factor analysis of the selected simplified model. The fourth section con-

ducted controller parameter sensitivity analysis and EMT validation. Finally it is concluded in the

last section.

2.1 Detailed EMT Testbed

The testbed is developed based on the 400-kW grid-connected PV farm demo in MATLAB/Sim-

PowerSystems [43]. A 400 kW 260 V PV system is integrated into a 120 kV grid through a step

transformer, 25 kV line, and another step-up transformer.
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The transmission topology and converter controls have been tuned for this research. The topol-

ogy diagram is shown in Fig. 2.1. The GSC assumes PCC voltage oriented grid-following vector

control and it regulates dc-link voltage and PCC voltage. The phase-locked loop (PLL) has three-

phase PCC voltage as the input and outputs the PCC voltage angle. The PLL is also used to

synchronize the converter to the grid. Details of the converter control can refer to Fig. 2.13. The

PV farm consists of four PV arrays connected in parallel. Each array has a capability of 100 kW

at 1000 W/m2 sun irradiance.
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Figure 2.1: EMT testbed 400-kW grid-connected PV farm

The PV voltage (VPV ) is the PV array output voltage, or the input voltage to a dc/dc boost

converter. The dc/dc boost converter control realizes MPPT, which adopts “perturb and observe”

technique. The dc/dc booster’s output voltage is at 500 V level. This 500 V dc voltage is converted

to a three-phase 260 V ac voltage by a VSC. A shunt capacitor (C1) is connected at the PCC bus

to provide reactive power. Two transformers (T1, T2) step the 260 V ac voltage to 25 kV and 120

kV, respectively. The system parameters are given in Table 2.1.

The steady-state limits of the system, denoted by the aggregated transmission system (from the

PCC bus to the 120 kV grid) reactance Xg, can be found by load flow. The transmission system

resistance is assumed to be 10% of the reactance. Table 2.2 presents the two limits: 1.16 pu when

the GSC is in PCC voltage control mode and 0.74 pu when the GSC is in reactive power control

mode. In both cases, the real power delivery from the GSC to the PCC bus is kept at 0.935 pu.
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Table 2.1: PV system parameters

Description Parameters Value

Power base Sbase 400 kW

Power level PPCC 0.935 pu

System frequency fbase 60 Hz

Converter filter
R1 0.15/50 pu
X1 0.15 pu

Shunt capacitor C1 0.25 pu

DC-link capacitor Cdc 0.054 F

Transmission system Rg 0.1Xg

Inner loop Kpi, Kii 0.3, 5

DC-link control loop Kpp, Kip 1, 100

Vac control loop Kpv, Kiv 1, 100

Q control loop Kpq, Kiq 1, 100

PLL Kp,PLL, Ki,PLL 60, 1400

Feedforward filter TV F 0.001

Table 2.2: Steady-state limits

Control mode PPCC = 0.935 pu

PCC voltage control: VPCC = 1.0 pu Xg = 1.16 pu

Reactive power control: QPCC = 0 pu Xg = 0.74 pu

Low-frequency oscillations at 7 ∼ 8 Hz can be observed when the transmission line impedance

Xg is 1.0 pu. The GSC assumes dc-link voltage control mode in the d-axis and PCC voltage control

mode in the q-axis. Fig. 2.2 (a) and (b) present the system dynamic responses when the PCC

voltage control’s order (V ∗PCC) steps from 1.0 pu to 0.99 pu at t = 4 s.

It can be clearly seen that the system is at the marginal stability condition. Fig. 2.2 (a) shows

that 7 Hz oscillations appear in PV’s 500 V dc-link voltage, dc-side current and power. Fig. 2.2

(b) shows that 7 Hz oscillations appear in PV’s ac side dq-frame current and voltage as well as real

power and reactive power measured at the PCC bus.

Thus, it can be found that oscillations reduce the limit of operation from Xg = 1.16 pu to

Xg = 1.0 pu.

Notation of Fig. 2.2: V ∗PCC steps from 1.0 to 0.99 at t = 4 s. (a) Detailed testbed: dc side

variables (duty cycle of the dc/dc boost converter, PV side voltage, boost converter output voltage,

dc side current and dc side power); (b) Detailed testbed: ac side variables (dq-axis GSC current to
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Figure 2.2: Dynamic responses of the EMT testbed with full details (a)(b) and two simplified
models (c)(d)
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the PCC bus, dq-axis PCC bus voltage, and real and reactive power to PCC bus), Xg = 1.0 pu;

(c) Constant dc voltage simplified model: ac side variables (dq-axis GSC current to the PCC bus,

dq-axis PCC bus voltage, and real and reactive power to PCC bus), Xg = 1.0 pu; (d) Constant

input power simplified model: ac side variables (dq-axis GSC current to the PCC bus, dq-axis PCC

bus voltage, and real and reactive power to PCC bus), Xg = 0.96 pu.

2.1.1 Solar PV Admittance Characterization

Harmonic injection method or frequency scan method is the most popular method applied for

admittance or impedance characterization [32, 44–46]. A measurement testbed is first built with

a PV farm connected to a voltage source at the measurement point. The measurement point has

been notated as the dotted line after the 260 V/25 kV transformer in Fig. 1. First, the PV farm’s

operating condition, defined by the measured real power and reactive power to the PCC bus from

the converter and the PCC bus voltage magnitude, is set to be the same as the EMT testbed.

The dq-frame admittance characterization relies on d-axis voltage perturbation and q-axis voltage

perturbation.

For harmonic injection method or frequency scan, the q-axis voltage is kept intact, sinusoidal

injection at a frequency ωp with a known magnitude is added on top of the d-axis voltage. The

dq-axis currents from the converter are measured and the harmonic components at ωp frequency

are found via fast Fourier transform (FFT). From this set of experiment, three phasors are found

∆vd(jωp), ∆id(jωp), and ∆iq(jωp). Thus, the admittance matrix’s dd and qd components at ωp

frequency can be found as

Ydd(jωp) = −∆id(jωp)

∆vd(jωp)
, Yqd(jωp) = −∆iq(jωp)

∆vd(jωp)
.

Similarly, the dq and qq components can be found by vq perturbation. To obtain the admittance

measurement for a span of frequency range, hundreds of experiments need to be carried out. Fig.

2.4a presents the Bode plot of the measured admittance obtained by frequency scan.
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An alternative method for admittance characterization is to use time-domain data. When the

time-domain data of the input and output channels are obtained, well-known system identification

algorithms, such as numerical algorithm for subspace state space system Identification (N4SID) [35],

Multivariable Output-Error State Space (MOESP) [36], and Eigensystems Realization Algorithm

(ERA) [37], can be employed. Among them, ERA has been applied in power systems to identify

reduced-order input/output linear models for power system stabilizer design and FACTs controller

design [38]. An in-house toolbox relying on ERA algorithm to estimate time-domain measurement’s

transfer function has been designed for PV farm admittance estimation in this research. Details of

ERA can be found in a tutorial paper from the authors’ research group [39].

The perturbation is designed as a step change in d-axis or q-axis voltage. Each small-signal

perturbation generates two time-domain responses: dq-axis currents exporting from the PV farm

to the voltage source: i
(k)
d (t) and i

(k)
q (t), where k = 1, 2 notates the index of each experiment. With

the transfer functions of i
(k)
d (s) and i

(k)
q (s) being identified, the admittance model can be found as:

YGSC = −

 i
(1)
d (s)

v
(1)
d (s)

i
(2)
d (s)

v
(2)
q (s)

i
(1)
q (s)

v
(1)
d (s)

i
(2)
q (s)

v
(2)
q (s)

 = −s
p

i(1)
d (s) i

(2)
d (s)

i
(1)
q (s) i

(2)
q (s)

 (2.1)

where p is the size of perturbation and v
(1)
d (s) = v

(2)
q (s) = p/s. The negative sign is due to the

current direction as flowing out of the PV.

The measurement point is close to the PCC bus. A small impedance (e.g., 0.01 + j0.1 pu) is

usually inserted between the PCC bus and the measurement point.

First, 2% step change is applied to the d-axis voltage and i
(1)
g,d, i

(1)
g,q are measured. Next, 2% step

change is applied to the q-axis voltage and i
(2)
g,d, i

(2)
g,q are measured.

i
(1)
g,d, i

(1)
g,q, i

(2)
g,d, i

(2)
g,q are fed into the toolbox for estimation. The estimated currents by the toolbox

are plotted along with the original measured data in Fig. 2.3. The estimated system order is

defined as 18. Additionally, the sampling period is 0.25 second with 2 kHz sampling rate. The

Bode plots of the estimated admittance are shown as the solid lines in Fig. 2.4a.
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It can be seen that the time-domain data based estimation and frequency scan method lead to

very similar admittance. In addition, frequency scan leads to admittance measurements at those

perturbed frequencies while the time-domain data based method leads to an analytical model in

s-domain. The latter can be directly used for eigenvalue analysis.
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Figure 2.3: Original measurement and the reconstructed signal using estimated eigenvalues

2.1.2 s-domain Admittance-based Eigenvalue Analysis

In the power grid industry, small-signal analysis is usually conducted by examining the eigen-

values of linear models, which are obtained from nonlinear dq-frame models through numerical

perturbation [47]. On the other hand, a system can be divided into subsystems. With each subsys-

tem viewed as an admittance, the entire system may be viewed as a circuit consisting of admittances.

Stability analysis can be carried out using the network admittance. The two approaches lead to

the same eigenvalues with benchmarking results presented in [14].

The system in Fig. 1 is viewed at the measuring point with two shunt admittances: YGSC and

Yg, where YGSC is the admittance of the subsystem at the left of the measurement point and Yg
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Figure 2.4: Bode plots of the admittance models and eigenvalues of the detailed model where Xg

varies from 0.5 to 1.1 pu
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is the Norton equivalent admittance of the grid interconnection at the right of the measurement

point.

Applying circuit analysis, it can be found the relationship between the injected small current

at the measuring point and the voltage of the measuring point as follows.

∆id,inj

∆iq,inj

 = (YGSC + Yg)

∆vd

∆vq

 (2.2)

If (2.2) is viewed as an input/output system, then the PCC voltage is the output (notated as y)

and the injected current is the input (notated as u). Hence, the transfer function matrix notated

as G(s) from u to y is:

G(s) = (YGSC + Yg︸ ︷︷ ︸
Y

)−1 (2.3)

where

Yg =

Rg + sLg −ω0Lg

ω0Lg Rg + sLg


−1

,

and ω0 is the nominal frequency 377 rad/s.

Poles of G(s) are the eigenvalues of the system. In turn, roots of det(Y ) or the zeros of the

s-domain admittance matrix Y are the eigenvalues of the system.The eigenvalues of whole system

can be found as the zeros of (YGSC +Yg). The aforementioned eigenvalue analysis tool was proposed

in [41] by Semlyen and termed as s-domain admittance based eigenvalue analysis. Most recently,

this approach has been adopted in [42,48] for power grids with IBR penetrations.

By varying grid side admittance, the whole system eigenvalue trajectory can be found and pre-

sented in Fig. 2.4b. The marginal condition Xg = 1.02 pu is accurately predicted and corroborates

with the simulation results in Fig. 2.2(a)(b).
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2.2 Simplified Analytical Models

The simplified nonlinear analytical models are based on a per unit circuit diagram shown in

Fig. 2.5. Resistances and inductances of the transformers and the transmission line are aggregated

into Rg and Lg, respectively.

VPCCI1

L1 R1

C1

Cdc

Ig

PV
Grid

Vg

Rg Lg

DC-link GSC

DC

AC

VC

Figure 2.5: Per unit circuit diagram of a grid connected PV farm

2.2.1 DC Side Representation

The dc side dynamic has a coupling effect on ac side [49].

Thus, it is obvious that different dc side representations will have affect on the admittance

viewed from the ac side.

Besides constant input power assumption adopted in [8], constant dc voltage assumption is

examined. The circuit representations are presented in Fig. 2.6. Fig. 2.6(a) presents the constant

input power assumption. In the case of constant input power, the dc side is assumed to be a

controllable current source with its power Ppv given.

Fig. 2.6(b) is the constant dc voltage representation. The dc side is treated as an equivalent

circuit: a constant dc voltage source behind an RLC circuit.

For constant power model, the input power from PV dc side to the dc-link is given as Ppv. The

dc-link capacitor dynamic can be expressed by (2.4).

Cdc

2

dVdc2

dt
= Ppv − Pconv (2.4)

where Ppv is a constant value, and Pconv is computed by the ac side variables (converter output

voltage vdq and current i1dq) and Pconv = vdi1d + vqi1q in per unit. The block diagram is presented
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Figure 2.6: Simplified models to represent the dc-side dynamics of constant Ppv model (a) and
constant Vpv model (b)

in Fig. 2.7 (a). The output Vdc2 in per unit will be fed into VSC control in the analytical model

block diagram in Fig. 2.13.

For constant voltage model, the shunt capacitor Cpv can be ignored if Cpv � Cdc. The dc-link

capacitor dynamics and the inductor dynamics can be expressed in (2.5) and (2.6). Fig. 2.7 (b)

presents the block diagram for the constant dc voltage source model.

Cdc

2

dV 2
dc

dt
= IpvVdc − Pconv (2.5)

Lpv
dIpv

dt
= Vpv − Vdc − IpvRpv (2.6)

To determine Rpv and Lpv, the admittance viewed at the dc-link bus of the EMT testbed will be

measured via the sinusoidal harmonic injection. The dc side measurement point (YDC) is marked

in Fig. 2.1. The frequency responses are shown by Bode plots in Fig. 2.8 (a) with the three dotted

lines representing three different irradiance conditions.

Rpv, Lpv, and Cpv are properly selected to fit the frequency responses of the measured admit-

tance. In Fig. 2.8 (b), the constant voltage with Rpv = 0.42 Ω, Lpv = 0.003 H, Cpv = 1e−4 F is

adopted to represent the dc side system when the irradiance is 1000 W/m2 or 800 W/m2, since

those two scenarios have very similar frequency responses. The constant voltage with Rpv = 0.6 Ω,
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Figure 2.7: DC-side dynamics modeling of constant Ppv and constant Vpv

Lpv = 0.003 H, and Cpv = 6e−5 F is adopted to represent the dc side system when the irradiance

is 500 W/m2. They are listed in Table 2.3. Notice that Cpv is very small comparing to Cdc (0.0543

F), so Cpv can be ignored in the simplified model.

Table 2.3: The corresponding Rpv, Lpv, and Cpv regarding different irradiance conditions

Irradiance
(detailed)

Constant voltage Rpv, Lpv

(simplified)

1000 W/m2 Rpv = 0.42 Ω, Lpv = 0.003 H, Cpv = 1e−4 F

800 W/m2 Rpv = 0.42 Ω, Lpv = 0.003 H, Cpv = 1e−4 F

500 W/m2 Rpv = 0.60 Ω, Lpv = 0.003 H, Cpv = 6e−5 F

As a comparison, the Bode plot of constant power assumption is presented as the black dash-dot

line in Fig. 2.8 (b). The dc side can be viewed as a resistor under the constant dc power source

assumption:

∆Ppv = Vdc∆Idc + Idc∆Vdc = 0

Rpv = −∆Vdc

∆Idc
=
Vdc

Idc
,
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Figure 2.8: The DC side admittance viewed from the dc-link bus in measured EMT testbed and
simplified model

where Idc is the dc current when the irradiance is 1000 W/m2. Significant difference exists between

this admittance and the measured admittance.
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Figure 2.10: Eigenvalues of simplified models where Xg varies form 0.5 to 1.10 pu with each step
0.02 pu under constant input power (a) and constant dc voltage (b)

2.2.2 Grid-Connected VSC Representation

Modeling of grid-connected VSC has been addressed in the authors prior work, e.g., [6–8]. Brief

explanation of the modeling assumption is given in the following.

The block diagram of the dq-frame based model is shown in Fig. 2.13. The two simplified models

have orders of 14 (constant input power assumption) and 15 (constant dc voltage assumption).

25



This dynamic model consists of a 6-order grid dynamic block where two inductors and one

shunt capacitor dynamics are considered, a 2-order synchronous reference frame-based PLL, a 4-

order vector control, a 1-order voltage feedforward low-pass filter and a 1-order (for constant power

assumption) or 2-order (for constant dc voltage assumption) dc side dynamics.

The grid-connected converter model is based on two dq reference frames: converter-based frame

(denoted as superscript c) for vector control and grid frame (denoted as superscript g) for grid

dynamics. At steady-state, the d-axis of the converter frame aligns with the PCC voltage space

vector, while the d-axis of the grid frame aligns with the grid voltage space vector. The converter

frame is based on the PLL output angle. Thus, the converter frame leads the grid frame by the

PLL output angle ∆θ.

More details on dq-frame based dynamic modeling, PLL details for a grid-connected VSC in

real power control and ac voltage control mode can be found in the authors’ prior work [6–8].

The converter control is based on the converter frame. In the outer loop of the converter control,

d-axis is for dc-link voltage regulation while the q-axis is for ac voltage or reactive power regulation.

The dc-link voltage control generates d-axis current reference ic∗1d while the voltage or var control

generates q-axis current reference ic∗1q. The inner current controls have faster bandwidth to track

the current orders. Current decoupling feedforward [50] has been adopted in the inner control. The

q-axis voltage feedforward vcPCC,q with a voltage feedforward filter (VFF) has been added in VSC

control to enhance the system stability.

The converter control leads to controllable dq-axis converter output voltage in the converter

frame. In the dynamic model block diagram in Fig. 2.13, the converter is treated as controllable

voltage source for the circuit. This voltage source is converted into a voltage source in the grid frame

and fed into the grid dynamics block. Outputs of the grid dynamics block are dq-axis converter

current and PCC voltage in the grid frame. In turn, the PCC voltage phase angle ∆θPCC are also

exported to feed into the PLL block to generate the PLL angle ∆θ. ∆θ is used as the input for

frame conversion. Real and reactive power of converter output may also be calibrated by the grid

dynamics block.
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Thus, the entire analytical model is built in dq-frames. The model is a nonlinear model since

no assumption of linearization has been made. For example, power expressions are nonlinear to

voltage and currents; frame conversion uses sine and cosine of the PLL output angle. At balanced

operating conditions, this model has state variables as constants at equilibrium points. Numerical

perturbation can be implemented to easily extract the linearized models for small-signal analysis.

2.2.3 Comparison with EMT Testbed
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Figure 2.11: Constant dc voltage model’s eigenvalues when Xg = 1.0 pu

Fig. 2.10 presents the loci of eigenvalues with a varying Xg. It can be seen that the dominant

7.8 Hz mode moves towards the right half plane (RHP) when Xg increases or the grid becomes

weaker. Thus, both of the two simplified models can demonstrate low-frequency oscillations due to

weak grid interconnection. The constant input power model identifies Xg = 0.96 pu as the marginal

condition, while the constant dc voltage model identifies Xg = 1.02 pu as the marginal condition.

Note that the detailed model indicates that 1.02 pu is the marginal condition. The prediction of

the constant dc voltage model is the same as that from the s-domain admittance-based eigenvalue

analysis in Fig. 2.4b.
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Figure 2.12: Time-domain dynamic responses of line tripping in the EMT testbed and the
constant voltage model

Dynamic simulation with irradiance at 1000 W/m2 is carried out using the simplified models.

Fig. 2.2 (c)(d) present the constant dc voltage model ’s and constant input power model’s dynamic

responses at the corresponding marginal conditions (Xg at 1.00 pu and 0.96 pu, respectively).

The dynamic event is a small change in the PCC voltage order. It can be seen that 7 ∼ 8 Hz

oscillations appear in both models. Furthermore, another two irradiance conditions are examined

using constant voltage simplified model and the simulation results line tripping events are presented

in Fig. 2.12. (a) Xg steps from 1.20 to 1.30 p.u. Blue line: irradiance at 800 W/m2 in the EMT

testbed. Red line: Rpv = 0.42 Ω, Lpv = 0.003 H in the simplified model. (b) Xg steps from 2.00
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to 2.19 p.u. Blue line: irradiance at 500 W/m2 in the EMT testbed. Red line: Rpv = 0.6 Ω,

Lpv = 0.003 H in the simplified model.

Finally, frequency-domain responses of the two simplified models and EMT detailed model are

compared. The Bode plots are presented in Fig. 2.4a. It can be seen that the two simplified

models and the detailed model have comparable frequency-domain responses, especially in the low-

frequency range. Among the two simplified models, the constant dc voltage model is more similar

to the EMT detailed model. It is found that the qq component of the admittance (Yqq) shows

notable difference in magnitude and phase angle near 10 Hz for the constant input power model

and the detailed EMT model. That is due to the dc side frequency responses mismatching shown

in Fig. 2.8 (b).

Based on comparison of time-domain simulation results, eigenvalue-based stability analysis re-

sults, and frequency-domain responses of admittances, it is found that the 15th-order constant dc

voltage model is more accurate for low-frequency oscillation analysis.

2.3 Eigenvalue and Participation Factor Analysis

In this section, eigenvalue and participation factor analysis is conducted for the simplified model

with constant dc voltage assumption. Fig. 2.11 gives an overall eigenvalue plot for the constant

dc voltage model at the marginal condition of Xg = 1 pu. The system has 15 eigenvalues with ten

complex conjugate eigenvalues denoting five oscillation modes. These ten eigenvalues are noted as

λi, where i = 1, · · · , 10. Among them, λ9 and λ10 notate the an oscillation mode of 7.4 Hz close to

the imaginary axis.

The participation factor table for the constant power model is presented in Table 2.4. The

participation factor table for the constant voltage model is presented in Table 2.5 for the five

modes. Those two models have very similar participation factor analysis results. In Table 2.5, the

leftmost column notates the 15 state variables. Those participation factors with relatively large

values are highlighted in bold. Based on the participation factor table, Table 2.6 lists the most

relevant factors for the five oscillation modes.
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Table 2.4: Participation factor table for the constant dc power model.

State Variable λ1,2 λ3,4 λ5,6 λ7,8 λ9,10

V 2
dc 0.0002 0.037 0.029 0.2526 0.246

ig1d 0.3633 0.0752 0.0994 0.0208 0.0035

ig1q 0.1343 0.17 0.1163 0.0476 0.0059

iggd 0.0471 0.1446 0.2865 0.0589 0.0146

iggq 0.0186 0.2851 0.5107 0.1092 0.0385

vgPCC,d 0.3731 0.1568 0.1199 0.0293 0.0105

vgPCC,q 0.1117 0.3075 0.1035 0.0167 0.0043

θ 0.0117 0.0095 0.1064 0.7867 0.3109

∆ω 0.0001 0.0003 0.0066 0.3591 0.1335

VFF 0.164 0.1187 0.433 0.0912 0.0392

Vdc PI 0 0.0043 0.0078 0.5153 0.2217

VPCC PI 0.0018 0.014 0.1143 0.638 0.3596

q-axis current PI 0.0012 0.0014 0.0182 0.017 0.0118

d-axis current PI 0.0001 0.0012 0.0097 0.0536 0.0086

Table 2.5: Participation factor table for the constant dc voltage model

State Variable λ1,2 λ3,4 λ5,6 λ7,8 λ9,10

V 2
dc 0.0002 0.0391 0.0353 0.4985 0.2519

ig1d 0.3832 0.0612 0.0968 0.0135 0.0047

ig1q 0.1146 0.1605 0.1207 0.0481 0.0087

iggd 0.0469 0.1242 0.3302 0.0546 0.0193

iggq 0.0161 0.3067 0.4698 0.1089 0.0482

vgPCC,d 0.3892 0.1344 0.1207 0.0333 0.0134

vgPCC,q 0.0943 0.3279 0.1049 0.0195 0.0029

θ 0.0118 0.0100 0.1061 0.5326 0.3930

∆ω 0.0001 0.0003 0.0066 0.1787 0.1694

VFF 0.1646 0.1192 0.4271 0.1413 0.0526

Vdc PI 0.0000 0.0046 0.0093 0.4236 0.1708

VPCC PI 0.0018 0.0152 0.1170 0.4449 0.4296

q-axis current PI 0.0012 0.0015 0.0182 0.0205 0.0159

d-axis current PI 0.0000 0.0003 0.0016 0.4607 0.0710

Ipv 0.0001 0.0013 0.0101 0.0420 0.0063

The two high-frequency (> 100 Hz ) modes λ1,2, λ3,4 are mainly due to grid LC dynamics. Note

that VFF influences these two modes. The 58.5 Hz mode λ5,6 is mainly related to grid dynamics

and VFF. The two low-frequency modes λ7,8 at 7.5 Hz λ9,10 at 7.8 Hz are influenced by the outer

controls and PLL.

30



Table 2.6: Constant dc voltage model’s eigenvalues and influencing factors

Modes Eigenvalue Freq. (Hz) Most relevant factors

λ1,2 −830.2± j2207.4 351.3 LC dynamics
λ3,4 −98.5± j841.0 133.8 LC dynamics
λ5,6 −87.0± j368.1 58.5 VFF and grid dynamics
λ7,8 −73.9± j47.70 7.5 Outer control and PLL
λ9,10 −0.8± j49.2 7.8 Outer control and PLL

The participation factor analysis of the dominant oscillation mode at 7.8 Hz indicates that

this mode is influenced by the PLL and the VSC outer controls. In addition, this mode moves

to the RHP when the grid becomes weaker. The characteristics of the low-frequency oscillation

mode identified using the simplified model indeed matches the existing knowledge on low-frequency

oscillations due to VSC in weak grids. To this end, the proposed 15th-order model fulfills the

goal of providing both time-domain simulation and small-signal stability analysis for low-frequency

oscillations due to weak grid interconnection.

2.4 Sensitivity Analysis and Validation

In this section, the stability sensitivity regarding controller parameters are investigated based

on the constant power control assumption, shown in Fig, 2.13. We will first analyze the impact of Vq

feedforward with first-order filter (VFF) on both unity power factor (UPF) control and Vac voltage

control. The root locus, participation factor (PF), and eigenvalue are conducted. Additionally, the

analysis on PLL, Vac gain and DC-link capacitor size will be investigated. Finally, we will validate

the analysis through PV Simpower testbed.

2.4.1 Impact of VFF

Fig. 2.14 gives the Vq feedforward open-loop diagrams, which are applied for UPF control and

Vac control. Figure (a) is for Vq feedfoward open-loop without the filter, while the figure (b) is for

Vq feedfoward open-loop with the filter.

Root locus analysis can be used for examining how modes of the system change with variation

of open-loop gain. Based on the diagram in Fig. 2.14, we can use MATLAB rlocus command to
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Figure 2.13: Block diagram of the dynamic system model
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Figure 2.14: Vq feedforward open-loop diagrams without/with filter

carry out the root locus plot in Fig. 2.15. We assume Xg is 0.72 pu. Note that the imaginary is in

rad/second and divide it by 2π to get the frequency in Hz. The gain direction is from ”×” to ”o”.

The gain equals zero represents the mode positions without Vq feedforward, and the gain equals

one represents the mode positions with Vq feedforward.

The Vq feedforward open-loop root locus of UPF control is resented in Fig. 2.15 (a)(b). Subplot

(a) indicates adding Vq feedforward without filter will lead the high-frequency mode λ3 to left. And

subplot (b) shows that adding Vq feedforward with filter (VFF) still lead the λ3 to left-half plane
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Figure 2.15: Root locus of Vq feedforward open-loop

(LHP) from right-half plane (RHP). Both (a) and (b) shows the low-frequency modes λ7,9 move to

left when Xg = 0.72 pu.

The Vq feedforward open-loop root locus of Vac control is presented in Fig. 2.15 (c)(d). Subplots

(c) is the scenario without filter, which is based on Fig. 2.14 (b). We can observe that the high-

frequency mode λ3 moves toward RHP if the Vq feedforward is added. On the other hand, adding
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Vq feedforward with filter can lead the high-frequency mode λ3 to left in subplot (d). And low-

frequency modes λ7,9 moves left when Xg = 0.92 pu.

UPF and Vac control root locus analysis indicate VFF will lead the high-frequency mode λ3 and

low-frequency modes λ7,9 to left, which improves the system stability. Also, VFF will introduce a

high-frequency mode λ5.
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Figure 2.16: Eigenvalue loci of UPF control and Vac control with varying Xg

To validate the conclusion from root locus analysis, the eigenvalue loci for UPF control and Vac

control are plotted in Fig. 2.16. First, we can see that Vac voltage control is better than UPF control

on marginal condition. Second, adding VFF improves system stability condition. In subplots (a),

we notice that the oscillation can only appear when there is no VFF under UPF control. Once

VFF is added, the stability marginal Xg is improved. Eigenvalue loci will not go across imaginary

axis since Xg = 0.74 pu is the steady-state limit, seen Table 2.2. On the other hand, oscillation

can happen under Vac control. Since Xg = 0.94 pu is still under the steady-state limit.

The participation factors (PFs) against dominated low-frequency mode λ9 are listed in Table

2.7. Four scenarios are investigated here. PFs are generated in the marginal condition. It can be
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Table 2.7: PFs of dominated mode λ9

Description
State

Variable
UPF Control Vac control

Without VFF With VFF Without VFF VFF

DC-link Dynamic V 2
dc 0.0699 0.0788 0.2010 0.2475

Grid Dynamic

ig1,d 0.0026 0.0029 0.0008 0.0215

ig1,q 0.0436 0.0485 0.0060 0.0504

igg,d 0.0148 0.0160 0.0072 0.0594

igg,q 0.0168 0.0181 0.0354 0.1124
vgPCC,d 0.0018 0.0020 0.0055 0.0278

vgPCC,q 0.0020 0.0023 0.0025 0.0153

PLL Dynamic
θ 0.4266 0.4465 0.3016 0.9678

∆ω 0.4193 0.4359 0.1513 0.5456

Outer-loop PI
i1d 0.0713 0.0804 0.1868 0.4665
i1q - - 0.2897 0.7414

Inner-loop PI
ud 0.0007 0.0008 0.0647 0.0168
uq 0.0348 0.0077 0.0697 0.0598

VFF V c
PCC,q - 0.0357 - 0.0745

noticed that the PLL dynamic has the greatest impact on the dominant eigenvalue. After adding

Vac outer loop control, both PLL and Vac control have the most impact on dominant mode.

2.4.2 Impact of PLL
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Figure 2.17: Block diagrams of a PLL

We already know PLL dynamic has a great effect on dominated mode λ9,10. This part is to

investigate PLL’s effect on system stability through Bode plots and reactance and resistance (XR)

crossover criteria based on impedance model.
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Adding VFF gives PLL a better capability to synchronize converter’s voltage with PCC’s voltage

in q-axis. A general second-order PLL, which is detailed in Chapter 6 [51], is adopted here. Fig.

2.17 gives the control blocks. (a) indicates the original PLL control block in Simpower testbed. And

(b) represents the PLL in analytical model dq-frame. We can see θ is integrated from ∆ω and ∆ω

is generated from vcPCC,q through proportional integral (PI) controller. Although Vq feedforward

(V c
PCC,q) is zero in steady state. We notice that V c

PCC,q has a great effect on the low-frequency

modes since V c
PCC,q is directly computed from PLL.
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Figure 2.18: Root locus of VFF open-loop under Vac control with varying PLL bandwidth where
Xg = 0.9 pu

Table 2.8: PLL parameters and corresponding bandwidth

Kp,PLL, Ki,PLL (pu) [28, 100] [60, 1400] [180, 1400] [600, 1400]

Bandwidth (Hz) 5 13 30 100

The VFF open-loop root locus under Vac control is firstly given in Fig. 2.18. Four PLLs are

tested. Their corresponding parameters and bandwidth are listed in TABLE 2.8. We treat 13 HZ

PLL as the benchmark and compare it with lower and higher bandwidth PLLs. In Fig. 2.18 (a) we
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can see the PLL with higher bandwidth leads SSR mode to RHP. In Fig. 2.18 (b), 13 Hz PLL is the

worst scenario. Increasing PLL bandwidth can mitigate the effect of VFF and moves low-frequency

mode λ9 away from imaginary axis. But the very slow PLL, i.e. with 5 Hz bandwidth, can pull

the λ9 to left dramatically. In another word, increasing PLL bandwidth can worsen mode λ5,6 but

improve mode λ9,10. And the stability can be improved by tuning PLL to very small bandwidth.
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Figure 2.19: Bode plots of Zg(s) and Z1(s) with varying PLL bandwidth

Table 2.9: SSR stability criteria

X zero crossover R > 0 R < 0

X slope > 0 Stable Unstable

X slope < 0 Unstable Stable

Open-loop analysis is used to generate the s-domain transfer functions of grid side impedance

Zg(s) and converter side impedance Z1(s) in q-axis. Zg(s) can be carried out by open-loop linear

analysis between vcq and ic1q in Fig. 2.13. Similarly, we can get Z1(s) from ic1q to vcq. Varying PLL

affect directly on grid side impedance. The bode plots are presented in Fig. 2.19. There are three

dips where Zg(s) magnitude crossing Z1(s) magnitude. They can be used to judge the potential
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Figure 2.20: q-axis total impedance XR zero crossover check

oscillation modes. And the system is unstable if the corresponding phase difference is smaller than

−180 degree. We can use the dips where frequency is 8 Hz to verify stability. Only the scenario

with 100 Hz PLL is unstable. That matches with our root locus analysis in Fig. 2.18.

Furthermore, reactance zero crossover criteria [52] can be used to judge the subsynchronous

resonant (SSR) based on impedance model. The effect of PLL bandwidth on total q-axis impedance

can be observed. The total q-axis impedance can be computed from the sum of Zg(s) and Z1(s).

Then we can plot the subsynchronous frequency response of resistance (R) and reactance (X),
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which are plotted in Fig.2.20. (a)(b)(c)(d) are representing 5-Hz PLL, 13-Hz PLL, 30-Hz PLL, and

100-Hz PLL, respectively. The XR zero crossover criteria is listed in TABLE 2.9. We can see high

frequency bandwidth PLL results a 53.7 Hz SSR to cause system unstable. Therefore, q-axis total

impedance frequency response stability analysis matches with previous two approaches. In a word,

tuning PLL bandwidth can improve system stability. But too fast PLL will cause a SSR in the

system.

2.4.3 Impact of Vac Gain
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Figure 2.21: Root locus and Eigenvalue analysis of Vac gain

Based on previous discussion, we already know the Vac control performs better with VFF under

our parameters setting. Now the effect of Vac control gain will be analyzed with adding VFF. The

time constant TV F is assumed to be 1e−3. First, the root locus against Vac gain open-loop is carried

out in Fig. 2.21. The Vac control PI controller parameters are Kpv = 1, Kiv = 100 when the gain

is 1. Subplot (a) shows larger gain will lead high-frequency mode λ3 to left when Xg = 0.92 pu..

While λ5 moves to left first, then to right if gain is greater than 1. λ5 will move to RHP when gain
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is larger than 2.5. The low-frequency mode λ9 moves to left with Vac gain increasing. Thus, larger

voltage gain is better. But it will lead λ5 to RHP if the gain is too large.

Fig. 2.21 (b) gives eigenvalue loci under different voltage control gains. For each scenario, Xg

increases from 0.8 to 1.1 pu. High-frequency modes is not shown due to little changing. Different

Vac gains can result different marginal Xg. When gain is 1, the marginal Xg is smaller than the one

when gain is 2. Also it can be seen λ5 is closer to imaginary-axis with increasing Vac gain. What

we observed from eigenvalue loci matches with the root locus analysis in Fig. 2.21 (a).

2.4.4 Impact of DC-link Capacitor

In this part, the analysis of DC-link capacitor (Cdc) will be conducted. Both UPF control and

Vac control will be analyzed and compared together.

The DC-link dynamic is analyzed to build the relationship between Vdc and active power on

DC side. It can be described by the following equation:

Cdc
2

dV 2
dc

dt
= PPV − P (2.7)

where PPV is the active power generated by PV farm and P is the active power transfered from

converter to grid. We can rewrite it in per unit format in (2.8).

CdcV
2
dc,base

2Pbase︸ ︷︷ ︸
τ

d(V pu
dc )2

dt
= P puPV − P

pu (2.8)

The superscript ”pu” indicate per unit values. Vdc,base and Pbase denote the base voltage on DC

bus and base active power on PCC bus, respectively.

d(V pu
dc )2

dt
=

1

Cdc︸︷︷︸
Gain

2Pbase(P
pu
PV − P pu)

V 2
dc,base

(2.9)

Rewrite the equation (2.8) in (2.9). The DC-link open-loop analytical model can be carried out

using 1
Cdc

as the gain. The root locus for UPF control and Vac control are given in Fig. 2.22.
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Figure 2.22: Root locus and Eigenvalue analysis of Cdc

In Fig. 2.22 (a) and (b) present root locus and eigenvalue analysis on different Cdc. (a) is the

root locus of 1/Cdc open-loop when Xg = 0.92 pu. Only the modes λ3 and λ9 will cause stability

issues. For λ9, we notice the smaller Cdc the better. Too small Cdc will cause λ3 to RHP. The

eigenvalue loci of different DC-link capacitors is given in Fig. 2.22 (b). We can see the smaller DC

capacitor size results a higher marginal Xg. Hence, a relatively smaller DC-link capacitor size is

preferred.

2.4.5 Adding ∆VPCC Feedback

In [31], a stability control is introduced to enhance the stability for wind in weak grid. One of

the stability control strategy, ∆VPCC feedback, is examined in our PV weak grid system under Vac

control. The ∆VPCC feedback is to modulate the power order using the PCC voltage difference

(∆VPCC), which is shown in Fig. 2.14.

The ∆VPCC feedback open-loop root locus when Xg = 0.9 pu is given in Fig. 2.23 (a). It can

be seen that adding ∆VPCC feedback with a proper gain leads modes λ3,5,9 to left. But it results
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Figure 2.23: Root locus and Eigenvalue analysis of ∆VPCC

low-frequency mode λ7 closer to imaginary axis. The eigenvalue loci comparison is conducted in

Fig. 2.23 (b). It shows adding ∆VPCC feedback with KV pcc = 5 can improve the system mariginal

condition from Xg = 0.92 pu to Xg = 1.08 pu.

2.4.6 Volt/var Droop

In Fig. 2.13, reactive power (Q) control is an alternative outer control strategy to generate

ic∗1a for inner loop. The Q control system has a same marginal condition to UPF control if Q∗ is

set as zero. Note that the outer PI controller is set as Kpq = 1,Kiq = 100. The volt/var droop

control is to add a proportional ∆VPCC error to modulate the active power control reference. The

control principle can be explained by the equation (2.10). Thus, the reactive power set-point will

be decreased if too high VPCC causes stability issues.

Q = Q∗ −Kdroop(VPCC − V ∗PCC) (2.10)
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The root-locus of volt/var droop gain open-loop when Xg = 0.74 pu is plotted in Fig. 2.24 (a).

Comparing with only Q control, droop control can lead the dominated mode λ9 to left to increase

the system stability. However, mode λ5 will cause stability issue if the droop gain Kdroop is larger

than 1.6. The corresponding eigenvalue analysis is given in Fig. 2.24 (b). It is obvious add a

volt/var droop with Kdroop = 1 can increase the system marginal condition from Xg = 0.74 pu to

Xg = 0.82 pu.

-150 -100 -50 0 50 100 150
101

102

103

Root Locus

Real Axis (seconds
-1

)

Im
a
g
in

a
ry

 A
x
is

 (
s
e
c
o
n
d
s

-1
)

3

K
droop

=0

K
droop

=1.6

K
droop

=1

5

7

9

(a)

-100 -80 -60 -40 -20 0 20

Real Axis (sec
-1

)

101

102

103

Im
a
g
in

a
ry

 A
x
is

 (
s
e
c

-1
)

Eigenvalue

Blue: K
droop

=0

Red: K
droop

=1

3

5

X
g
=0.82

9

X
g
=0.74

7

(b)

Figure 2.24: Root locus and Eigenvalue analysis of droop gain

2.4.7 Testbed Validation

Then we use MATLAB/Simpower PV testbed to validate the above analysis. We will apply a

small voltage signal change in the system under different conditions to see their dynamic responses.

First, the impact of VFF is tested. Both UPF control and one Vac control are presented in Fig.

2.25. Subplot (a) is UPF control where Xg steps from 0.52 to 0.58 pu. And subplot (b) is Vac

control where Xg steps from 0.7 to 0.74 pu. For each control strategy, a transmission line tripping
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is simulated to increase Xg. We can see VFF’s effect on improving system stability under weak

grid condition. Those simulation results matches with eigenvalue analysis in Fig. 2.16.
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Figure 2.25: EMT validation for VFF

Second, the impact of PLL is tested. In Fig. 2.26, we validated PLL’s impact on stability

under weak grid condition. Subplot (a) is to compare 13Hz PLL and 5Hz PLL when Xg = 0.92

pu. Subplot (b) is to compare 30Hz PLL and 40Hz PLL when Xg = 0.80 pu. A 0.02 pu small

disturbance is applied on V ∗PCC to exam the system stability. We first compared 13 Hz PLL to 5

Hz PLL. It can be seen that well tuned PLL can improve system stability. Additionally, a 55 Hz

SSR will occur if keep increasing PLL bandwidth to 40 Hz, i.e., Kp,PLL = 240, Ki,PLL = 1400. It

matches with our analysis on PLL.
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Figure 2.26: EMT validation for different PLLs

Third, the impact of Vac gain is tested. In Fig. 2.27, Vac gain’s effect is tested in EMT testbed.

Subplot (a) gives dynamic responses of decreasing V ∗PCC order, which shows increasing Vac PI

controller parameters from [1, 100] to [2, 200] improves system stability when Xg = 0.92 pu. And

(b) is to prove the grid strength is increased to Xg = 1.0 pu. (C) is to validate that system will

have 80 Hz stability issue if the Vac gain is increased to 2.4 when Xg steps from 0.92 to 0.94 pu.

This observation matches with Fig. 2.21 (b) marginal conditions.

Fourth, the impact of Cdc is tested. In Fig. 2.28, DC-link capacitor’s effect is examined in our

EMT testbed. (a) is to validate decreasing Cdc from 5e−2 F to 1e−2 F improves system stability

when Xg = 0.92 pu. In (b), mode λ9 caused 8 Hz undamped oscillation and the mode λ3 caused
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Figure 2.27: EMT validation for different Vac gains

high-frequency damped oscillation can be seen when approaching Xg = 1.0 pu. This observation

matches to eigenvalue loci analysis in Fig. 2.22 (b).

Fifth, the impact of ∆VPCC feedback is tested. The EMT testbed validation is conducted in

Fig. 2.29. In (a), we can see the ∆VPCC feedback with KV pcc = 5 can make the system still stable

comparing to without ∆VPCC feedback condition when Xg = 0.92 pu. In (b) case study, it has been

proved ∆VPCC feedback with KV pcc = 5 increased the system marginal condition to Xg = 1.06 pu.

It matches with above root locus and eigenvalue analysis in Fig. 2.23.

Sixty, the impact of volt/var droop is tested. The volt/var droop’s effect is validated in our

PV EMT testbed. And the performances are shown in Fig. 2.30. In Fig. 2.30 (a) Xg steps from

0.7 to 0.74 pu. It indicates the system will be over the limitation when Xg = 0.74 pu without

droop control. And Fig. 2.30 (b) Xg steps from 0.8 to 0.82 pu. It can prove our analysis that
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Figure 2.28: EMT validation for different DC-link capacitors

system stability can be improved and a 4.5 Hz oscillation will be observed once Xg = 0.82 pu.

Additionally, there is a 60-70 Hz high-frequency oscillation damped oscillation which attributes to

λ5. It matches to root locus and eigenvalue analysis in Fig. 2.24.

2.5 Conclusion

In this chapter, two state-space models are proposed to represent a grid-connected PV system

for low-frequency oscillation analysis. The two models simplify the dc side of the PV system with

two different assumptions: constant input power and constant dc voltage. Those two models are
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compared with an EMT testbed with full details on time-domain simulation results, frequency-

domain responses of admittance models, and eigenvalue analysis results. The comparison indicates

that the constant voltage model can accurately capture the low-frequency oscillation dynamics at

weak grid conditions. Influencing factors of low-frequency oscillations are identified as grid strength,

PLL, and inverter’s outer controls. Additionally, the stability sensitivity of control parameters are

examined. The Vq feedforward with first-order filter on unit power control and Vac control are

identified. Also, the impact of PLL, Vac outer loop controller, DC-link capacitor size, stability

control, and volt/var droop control are analyzed and validated, respectively.

4.8 5 5.2 5.4 5.6 5.8 6
0.9

0.95

P
P

C
C

K
Vpcc

=0 K
Vpcc

=5

4.8 5 5.2 5.4 5.6 5.8 6
0.1

0.15

0.2

Q
P

C
C

4.8 5 5.2 5.4 5.6 5.8 6

Time (s)

0.9

1

V
P

C
C

,d

(a)

6.8 7 7.2 7.4 7.6 7.8 8
0.93

0.94

0.95

P
P

C
C

6.8 7 7.2 7.4 7.6 7.8 8

0.26

0.28

0.3

Q
P

C
C

6.8 7 7.2 7.4 7.6 7.8 8

Time (s)

0.95

1

1.05

V
P

C
C

,d

(b)

Figure 2.29: EMT validation for with/without ∆VPCC control
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Figure 2.30: EMT validation for introducing volt/var droop control
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Chapter 3: Scalable IBR Integrated Network Modeling

In this chapter, two approaches to conduct scalable IBR (inverter-based resources) integrated

network dynamic modeling are proposed. The first one is nonlinear state-space modeling method.

This is an extended work from IBR simplified modeling in the previous chapter. And the another

one is s-domain linear admittance modeling method, which will be implemented for integrating

with measured admittance IBR in the next chapter. A 9-bus system is adopted as an example to

demonstrate the detailed process of two approaches. Finally, the eigenvalue analysis is carried out

via those two methods.

3.1 9-bus System Example

This demonstration is based on 100 MVA IEEE 9-bus system, known as the Western System

Coordinated Council (WSCC) 9-bus system. The system topology is shown in Fig. 3.1. The

network parameters are from MATPOWER toolbox [53] and power flow is computed via runpf

command. The IBR block is used to replace the synchronous generators on bus 2 and 3. Table

4.1 gives the branch data in per unit. The loads and generations are modified to satisfy the IBR’s

operation condition. They are listed in Table 4.2.
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Figure 3.1: IBR integrated 9 bus network system

Table 3.1: 9 bus branch data

From To R (p.u.) X (p.u.) B (p.u.)

1 4 0 0.0576 0
4 5 0.017 0.092 0.158
5 6 0.039 0.17 0.358
3 6 0 0.0586 0
6 7 0.0119 0.1008 0.209
7 8 0.0085 0.072 0.14
8 2 0 0.0625 0
8 9 0.032 0.161 0.306
9 4 0.01 0.085 0.176

Table 3.2: 9 bus generators and loads data

Gen Bus Bus type Pg (p.u.) V (p.u.)

1 Swing 0.71 1.0
2 PV 1.63 1.025
3 PV 0.85 1.025

Load Bus Pd,r (p.u.) Qd,l (p.u.) Qd,c (p.u.)

5 0.90 0.3 0
7 1.0 0.35 0
9 1.25 0.5 0
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3.2 Nonlinear State-Space Modeling

The scalable nonlinear state-space model is built in MATLAB Simulink. It can be used for

not only conducting the large-signal time-based dynamic simulation but also linearized small-signal

analysis. Fig. 3.2 is the screenshot of the Simulink model, which applied to 9 bus system. In the

following subsections, each block will be illustrated in detail.

Figure 3.2: 9 bus nonlinear system in Simulink

3.2.1 Kron Reduction

The Kron reduction is required for two considerations. First, reduce the bus number for large

scale network system by removing zero current injection buses. Second, some buses don’t have

shunt capacitor in the original grid circuit. Conducting Kron reduction can add a shunt capacitor

to provide the bus voltage dynamic equations on the remaining bus.

The Kron reduction script is included, i.e., Reduced Y test.m. It is built based on Chapter 9 in

Bergen’s book [54]. For a n−bus system, if node k has zero current injection (i.e, Ik = 0), then we
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can eliminate node k to get the reduced admittance matrix. The obtained item can be expressed

by (4.3).

Y ′ij = Yij −
YikYkj
Ykk

(3.1)

To validate the Kron reduction derived admittance matrix, the new node current injection

should be identical to the original non-zero node current injection.

3.2.2 Grid Dynamic Block

Fig. 3.3 gives the inside view of grid dynamic block. The grid dynamic input and output are

bus current injection and bus voltage, respectively. The derivative equations are written into the

MATLAB function block.

The following illustration is given in the block script. The input signals are listed as follows:

• uv: node voltage

• ui: branch current

• ui inj: node current injection

The parameters are listed as follows:

• w0: 377rad/s

• G: conductance on each bus

• C: B/w0, susceptance on each bus

• Rij: R on branch i-j

• Lij: L on branch i-j

• Brn: number of branch

• Brc: all branch index, e.g., [i,j]

53



The output signals are listed as follows:

• dvdq: derivative of node voltage

• didq: derivative of branch current

Figure 3.3: Grid dynamic block

The dq-frame bus voltage and branch current dynamic equations are given as (3.2).

dvi,d
dt

=
1

Ci
(ii,d +

∑
iij,d −Givi,d + ω0Civi,q) (3.2a)

dvi,q
dt

=
1

Ci
(ii,q +

∑
iij,q −Givi,q − ω0Civi,d) (3.2b)

diij,d
dt

=
1

Lij
(vi,d − vj,d −Rijiij,d + ω0Lijiij,q) (3.2c)

diij,q
dt

=
1

Lij
(vi,q − vj,q −Rijiij,q − ω0Lijiij,d) (3.2d)

where vi,dq and ii,dq are the bus voltage and current injection on bus i. iij,dq is the current on

branch i− j.
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3.2.3 Load Dynamic Block

The load dynamic block is shown in Fig. 3.4. The input is load bus voltage and output is

load current injection. Note that the positive direction is from bus to load. The parameter is load

equivalent impedance Zl,i, which equals Rl,i + ω0Ll,i. And the derivative dynamic equation in the

function box is expressed as (3.3).

dii,d
dt

=
1

Ll,i
(vi,d −Rl,iii,d + ω0Ll,iii,q) (3.3a)

dii,q
dt

=
1

Ll,i
(vi,q −Rl,iii,q − ω0Ll,iii,d) (3.3b)

Figure 3.4: Load dynamic block

3.2.4 Synchronous Generator Block

To learn the synchronous generator admittance on bus 1, G1 is taken from 9-bus MATLAB

SimPowerSystems EMT model [55]. Then maintain the steady state condition of G1 and perform

frequency scan from 1 Hz to 1000 Hz with 0.01 p.u. sinusoidal perturbation. The measured

admittance Bode plot is shown as the blue dotted lines in Fig. 3.5.

The cheapest way to represent the G1 synchronous generator is using a RL circuit shown in

Fig. 3.6. Vs is a voltage source behind a series resistor (Rs) and inductor (Ls). And V1 is the

voltage on bus 1. Assume Rs = 0.01Ω and Ls = 0.001H, the RL circuit admittance is shown as the
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Figure 3.5: Bode plot of G1 admittance in dq-frame

Vs 

Rs Ls 

+ 

- 

V1 ~ 

+ 

- 

Figure 3.6: G1 simplified RL circuit

red solid lines in Bode plot Fig. 3.5. Hence, it is a acceptable assumption although the matching

is not good at range of [1, 10] Hz.

Figure 3.7: Synchronous generator G1 dynamic block

The RL circuit dynamic equation is written into function block in Fig. 3.7. With given Rs and

Ls, the derivative equation is shown as (3.4).

56



di1,d
dt

=
1

Ls
(v1,d −Rsi1,d + ω0Lsi1,q) (3.4a)

di1,q
dt

=
1

Ls
(v1,q −Rsi1,d − ω0Lsi1,d) (3.4b)

3.2.5 IBR Block

Inside the IBR dynamic block, there are three components: battery block, PV block, and VSC

control block. They are shown in Fig. 3.8. We can select to use battery or PV on the dc side.

Figure 3.8: IBR dynamic block

3.2.5.1 VSC Control Dynamic

The VSC control dynamic block includes few major subsystems shown in Fig. 3.9. Double click

the block, then all the parameters can be defined in the mask interface. It is presented in Fig. 3.10.

Those values are defined in the initial file.

Fig. 3.11 presents the outer loop and inner loop subsystem. The outer loop consists of different

control strategies. On d-axis, it can be chosen to use active power (P ) control or dc voltage (Vdc)

control. On q-axis, it can be chosen to use reactive power (Q) control or PCC voltage (Vac) control.

The can be selected in the mask interface. Current control is adopted in the inner loop control. A

low-pass filter is added on Vq voltage feedforward to improve the control stability.
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Figure 3.9: VSC control dynamic block

Fig. 3.12 shows the modulation index block. The input is dq-frame converter reference voltage

and dc voltage in p.u. value. And the output is converter voltage for RL filter dynamic computation.

The purpose is to couple with dc-link voltage in VSC control.

Fig. 3.13 gives the insight of RL filter dynamic block. The converter voltage is firstly converted

from converter reference to grid reference using PLL computed angle difference. Then, the PCC

current is computed by derivative equations. Eq. 3.5 gives an example of dynamic equations on

bus 2, where v2t,dq is the voltage on converter terminal. Rf and Lf represents the RL filter.

di2,d
dt

=
1

Lf
(v2t,d − v2,d −Rf i2,d + ω0Lf i2,q) (3.5a)

di2,q
dt

=
1

Lf
(v2t,q − v2,q −Rf i2,q − ω0Lf i2,d) (3.5b)
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Figure 3.10: VSC control dynamic mask parameters

3.2.5.2 Battery Dynamic

The battery dynamic block is built based on a battery model and a DC/DC boost converter

circuit, which is presented in Fig. 3.14. The battery output voltage Vbat is not constant. So that a

DC/DC converter with controlled duty ratio (D) is required to regulate the output DC-link voltage

(Vdc).

Based on the dc side circuit assumption in Fig. 3.14, the battery and DC/DC converter dynamic

blocks are proposed in Fig. 3.15. The input is converter active power (Pconv) and output is DC

side voltage (Vdc).

The battery model function is based on the lithium-ion battery model in [56]. Es is expressed

in (3.6).
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(a)
(b)

Figure 3.11: VSC control outer loop and inner loop

Figure 3.12: Modulation index block

Figure 3.13: IBR RL filter dynamic block

Es = E0 −K
Q

Q−
∫
IL

+Aexp(−B ·
∫
IL) (3.6)
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Ldc

Vbat
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-

Vdc

+

-

Figure 3.14: Battery dynamic circuit

𝐸𝑠 = 𝑓(න 𝐼𝐿)
1

𝑠

+
-

Rbat

VbatEs DC/DC Fcn
ሶ𝑥 = 𝑓(𝑥, 𝑢)

1

𝑠

Pconv

+
Vdc*

- PI

D

Vdc(pu)

IL

1

Vdc,base

Figure 3.15: Battery dynamic blocks

There are two derivative dynamic equations in DC/DC function block. They are given in (3.7).

dIL
dt

=
1

Ldc
(Vbat − (1−D)Vdc) (3.7a)

dV 2
dc

dt
=

2

Cdc
(IL · Vbat − Pconv) (3.7b)

All the parameters and initial values are defined in the mask, which shown in Fig. 3.16.

3.2.5.3 PV Dynamic

The PV solar dynamic block is built based on a circuit shown in Fig. 3.17. There is a constant

DC voltage source behind a series RL circuit.
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Figure 3.16: Battery mask parameters

Rpv

Cdc

Lpv

Vdc

+

-

Vs

Figure 3.17: PV dynamic circuit

According to the assumption in Fig. 3.17, the PV dynamic block diagram is proposed as Fig.

3.18.

In PV dynamic block, there are two derivative equations are included. They are expressed in

(3.8).
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Figure 3.18: PV dynamic blocks

dIpv

dt
=

1

Lpv
(Vs − Vdc −RpvIpv) (3.8a)

dV 2
dc

dt
=

2

Cdc
(Ipv · Vdc − Pconv) (3.8b)

All parameters can be access through the mask of PV block in Fig. 3.19. Those values are

defined in the initial file.

Figure 3.19: PV mask parameters
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3.2.6 Time-based Simulation

Using the Simulink state-space model, a test simulation case it presented here. At t = 1s, the

active power order on bus 2 IBR are increased 0.1 p.u. The node voltages and current injections

on 6 buses are shown in Fig. 3.20. (a) is active power on bus 2 IBR control, where blue line is P ref
2 ,

red line is Pmeas
2 . (b) is node voltage in dq-domain. (c) is node current injection in dq-domain. It

can be seen the model initialization is correct since it has a flat run. And the VSC control loop

works well.
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Figure 3.20: State-space model dynamic responses on bus 2 IBR control active power order step
change

3.3 Linear Admittance Modeling

In this section, it will illustrate the detailed process of dq-frame admittance modeling in s-

domain. Similar to the nonlinear state-space modeling process, the Kron reduction will be first

conducted to reduce the system size.

3.3.1 Network Admittance Matrix

For a n-bus system, the n by n Ybus matrix will be converted to a 2n by 2n dq-frame s-domain

transfer function Y dq
net.
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3.3.1.1 Off-Diagonal Elements

The off-diagonal elements are decided by the branch admittance from Ybus matrix. Assume the

admittance between two different buses i and j is Yij = Gij + jBij . The impedance can be get by

Zij =
1

Yij
= Rij + jXij (3.9)

Written it in dq-frame s-domain:

Zdq
ij =

Rij +
Xij

ω0
s −Xij

Xij Rij +
Xij

ω0
s

 (3.10)

Then the 2 by 2 branch admittance transfer function between bus i and bus j can be got by

Y dq
ij =

1

Zdq
ij

. Therefore, the off-diagonal element related to bus i and j will be

Y dq
net((2i− 1) : 2i, (2j − 1) : 2j) = −Y dq

ij (3.11)

3.3.1.2 Diagonal Elements

There are three components are considered on the diagonal elements computation: branch

admittance, capacitance, and load admittance.

At bus i, the connected branch admittance is carried out by (3.12).

Y dq
l,i =

∑
j

Y dq
ij , j ∈ Ni (3.12)

where Ni indicates the set of bus i’s neighbors.

The equivalent capacitance on bus i can be converted to s-domain using (3.13). Note that Bij

is the capacitance on branch i− j.

Y dq
c,i =

Biω0
s −Bi

Bi
Bi
ω0
s

 , where Bi =
1

2

∑
j

Bij , j ∈ Ni (3.13)
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To compute the load admittance on bus i. We should first identify it is a RL load or RC load.

If it is a RL load, i.e., Qd > 0, the impedance can be got by (3.14).

Zd,i = −Vi
Ii

= Rd,i + jXd,i (3.14)

where Vi and Ii are voltage and injected current on bus i.

Zdq
d,i =

Rd,i +
Xd,i

ω0
s −Xd,i

Xd,i Rd,i +
Xd,i

ω0
s

 (3.15)

The s-domain admittance of RL load on bus i can be got by (3.16).

Y dq
d,i =

1

Zdq
d,i

(3.16)

If the load is a RC load, i.e., Qd < 0, the load admittance is calculated by

Yd,i = − Ii
Vi

= Gd,i + jBd,i (3.17)

Then,

Y dq
d,i =

Gd,i +
Bd,i
ω0

s −Bd,i

Bd,i Gd,i +
Bd,i
ω0

s

 (3.18)

Finally, the diagonal element of Y dq
net can be calculated by sum of (3.12), (3.13), (3.16) or (3.18).

Y dq
net((2i− 1) : 2i, (2i− 1) : 2i) = Y dq

l,i + Y dq
c,i + Y dq

d,i (3.19)

The s-domain n-bus network admittance modeling process can be included in Algorithm 1.
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Algorithm 1: n−bus network admittance modeling

Get Ybus via MATPOWER toolbox;
for i = 1 : n, j = 1 : n do

if i 6= j then
Zij = 1

Yij
= Rij + jXij ;

Y dq
net((2i− 1) : 2i, (2j − 1) : 2j) = −

Rij +
Xij

ω0
s −Xij

Xij Rij +
Xij

ω0
s


−1

;

else

Y dq
l,i =

∑
j Y

dq
ij , j ∈ Ni;

Y dq
c,i =

Biω0
s −Bi

Bi
Bi
ω0
s

 , Bi = 1
2

∑
j Bij , j ∈ Ni;

if Qd,j > 0 then

Y dq
d,i =

Rd,i +
Xd,i

ω0
s −Xd,i

Xd,i Rd,i +
Xd,i

ω0
s


−1

, Rd,i + jXd,i = −Vi/Ii;

else

Y dq
d,i =

Gd,i +
Bd,i
ω0

s −Bd,i

Bd,i Gd,i +
Bd,i
ω0

s

 , Gd,i + jBd,i = −Ii/Vi;

end

Y dq
net((2i− 1) : 2i, (2i− 1) : 2i) = Y dq

l,i + Y dq
c,i + Y dq

d,i

end

end

3.3.2 Generation Bus Admittance

Next, the admittance on the generation buses will be computed. The simplified synchronous

generator can be replaced by a RL circuit admittance. And the IBR admittance can be carried out

via linearizing the nonlinear state-space Simulink model.

3.3.2.1 Simplified Synchronous Generator

For the simplified RL circuit synchronous generator, we can get the impedance directly by

(3.20).
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Zdq
G,i =

Rs,i +
Xs,i

ω0
s −Xs,i

Xs,i Rs,i +
Xs,i

ω0
s

 (3.20)

The s-domain admittance of synchronous generator on bus i can be got by (3.21).

Y dq
G,i =

1

Zdq
G,i

(3.21)

3.3.2.2 IBR Admittance

Since the nonlinear state-space IBR dynamic block has been built in Simulink system. The IBR

system linearzing admittance can be extracted by using MATLABT function linmod. In Fig. 3.21,

the bus 2 IBR system s-domain admittance is abstracted by defining voltage as input and current

as the output.

Figure 3.21: Abstract IBR admittance from Simulink block

3.3.3 Whole System Admittance

The whole system admittance can be obtained by adding generators admittance and IBR ad-

mittance to generation bus on the diagonal elements in Y matrix. (4.4) gives an example of
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Ytotal(s) =



Y dq
net(1 : 2, 1 : 2) + Y dq

G,1 . . . . . . . . .

. . . Y dq
net(3 : 4, 3 : 4) + Y dq

IBR,2 . . . . . .

. . . . . . Y dq
net(5 : 6, 5 : 6) + Y dq

IBR,3 . . .

. . . . . . . . . . . .


(3.22)

3.4 Eigenvalue Analysis

The eigenvalue analysis can be accessed from above mentioned two approaches. For the non-

linear state-space model, the integrated system will be linearized via linmod and use command

eig(A) to get the eigenvalue from A matrix. For the linear admittance model, the eigenvalue of

the whole system can be carried out by the det[Ytotal(s)] = 0.
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Figure 3.22: Eigenvalue analysis from two models

Fig. 3.22 shows the eigenvalue analysis conducted from two different approaches: nonlinear

state-space model and linear admittance model. In this case, Two IBRs both adopt battery on DC
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side dynamic assumption. It can be seen that two models can carry out same eigenvalues under a

common assumption.

3.5 Conclusion

This chapter introduced two modeling approaches to integrate IBRs to scalable network system.

One is extended work from chapter 1 to build scalable and general nonlinear state-space model in

MATLAB/Simulink. Another is numerical linear s-domain network admittance modeling, which

will be applied in the following admittance-based model analysis. Those two methods can conduct

same eigenvalue analysis results, which can be used for system stability analysis.
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Chapter 4: Admittance-based Small-Signal Analysis Using Frequency Scan

Identification

In this chapter 2, it demonstrated how to perform eigenvalue-based stability analysis with only

black-box original equipment manufacturer (OEM) models provided for a 100% IBR-penetrated

IEEE 9-bus network. Frequency scanning measurement-based approach provides a basis of a new

paradigm for small-signal analysis. The eigenvalue analysis can tell two things. One is that we

can predict the system stability in small-signal analysis. Another is that the carried out modal

analysis can tell which IBRs are associated to a particular oscillation mode. The analysis results

are all confirmed by the electromagnetic transient (EMT) simulation results in PSCAD model.

Some existing other recent papers [58–60] adopted the similar philosophy with admittance-based

framework for meshed network analysis. In this research part, there are two unique features should

be mentioned.

• A scalable Laplacian-domain admittance-based mode shape analysis toolbox is proposed and

it will be verified via the IEEE 9-bus network with 3 IBRs system. Compared to the ex-

isting works on admittance-based modal analysis utilizing participation factor, obervability

or controllability related voltage and current only [58–60]. Here, we significantly expands

this type of analysis to not only dq-frame nodal voltage, but also any measurement, includ-

ing voltage magnitudes, current magnitudes, real power, reactive power, and phase angles.

The admittance-based mode shape analysis is able to predict involvement of each IBR in the

dominant mode accurately.

• From both PSCAD EMT simulation and admittance-based mode shape analysis, it has been

found that inter-area oscillations exist for a 100% IBR penetrated power grid. Different to

2The majority of this chapter has been submitted to IEEE Transactions on Power Delivery [57], which is under
review by Oct 29th 2021.
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the traditional inter-area oscillation frequency range, e.g., 0.25 Hz in the Western Electricity

Coordinating (WECC) system, the investigated oscillation is about 3 Hz which caused by

interaction between two GFM converters in this particular case.

The remaining part of this chapter is organized as follows. The first section introduces the

IEEE 9-bus network and measurement-based admittance modeling. The second section presents

the mode shape analysis techniques. The third section shows the EMT simulation results to validate

the above analysis. Finally, it is concluded in the fourth section.

4.1 9-bus Network with 3-IBR Integrated System

In this section, IEEE 9-bus network system with 100% IBR penetration in PSCAD testbed

will be introduced first. From on this EMT PSCAD model, three IBRs are measured to get

their admittance and 9-bus system network admittance can be conducted based on system branch

parameters. Therefore, the whole system Laplace-domain admittance-based matrix is integrated

in dq-frame.

4.1.1 9-bus System Description

This 9-bus system is built in PSCAD software platform and shown as Fig. 4.1. It is modified

by [9] with a zero-inertia operational scenario of 100% inverter-based generation where consists of

two grid-forming (GFM) converters and one grid-following (GFL) converter. The total load size is

315 MW and the transmission network voltage level is 230 kV. The power base is 100 MW. Three

IBRs are connected at Bus 1, Bus 2, and Bus 3 to be integrated into the 230-kV system via step

up transformer. The IBRs are modeled as controllable three-phase voltage sources.

To create poorly damped 3-Hz oscillations, the GFL’s outer control loop parameters and the

GFM’s virtual impedance parameters have been adjusted. The system branch parameters are listed

in Table 4.1. The generation and load information is given in Table 4.2.

GFL and GFM converters control diagram is presented in Fig. 4.2. The corresponding circuit

and control parameters are given in Table 4.3. For the GFL converter on bus 2, it adopts PQ

power control loop in outer loop and current control in inner control loop. The PLL is enabled to
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Figure 4.1: IEEE 9-bus network system with 100% IBR penetration

Table 4.1: IEEE 9-bus branch data

From To R (p.u.) X (p.u.) B (p.u.)

1 4 0 0.0576 0
4 8 0.017 0.092 0.158
6 9 0.039 0.17 0.358
3 9 0 0.0586 0
8 9 0.0119 0.1008 0.209
7 8 0.0085 0.072 0.14
2 7 0 0.0625 0
5 7 0.032 0.161 0.306
4 9 0.01 0.085 0.176

track the grid frame for controllers. For the GFM converters on bus 1 and bus 3, the outer control

loop adopts virtual resistor adjusted voltage control loop with P/f and Q/V droop. PLL is only for

measurement purpose and frequency is regulated by the P/f droop control. Note that the dc side

dynamic is ignored and the converter terminal voltage is directly driven by controller three-phase

signal (Vtabc,ref).
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Table 4.2: 9 bus generators and loads data

Gen Bus Pg (p.u.) Qg (p.u.) V (p.u.)

1 0.71 0.27 1.046 0◦

2 1.63 0.04 1.0256 9.3◦

3 0.85 -0.11 1.0256 5.1◦

Load Bus Pd (p.u.) Qd (p.u.)
5 0.90 0.3
6 1.0 0.35
8 1.25 0.5

Table 4.3: 9-bus GFL,GFM circuit and control parameters

Description Parameters Value

Power base Sb 100 MVA

System frequency fo 60 Hz

GFL filter circuit Lf , Rf 0.009, 0.016

GFL coupling circuit Lc, Rc 0.0017,0.003

GFL current loop Kpi, Kii 0.38, 0.70

GFL power loop Kpp, Kip 0.5, 5

GFL PLL Kp,pll, Ki,pll 52, 415

GFM filter circuit Lf , Rf , Cf 0.15, 0.005, 2.6,

GFM coupling circuit Lc, Rc 0.015, 0.0005

GFM virtual resistor Rv 0.4

GFM current loop Kpi, Kii 0.73, 1.19

GFM voltage loop Kpv, Kiv 0.52, 1.16

GFM P-f, Q-V droop Kpf , Kqv 0.05, 0.05

4.1.2 IBR Admittance Measurement

Fig. 4.3 shows the frequency scan [32,33] measurement methodology to get the admittance for

each IBR. Each one is taken off from the grid and connected to a 60-Hz controllable voltage source

via a RL branch. The voltage source’s dq components are adjusted so that the IBR’s terminal

voltage phasor, real power, reactive power are exactly the same as those in the IEEE 9-bus system.

An injection of 0.1 p.u. magnitude at a frequency fi, notated as (Vs,dinj), is superimposed on

the d-axis voltage. This dq frame is based on the angle ω0t where ω0 = 377 rad/s. The three-phase

current flowing into the IBR is converted to the same dq frame. The phasors at that frequency

are extracted via Fourier transform from the dq currents. Ratios of the dq current phasors against
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Figure 4.2: GFL and GFM converters control diagram

the injected d-axis voltage are the admittance components Ys,dd and Ys,qq. Similarly, a harmonics

injection at the q-axis voltage and the processing of the dq frame current measurement lead to the

identification of Ys,dq and Ys,qq. At each frequency measurement point, the measured admittance

in dq-domain is written as equation (4.1).
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Figure 4.3: IBR admittance measurement using frequency scan method in dq-frame

Ys(fi) =

Ys,dd(fi) Ys,dq(fi)

Ys,qd(fi) Ys,qq(fi)

 =


Is,d(fi)

Vs,d(fi)

Is,d(fi)

Vs,q(fi)
Is,q(fi)

Vs,d(fi)

Is,q(fi)

Vs,q(fi)

 (4.1)

It should be pointed out that admittance measurements are influenced by not only operation

conditions but also the assumed reference frame. Therefore, all three IBRs are measured using

a unique reference based on IBR1’s angle. Additionally, each IBR’s operating condition have to

be kept the same as the online working condition during the measurement process. Using Python

programming to call the PSCAD testbed model from 1 Hz to 100 Hz, the frequency scanning

procedure are conducted automatically.

With the measured Ys in range of [1,100] Hz, The IBR admittance can be obtained by removing

the RL branch line. The frequency responses of Y dq
IBR,1, Y dq

IBR,2, Y dq
IBR,3 are presented in Fig. 4.4. (a)

is IBR1 (GFM1); (b) is IBR2 (GFL); (c) is IBR3 (GFM2). IBR1 and IBR3 measured admittance

includes a RL (0.03+ j0.3 p.u.) branch. It shows two GFM converters have very similar frequency-

domain responses although they are working in different conditions. The GFL converter has a

different frequency response. Vector fitting [34] is implemented to find each IBR’s admittance

transfer function. And Fig. 4.4 shows that the model generated from vector fitting has a matching

result with the measurement data.
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4.1.3 Electric Network Admittance

In the last chapter, the derivation of IEEE 9-bus network has been introduced. Thus, the s-

domain network admittance matrix can be built analytically. The loads are assumed as constant

impedance loads and can be included in the network admittance matrix.

For an n-bus system, its dq admittance matrix has a dimension of 2n× 2n. The bandwidth of

the EMT dynamics of the network is in the high frequency range if there is no series compensation

in the system.

4.1.3.1 Kron Reduction

For a large network, the system should be simplified to have a low order Y matrix and make

the computation efficient. Kron reduciton is an approach to achieve that purpose.

Kron reduction methodology has been applied to electrical system graphs [61]. For a 3−bus

system, if node 3 has zero current injection (i.e, I3 = 0). Then we can eliminate node 3 to get the

reduced admittance matrix, shown as (4.2). The obtained item can be expressed by (4.3).


I1

I2

0

 =


Y11 Y12 Y13

Y21 Y22 Y23

Y31 Y32 Y33



V1

V2

V3

 (4.2a)

I1

I2

 =

Y ′11 Y ′12

Y ′21 Y ′22


V1

V2

 (4.2b)

Y ′ij = Yij −
YikYkj

Ykk
(4.3)

Hence, the IEEE 9-bus system can be reduced to a 3-bus system, which only include three

generation buses. For the load bus, we just need to equivalent the load to a shunt admittance

branch and attach it to Y bus matrix. Then the current injection on load bus will be zero and

ready to be removed.
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To validate the Kron reduction derived admittance matrix, eigenvalues from original 9-bus

system and reduced 3-bus system should be exactly same. They are plotted together in Fig. 4.5.

4.1.4 Total Admittance

With the three IBR’s admittances and network admittance known, the total admittance model

may be constructed, as shown in (4.4). Therefore, the eigenvalues of the system can be found by

the zeros of total admittance matrix Ytotal(s) or the poles of the impedance matrix Ztotal(s).

Ytotal(s) =



Y dq
net(1 : 2, 1 : 2) + Y dq

IBR,1 . . . . . . . . .

. . . Y dq
net(3 : 4, 3 : 4) + Y dq

IBR,2 . . . . . .

. . . . . . Y dq
net(5 : 6, 5 : 6) + Y dq

IBR,3 . . .

. . . . . . . . . . . .


(4.4)

From Fig. 4.5, it can be seen that the system has a 3-Hz mode close to the imaginary axis,

indicating poor damping of the oscillation mode. In addition, the system has a few real-axis eigen-

values in the right-half-plane (RHP). These modes are questionable since the IBRs are measured

for a frequency range of 1 Hz to 100 Hz, the fitted models of IBR may not capture the dynamics

below 1 Hz accurately. The resulting modes or eigenvalues beyond this region (1 Hz to 100 Hz)

may not be accurate.
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Figure 4.4: Admittance measurement of IBR1, IBR2, and IBR3 in dq-frame
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4.2 Admittance-Based Model Analysis

s-domain admittance matrix has been used to compute system eigenvalues to predict system

stability since 1999 [41]. And participation factor analysis can be applied to find influencing factors

via eigenvalue decomposition of admittance or impedance matrix [58].

Instead of using participation factor, here we employ mode shape analysis. The basic mode

shape analysis is limited to the dq-frame nodal voltages. On the other hand, how a mode influences

the measurements, i.e, nodal voltage magnitudes and angles, current magnitudes, real and reactive

power output from IBRs.

4.2.1 Basic Mode Shape Analysis
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Figure 4.5: Poles in low-frequency range of Ztotal(s)

An eigenvalue λi can be carried out from the impedance matrix using pole(Zrmtotal(s)). The

eigenvalues of IEEE 9-bus system with three IBRs are shown in Fig. 4.5. A 3-Hz mode can indicate

the reason that caused a poorly damped 3-Hz oscillation.
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Evaluate the bus impedance matrix Ztotal(s) for an eigenvalue λi by letting s = λi. Since the

eigenvalue is a pole of the bus impedance matrix, the evaluation at impedance matrix Z(λi) will

approach infinity. Eigenvalue decomposition of Z(λi) leads to matrix factorization as follows.

Z(λi) = QΓQ−1 (4.5)

where Q is the right eigenvector of Z(λi) and and Γ is a diagonal matrix consisting of 2n eigenvalues:

γi, i = 1, . . . , 2n.

Fig. 4.6 give the magnitude of the 18 eigenvalues of the bus impedance matrix at 3-Hz dominant

mode Z(λ3Hz). And γ1 is the maximum one. It can be seen from Fig. 4.6 that compared to γ1,

the rest eigenvalues have negligible magnitudes.
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Figure 4.6: Magnitude plot of Γ regarding Z(λ3Hz) eigenvalue decomposition

The relationship between the nodal voltage vector and the nodal current injection vector can

be written follows.
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Rewrite (4.5) as (4.6a).

V = Z(λi)I(λi) (4.6a)

= [Qc,1 Qc,2 · · ·Qc,2n]



γ1

γ2

. . .

γ2n





Q−1
r,1

Q−1
r,2

...

Q−1
r,2n


I (4.6b)

=
2n∑
i=1

Qc,iγiQ
−1
r,i I ≈ Qc,1γ1Q

−1
r,1I (4.6c)

where Qc,i is the ith column vector of Q and Q−1
r,i is the ith row vector in Q−1. γ1 is the eigenvalue

with maximal absolute value, or the one reaching infinity. The corresponding 1st column eigenvector

is expressed as:

Qc,1 =

[
Vd1 Vq1 . . . Vdn Vqn

]T
(4.7)

Vd1 and Vq1 can be used to examine how eigenvalue λi contribute to each bus voltage in dq-

frame. For the 9-bus system, n is 9. E.g., Vd1 and Vq1 represent the contributions of eigenvalue

λi to bus 1 voltage. The column vector Qc,1 is the mode shape vector of the eigenvalue λi. Each

element is a complex number reflecting the observability of the eigenvalue λi in the corresponding

measurement.

4.2.2 Extended Mode Shape Analysis

The basic mode shape is not sufficient enough to evaluate the observability of an eigenvalue on

measurements such as nodal voltage magnitudes, angles, or IBRs’ output currents, real and reactive

power. To find any mode shape for a general measurement, the relationship of the measurement of

interest against the nodal voltage in the dq-frame is explored.
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Thus, the bus i’s voltage magnitude mode shape can be derived in (4.8).

Vmi =
∂Vmi

∂Vdi
Vdi +

∂Vmi

∂Vqi
Vqi, where Vmi =

√
V 2

di + V 2
qi (4.8)

Substitute the value of Vdi, Vqi in steady state, the value of Vmi can be obtained. Fig. 4.7 (a) plots

the voltage magnitude mode shape for bus 1,2,3.

An IBRs dq-frame current and its terminal voltage are related with its dq admittance. By

evaluating the IBR1 admittance matrix frequency responses at eigenvalue λ3Hz. Using IBR1 as an

example, bus 1 current mode shape on dq-frame can be calculated via (4.9).

 Id1

Iq1

 = Y dq
IBR,1(λ3Hz)

 Vd1

Vq1

 (4.9)

Similarly, the current magnitude mode shape of bus 1 can be got from (4.10). The corresponding

mode shape plot is given in Fig. 4.7 (b).

Im1 =
∂Im1

∂Id1
Id1 +

∂Im1

∂Iq1
Iq1, where Im1 =

√
I2

d1 + I2
q1 (4.10)

Based on power computation equation (4.11). They can be linearized and active power and

reactive power mode shape is conducted via (4.12). Fig. 4.7 (c) and (d) shows the mode shape

plots of P and Q.

P1 = V1dI1d + V1qI1q (4.11a)

Q1 = −V1dI1q + V1qI1d (4.11b)

 P1

Q1

 =

 Vd1 Vq1

Vq1 −Vd1


 Id1

Iq1

+

 Id1 Iq1

−Iq1 Id1


 Vd1

Vq1

 (4.12)
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And the bus 1 angle mode shape can be carried out using (4.13). The angle 1,2,3 mode shape

plot is given in Fig. 4.7 (e). That can be used for frequency oscillation dynamic analysis.

A1 =
∂θ1

∂Vd1
Vd1 +

∂θ1

∂Vq1
Vq1, where θ1 = arctan(

Vq1

Vd1
) (4.13)

In Fig. 4.7, the mode shape plots all show that the 3-Hz mode is more related to IBR1 and

IBR3, while relatively less related to IBR2. IBR1 and IBR3 are two GFM converters. Furthermore,

mode shapes of voltage, current, real and reactive power and angle all show that IBR1 and IBR3

oscillate against each other for this mode.

To understand how each IBR is related to the dominant 3-Hz oscillation, further eigenvalue

analysis is conducted.

With the measured three admittances of IBR1, IBR2, and IBR3, there are seven scenarios are

examined as follows.

• Case 1: all three IBRs are online.

• Case 2: only IBR1 is online. The other two IBRs are replaced by constant voltage sources.

• Case 3: only IBR2 is online. The other two IBRs are replaced by constant voltage sources.

• Case 4: only IBR3 is online. The other two IBRs are replaced by constant voltage sources.

• Case 5: IBR1 and IBR2 are online. The rest IBR is replaced by a constant voltage source.

• Case 6: IBR1 and IBR3 are online. The rest IBR is replaced by a constant voltage source.

• Case 7: IBR2 and IBR3 are online. The rest IBR is replaced by a constant voltage source.

Fig. 4.8(a) presents the system eigenvalues for Case 1, 2, 3, and 4. It is can be seen that the

3-Hz mode will be well damped if only one IBR is online.

Fig. 4.8(b) presents the system eigenvalues for Case 5, 6, and 7. It is obvious to see the 3-Hz

mode becomes poorly damped only when IBR1 and IBR3 are online. IBR2 has no impact on the

3-Hz mode. Therefore, the 3-Hz poorly damped oscilaltion mode is caused by interaction of two

GFM converters.
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Figure 4.7: 9-bus system mode shape on bus 1,2,3
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Figure 4.8: Poles in low-frequency range of Ztotal(s) under different IBR combination cases
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4.3 Validation in Time-Domain Simulation

In this section, the time-domain simulation results from PSCAD 9-bus EMT testbed are pre-

sented to validate above mentioned admittance-based mode shape analysis. There are six case

studies are validated.
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Figure 4.9: PSCAD 9-bus system time-domain dynamic responses
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Notation of Fig. 4.9: (a) is case 1 when IBR1, IBR2, and IBR3 are online; (b) is case 6 when

IBR1 and IBR3 are online; (c) is case 5 when IBR2 and IBR3 are online; (d) is case 2 when only

IBR1 is online; (e) is case 3 when only IBR2 is online; (f) is case 4 when only IBR3 is online.

Fig. 4.9(a) is to validate case 1 results when all three IBRs are online. It presents the bus

1,2,3 dynamic responses, i.e., measured nodal voltage magnitudes, currents, frequencies, real and

reactive powers, when bus 3 GFM2 active power generation steps up 0.1 p.u. at t = 10 s in PSCAD

9-bus testbed. The marginal damped 3 Hz oscillation matches to the eigenvalue analysis in Fig.

4.5. The voltage magnitude dynamic indicates that bus 1 swing against bus 2, 3, which matches

the mode shape in Fig. 4.7 (a). The current magnitude dynamic matches to mode shape in Fig.

4.7 (b), where IBR1 leads IBR3 about 140 degree and IBR2 current has no obvious oscillation.

Additionally, IBR3’s dynamic is more obvious than IBR2. The frequency dynamics are showing

that bus 1 frame is opposite to bus 2,3 frame. That matches to the mode shape in Fig. 4.7 (e).

From power dynamics, it can be seen IBR1’s real and reactive power swings against IBR3, which

can be reflected from Fig. 4.7 (c), (d). Therefore, the PSCAD dynamic performance fully validated

the mode shape analysis we carried out in mode shape analysis.

Fig. 4.9(b) is to validate case 6 and (b) is to validate case 5. In Fig. 4.9(b), the interaction

between IBR1 and IBR3 exists while IBR2 is substituted by an ideal voltage source. The 3 Hz

oscillation mode is observed and matched with the eigenvalue analysis in Fig. 4.8 (b). Furthermore,

IBR1 is shown to swing against IBR3.

Fig. 4.9(c) indicates that there is a well damped 3 Hz oscillation instead of a poorly damped

oscillations when IBR2 and IBR3 are online. That means that the poorly damped mode is caused

by IBR1 and IBR3. Absence of IBR1 leads to disappearance of the poorly damped mode. This

observation also matches with the eigenvalue analysis in Fig. 4.8 (b).

Fig. 4.9 (d), (e), (f) are to validate case 2, case 3, case 4 when a single IBR is online. From

those three case simulation results, we can verify the eigenvalue analysis in Fig. 4.8 (a). With only

IBR1 or IBR3 online, there is a well-damped 3-Hz mode in system. With only IBR2 online, there

exists no 3-Hz mode oscillation mode. Moreover, we can still see the power interactions on bus

88



1,2,3 in (d) and (f). That also indicate the fact that interaction effect between bus 1 and bus 3 is

due to IEEE 9-bus system network characteristics.

The set of the studies not only demonstrated the usefulness of the mode shape analysis tool, but

also demonstrates that for a 100% IBR-penetrated power grid, a new type of inter-area oscillations

may appear. These inter-area oscillations are manifested as an IBR or a group of IBRs swinging

against another or another group of IBRs.

4.4 Conclusion

This part investigated a 3-Hz oscillation phenomenon for a power grid with high penetra-

tion IBRs via and admittance-based modal analysis framework. This framework is far different

from the conventional small-signal analysis tools which rely on transparent models. This work

relies on obtaining dq admittance models from OEM supplied black-box models. The current re-

search achieves scalability for admittance-based eigenvalue analysis compared to the state-of-the-art

admittance-based stability analysis, where majority of them are limited to two-component systems.

The eigenvalue can accurately capture the dominant oscillation mode in the measured frequency

range. Furthermore, extended mode shapes are conducted for a variety of measurements and used

for influencing factor examination. Utilizing the proposed mode shape analysis tool, we are capable

to identify a 3-Hz oscillation mode as the new type of inter-area oscillation mode wit two remote

IBRs swinging against each other.
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Chapter 5: Fast Dynamic Simulation of IBR Using Measured Admittance Model

Considering the confidentiality constraints of detailed control information of IBRs, they are

treated as black-box models and obtain the corresponding admittance/impedance models from

measurements for stability analysis. This chapter is to answer a question: Is it possible to pro-

duce time-domain simulation results with admittance model which used for stability analysis? In

previous mentioned method, a linear state-space model can be created for the entire system by

interconnecting components. However, this research is aimed to relax the requirement on knowing

each component’s model properly. So this work seeks an alternative approach: direct conversion

of frequency-domain data to time-domain data via numerical Laplace transform (NLT). First, it

presents NLT’s advantage over inverse fast Fourier transfer (IFFT) using tutorial electric circuit

examples. Then, an example of a type-4 wind farm weak grid operation stability analysis and fast

simulation using admittance models obtained from measurements are examined. It can be proven

that frequency-domain measurements, along with data fitting and NLT, lead to not only stability

analysis bus also fast time-domain simulation for stability demonstration.

The rest of this chapter 3 is organized as follows. The first section introduces the NLT routine

briefly. The second section presents two simple electric circuits as examples to illustrate the limita-

tion of IFFT method. The third section presents the process of transforming the frequency-domain

data to time-domain data for the test system. Finally, conclusions are drawn in the fourth section.

5.1 NLT Routine

In this section, numerical Laplace transform (NLT) implementation will be introduced briefly.

The reader can refer to [63] for the details and coding.

3The majority of this chapter has been accepted by IEEE North American Power Symposium [62] and will be
presented on November 2021.
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The input data of NLT computation is equally-sampled frequency-domain data, while the output

is time-domain data.

For a given Laplace transfer function, e.g., F (s), we may set N as the total number of samples

in the time domain, and T as the observation time. The sampling intervals for frequency-domain

and time-domain discretization are ∆ω and ∆t, respectively, which can be computed as follows.

∆t = T/N, ∆ω = π/T (5.1)

Using the intervals defined above, the discrete version of f(t) and F(s) are given as

fn = f(n∆t), for n = 0, 1, ...N − 1 (5.2)

F2k+1 = F (c+ j(2k + 1)∆ω)), for k = 0, 1, ...N − 1 (5.3)

where c is a damping coefficient [64], defined as follows:

c = ln(N2)/T (5.4)

The inverse numerical Laplace transform is defined by (5.5).

fn = Re

{
Cn

[
N−1∑
k=0

F2k+1σ2k+1e
j2πkn/N

]}
(5.5)

where

Cn = 2Necn∆tejπn/N∆ω/π (5.6)

The part inside the square bracket in (5.5) can be obtained from IFFT [65]. And the window

function coefficient σ in (5.5) may adopt Hanning, Lanczos, and Blackman methods. The major

MATLAB coding is attached in the appendix.
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5.2 Examine NLT on Simple Circuits

This section presents two simple examples to illustrate IFFT and NLT application to transient

analysis.

LR

VRLC

IRLC

+ -

C

(a)

L
R

VRLVRL

IRLIRL

+ -

(b)

Figure 5.1: RLC and RL circuit

Fig. 5.1 shows a RLC circuit and a RL circuit in subplot (a) and (b), respectively. Assume

R = 0.3 Ω, L = 0.5/ω0 H, and C = 0.4/ω0 F, where ω0 = 377 rad/s. Therefore, their Laplace

admittance in s-domain can be written as follows:

YRLC =
1

R+ Ls+
1

Cs

(5.7a)

YRL =
1

R+ Ls
(5.7b)

A step change will be applied to the source voltage. Bode plots of the current transfer function

for the two circuits are presented in Fig. 5.2.

With the given Laplace-domain transfer functions and discretized frequency-domain data, the

time-domain discrete data can be obtained via IFFT and NLT routine described in Section II. The

computed time-domain response is compared with the transient responses obtained via MATLAB

step function. All those time-domain data are plotted together in Fig. 5.3.

From Fig. 5.3 (a) RLC circuit, it can be observed that both IFFT and NLT methods can predict

the exactly same time-domain transient responses as the benchmarked step response. From Fig.

5.3 (b), only NLT can produce the accurate time-domain data in the RL circuit example. IFFT’s

result does not match the actual time-domain response.
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voltage: Y/s
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Figure 5.3: Time-domain current response of RLC circuit and RL circuit

The reason for this discrepancy is that the RL circuit’s frequency-domain data have no limit

in the low-frequency range. This violates IFFT’s assumption. NLT introduces damping into the

conversion process; thus, NLT gives accurate time-domain results.
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5.3 Test System of A Wind Farm with Weak Grid Interconnection

Rf

SG

MSC VSC

Xf Rg Xg

Cf

Vdc

Lboost

T1 T2

Cdc

Boost Pulse

PCC bus vgvg

575 V : 25 kV 25 kV : 220 kV

Wind Grid

VSC

Ces

STATCOM

Figure 5.4: EMT test bed of a type-4 wind farm with a STATCOM in
MATLAB/SimPowerSystems

A type-4 wind farm with STATCOM is given in Fig. 5.4, which is built in MATLAB/Sim-

PowerSystems platform. Assuming that wind and STATCOM control structures and parameters

are unknown. We can treat them as two black-boxes and perform frequency scans to obtain the

frequency-domain responses.

5.3.1 Admittance Measurement

Fig. 5.5 shows the measurement test bed. The wind farm (or the STATCOM) are connected

to a controllable voltage source. The fundamental components Vs,d0 and Vs,q0 ensure that the wind

side operation condition is constant as in Fig. 5.4. At a frequency fi, a 0.1 pu voltage harmonic

injection (Vs,dinj) is superimposed in the d-axis. Conversion between abc-frame and a 60-Hz dq-frame

is based on the angle ω0t. Next, the phasor at frequency fi is extracted via Fourier transform from

the measured current in the dq-frame. The admittance left column Ywind,dd(fi) and Ywind,qd(fi)

are computed by the ratios of current phasors against voltage phasors in the dq frame. Similarly,

another harmonic injection at q-axis voltage (Vq,inj) and measured dq currents can identify the

right column component Ywind,dq(fi) and Ywind,qq(fi). Hence, the measured wind side admittance

at frequency fi can be written as (5.8). The measurement range is from 1 Hz to 100 Hz with 1 Hz

interval, and measured data are shown as the red markers in Fig. 5.6.
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Figure 5.5: Wind/STATCOM admittance measurement using frequency scanning method in
dq-frame

Ywind(fi) =

Ywind,dd(fi) Ywind,dq(fi)

Ywind,qd(fi) Ywind,qq(fi)



=


Is,d(fi)

Vs,d(fi)

Is,d(fi)

Vs,q(fi)
Is,q(fi)

Vs,d(fi)

Is,q(fi)

Vs,q(fi)

 (5.8)

After obtaining the measurement data in the frequency-domain, vector fitting [34] is imple-

mented to find the s-domain transfer function for the wind farm admittance. The blue lines in Fig.

5.6 show the vector fitting results, which match the measured data very well. Note that the order is

set to 14 in vector fitting computation. Ywind(s) and YSTAT(s) represent the wind and STATCOM

admittance s-domain transfer functions.

An RL circuit is used to represent the grid side network. Xg indicates the grid inductance in

p.u. and Rg = 0.1Xg. Hence, the grid side admittance s-domain transfer function can be expressed

as:
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Figure 5.6: Wind and STATCOM admittance frequency responses in dq-frame

Yg(s) =

Yg,dd(s) Yg,dq(s)

Yg,qd(s) Yg,qq(s)

 =

Rg + Ls −Lω0

Lω0 Rg + Ls


−1

(5.9)

The total admittance of the wind system with and without STATCOM can be derived via the

following equations:

Ytot(s) = Ywind(s) + Yg(s) (5.10a)

Ytot(s) = Ywind(s) + YSTAT(s) + Yg(s) (5.10b)
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5.3.2 Eigenvalue Analysis

Eigenvalues of the complete system can be obtained using tzero(Ytot(s)) in MATLAB. Eigen-

value trajectory with varying grid impedance Xg from 0.3 to 0.5 p.u. is presented in Fig. 5.7.

For the system without the STATCOM, it can be seen that there is a 10-Hz mode crossing the

imaginary-axis when Xg increases to 0.42 p.u. On the other hand, a 4-Hz mode will move to the

right-half-plane (RHP) after adding the STATCOM when Xg is greater than 0.4 p.u. Thus, we can

predict that this wind farm system without STATCOM will experience 10-Hz oscillations, and the

wind farm system with STATCOM will experience 4-Hz oscillations when the grid becomes weak.
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Figure 5.7: Eigenvalue trajectory of without/with STATCOM when varying Xg from 0.3 to 0.5
p.u. with 0.02 step interval

5.3.3 Time-Domain Transient Responses

With the total admittance model, the system impedance can be found by equation (5.11).
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Figure 5.8: NLT derived voltage time-domain response of without/with STATCOM regarding
current step injection on PCC bus

Ztot(s) = Ytot(s)
−1 =

Ztot,dd(s) Ztot,dq(s)

Ztot,qd(s) Ztot,qq(s)

 (5.11)

The total system impedance reflects the relationship between the PCC voltage and the current

injection to the PCC voltage:

∆Vd

∆Vq

 =

Ztot,dd(s) Ztot,dq(s)

Ztot,qd(s) Ztot,qq(s)


∆Id

∆Iq

 (5.12)

The voltage dynamic responses subject to a step change in the d-axis (or q-axis) current injection

can be found by evaluating NLT for each component of Ztot(s). For example, for a step change
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in the d-axis current injection, the dq-axis voltages in s-domain are Ztot,dd/s and Ztot,qd/s. The

corresponding frequency-domain data can be directly converted to the time-domain responses via

NLT. In Fig. 5.8, (1) indicates Id step change and (2) indicates Iq step change.

Fig. 5.8 (a) presents the scenario without STATCOM. Blue lines represents the case when

Xg = 0.42 p.u. Red lines correspond to Xg = 0.38 p.u. The system has undamped 10-Hz oscillations

when Xg is 0.42. If Xg is 0.38, the 10-Hz oscillations have more damping. This matches the

eigenvalue analysis results in Fig. 5.7 (a).

Additionally, there are 100-Hz oscillations quickly damped in both cases. That is due to the 100-

Hz mode identified by the eigenvalue analysis. Similarly, the scenario with STATCOM is presented

in Fig. 5.8 (b). It can be seen the 4-Hz oscillations occur once Xg is 0.44 p.u. The time-domain

simulation results corroborate the eigenvalue analysis results in Fig. 5.7 (b).
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Figure 5.9: EMT time-domain simulation of without/with STATCOM regarding tripping a
transmission line. All initial condition is when Xg = 0.3 pu
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To validate the NLT-based time-domain responses, the simulation results of the test bed from

MATLAB/SimPowerSystems are presented in Fig. 5.9. Before t = 1 s, the grid-side impedance

Xg is kept at 0.3 p.u. Xg has an increased value due to the tripping of a parallel transmission line

at t = 1 s. Fig. 5.9 (a) presents the dynamic responses for the system without the STATCOM. It

shows that the wind system will have 9-Hz undamped oscillations if Xg increases to 0.42 p.u. On the

other hand, Fig. 5.9 (b) presents the dynamic responses for the system with the STATCOM. Once

Xg is increased above 0.42 p.u, there will be 3.5-Hz undamped oscillations. Those observations

agree with the fast time-domain dynamic responses obtained from NLT routine, shown in Fig. 5.8.

5.4 Conclusion

This chapter illustrates how to implement the NLT routine to carry out fast time-domain sim-

ulation based on admittance models obtained from measurements. Firstly, it demonstrates the

advantage of NLT over IFFT through two simple examples. Secondly, it offers an alternate ap-

proach of fast time-domain simulation starting from admittance models. While the prior art, e.g.,

CCM, relies on converting an admittance model to a linear state-space model and interconnecting

various components to a closed-loop system, the proposed approach directly deals with s-domain

admittance models and leads to a closed-loop system expressed in s-domain. Time-domain simula-

tion results are obtained through direct conversion of frequency-domain data to time-domain data.

This approach is straightforward. The approach has been tested on a grid-interconnected type-4

wind farm to demonstrate weak grid oscillations with and without STATCOM.
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Chapter 6: Conclusion and Future Works

The major works in this dissertation will be concluded and future works will be planned in this

chapter.

6.1 Conclusion

This dissertation gives a tutorial on how to model, identify, and conduct stability analysis for

IBRs integrated power systems.

A reduced-order simplified analytical modeling method is presented with assuming an IBR

system is known. This nonlinear analytical model is detailed in chapter 2 for a PV system connected

to a weak grid and chapter 3 for general IBR blocks. It is built in MATLAB/Simulink with the

capability of not only conducting small-signal analysis but also carrying out dynamic simulations.

Eigenvalue analysis can find out the oscillation modes after linearizing at a particular working

condition. Furthermore, participation factor analysis can identify the most impact state in the

analytical model to explain the root cause of stability issues. In addition, the sensitivity of controller

parameters on system stability can be revealed via open-loop analysis.

Chapter 4 and 5 demonstrated the process to estimate the s-domain admittance model from

measurement data when IBRs are treated as black-boxes. Chapter 4 illustrated how to conduct

small-signal analysis using frequency scan identification and mode shape analysis for dynamic re-

sponses explanation. A 3-IBR integrated IEEE 9-bus network is given as an example. While

chapter 5 showed a method to carry out fast dynamic simulation of IBRs integrated system using

measured admittance model via NLT method. A wind farm with paralleled STATCOM under weak

grid condition was examined.
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6.2 Future Works

The future works are two-fold.

The first expectation is to expend the nonlinear state-space modeling to investigate more so-

phisticated power systems. In previous work, the simplified analytical modeling is mainly focused

on IBR and RLC circuit dynamic components. However, the real-world power grids are typically

hybrid systems, including synchronous generators and induction motors. It is plausible to be in-

quired that if there will be stability issues caused when an unbalanced induction motor starts in

an IBR integrated system. Since the Goerges phenomenon has been mentioned with a positive

and negative circuit of induction machine in 1950 [66]. Some simulations and modeling works can

replicate this phenomenon. The harmonics are observed and it might result in interactions with

the IBR systems at particular frequency ranges.

On the other hand, more IBR identification approaches should be tested. Frequency scanning

method is not efficient although it is accurate enough for IBR identification. In author’s recent

work, it has been found that the online numerical perturbation-based measurement is not suitable

for GFM converter identification. As mentioned in [67], the impedance or admittance will change

if the dq-frame is not aligned to a constant angle. The numerical perturbation will cause the dq

rotating frame frequency dynamics which resulting in a mismatch at low frequency range for GFM

identification. Hence, some other efficient measurements have been adopted to identify the three-

phase converters in power systems. E.g., Chirp signals are implemented to measure the impedance

of voltage source converter [68]. Pseudo-random sequence signals are applied to identify battery

impedance in [69] and power system frequency-domain responses in [70]. Those two method will

be useful to carry out the GFM converter admittance model especially at low frequency range

efficiently.
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