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Abstract

Nowadays, the inverter-based generators (IBGs) has been exponentially integrated into the

power grid due to environment and energy saving concerns. However, the high penetration of low

inertia IBGs brings new problems on the system stability. The main objectives of this dissertation

are to: 1- carry out large-signal analysis to identify the stability issues and small-signal analysis

to assess the stability of the power systems, and 2- provide a standard measuring procedure to

identify the admittance of IBGs. In addition, investigation on a novel DC-based IBGs architecture

is carried out. In this dissertation, one widely used IBG is investigated: Type-4 wind turbine

generators (WTGs).

The first part of the research conducts a thorough analysis including validation, identification of

potential stability risks, and in-depth physical insights on the stability issues for high penetration of

grid integrated type-4 wind. The state-space based time-domain modeling approach is employed.

The power grid considers Texas transmission grid’s characteristics and adopts two assumptions:

noncompensated network with weak grid consideration and series compensated network with weak

grid consideration. The latter is used to shorten electric distance of transmission lines. The

stability issue manifests as subsynchronous oscillation (SSO) in the research. To investigate the

SSO issue, small-signal stability analysis is required, which requires building linearized analytical

models with state variables constant at steady-state. Thus, the state-space analytical models are

developed based on the different grid-side converter (GSC)’s control mode. Eigenvalue analysis and

participation factor analysis are then carried out to offer an entire picture of system modes and

further identify influencing factors. Because the analytical model is a simplified model which only

include the essential dynamics, a rigorous validation will be carried out to validate the analysis

results against the simulation results from EMT testbeds including full dynamics.

viii



The second part of the research focuses on identifying the SSO issue using admittance-based

frequency-domain modeling approach. Impedance models can be efficiently derived as the frequency-

domain transfer function from the analytical models with device’s terminal voltage treated as

the input and the current flowing into the device as the output. But if IBGs are black boxes,

the measurements-based approach to find the frequency-domain impedance is prevailing. The

impedance or admittance model of IBGs can be obtained by either perturbation-based experiments

(e.g., frequency scan) or time-domain data-based identification (e.g., Eigensystem Realization Al-

gorithm (ERA) method relying on step responses). The resulting current/voltage ratio is the

admittance measurement, which can be a scalar or a matrix. The scalar admittance is suitable

to assess SSO for type-3 wind. However, it has limitation on stability analysis of type-4 wind

grid integration systems due to strong frequency-coupling effect. This part provides the theoretic

derivation to shed insights on frequency coupling effect observed in the static abc-frame, and pro-

vides a clear guide line of sequence-domain admittance measuring procedure. Furthermore, with

a system splitting into a source and a load subsystem, the ratio of the source-load impedance can

be used to determine stability using Nyquist stability criterion. Meanwhile, s-domain admittance

model-based eigenvalue analysis can be employed to give an entire picture of the system poles and

their trajectories for a varying parameter.

In addition to the modeling and analysis work, this dissertation also includes investigation on a

single-stage multi-port hybrid boost converter (HBC) to regulate the dc and ac loads simultaneously,

provide a high voltage gain ratio, while maintaining the closed-loop stability of the entire power

system. The HBC features the simple architecture reducing the unnecessary processes of dc/dc

and dc/ac conversions compared with conventional architecture of DC-based power system. This

part provides the critical aspects of the operation of the HBC including the grid-following control

strategy and hybrid pulse width modulation methodology.

This dissertation has led to one accepted IEEE transaction paper and one journal paper in

revision process.
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Chapter 1: Introduction

1.1 Background

Nowadays, the inverter-based generators (IBGs), such as wind turbine generators (WTGs) and

solar photovoltaics (PVs), has been exponentially integrated into the power grid due to environment

and energy saving concerns. It is estimated that wind and solar PV will provide 20% and 14%

respectively of the nation’s electricity generation in 2030 [1, 2]. In the past, the power system

dynamics were largely dominated by the characteristics of the synchronous generators. Whereas

nowadays, the rapid increasing penetration of the IBGs is beginning to predominantly affect the

dynamics of modern power system. The dynamic responses of IBGs (defined by controllers) differ

from conventional synchronous generators (defined by flux linkage, etc.).

Grid operators now facing operational situation that the generation from IBGs displaces sub-

stantial amount of generation from synchronous generators. IBGs are interfaced with the power

grid through power electronic inverters. A challenge is the interaction between IBGs and power

grid introducing the stability issues to the power systems. For example, subsynchronous oscillations

(SSO) events are frequently observed in the IBGs integrated system since 2009.

In response to aforementioned challenges, grid planners and operators are analyzing the dynamic

performance of the power system to show how IBGs behave and how to assess the stability and

security of power systems. Special focuses are placed on the modeling of IBGs used in power system

dynamic studies. Furthermore, the new controllers or control algorithms for IBGs are designed to

provide fast dynamic response capability to contingency events.

1.2 Statement of Problems

1.2.1 IBGs under Weak Grid Conditions

The grid strength is generally indicated by the short circuit ratio (SCR), which is defined as the

ratio of short circuit power capacity Sc at the point of common coupling (PCC) bus to the rated
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power of the installed capacity of the wind farm SN

SCR =
Sc

SN
=

V 2
g /Zg

V 2
g /ZN

≈ 1

Zpu
g

(1.1)

where Zg is the real value of the short circuit impedance, ZN is the impedance base based on the

rated grid voltage Vg, and Zpu
g is the per unit value of the short circuit impedance of the AC grid.

According to the IEEE Standard 1204-1997 [3], the AC grid can be classified as:

• Strong grid with a high SCR value (SCR>3)

• Weak grid with a low SCR value (2≤SCR≤3)

• Very weak grid with a very low SCR value (SCR<2)

Large scale IBGs are usually located in the remote areas far from the load centers. A long trans-

mission line results in the large grid impedance. As a result, the grid strength becomes weak.

Real-world stability issues due to voltage-source converter (VSC) with weak grid interconnection

have been studied in the literature [4–8]. Most of oscillations manifest as low-frequency oscillations

which have been observed in an offshore wind farm of United Kingdom [9], solar PV system of

California [10], etc. In 2015, Subsynchronous oscillations (SSO) events were observed in the type-4

wind in the Xinjiang Uygur Autonomous Region, China [6]. As shown in Fig. 1.1, most of wind

farms are installed at substation A and B. With the increasing installed wind power capacity, the

SCR is low (about 1.3 or even less), and thus the AC grid becomes relatively weak. The power

experiences oscillations from 20 Hz to 40 Hz during SSO events. Such power oscillations would

even spread to the whole main grid and triggered torsional vibration on shafts of turbo-generators

in the remote thermal power plants because oscillation frequencies matched torsional frequencies in

some of turbo-generators. Eventually, those affected generators were disconnected from the main

grid.

1.2.2 IBGs in Series Compensated Networks

Weak grid is one of major factors that makes the system stability worse. An efficient method to

strong grid is implementing series compensation on long extra-voltage transmission line. The series

2



Figure 1.1: Wind farms with relatively weak AC network in the Xinjiang Uygur Autonomous
Region experienced sub-synchronous oscillations in 2014.

compensated network not only increases the power transfer capability, but also improves system

stability and provides voltage control. However, it also brings another type of SSO due to the LC

resonance. Thus, we also use subsynchronous resonance (SSR) to refer to this type of SSO.

SSR events due to type-3 wind radial connection with series compensated transmission lines

have been observed in South Central Minnesota [11], North China [12], and Texas [13, 14]. For

example, a SSR event was observed in Electric Reliability Council of Texas (ERCOT) in 2009 [13].

As shown in Fig. 1.2, a single line-to-ground fault tripped the 345 kV Ajo-Lon Hill line. 200

MW type-3 wind radially connected to Rio Hondo 50% series compensated transmission line. The

subsynchrnous voltage and currents immediately grew. This in turn causes damages in both series

capacitors and wind turbine equipments.

1.3 Motivation and Existing Studies

Inspired by the aforementioned system stability issues, there is a need of accurate dynamic

IBGs modeling to carry out the stability analysis. Both state-space models and admittance models

will be employed for stability analysis. The purpose of adequate dynamic modeling is to observe

3



Figure 1.2: Type-3 wind with series-compensated network in the south Texas experienced
sub-synchronous oscillations in 2009.

the impact of IBGs on the power grids during contingency events such as tripping of transmission

line and offer insights to dynamic phenomena.

1.3.1 IBGs in Series-compensated Network with Weak Grid Condition

SSO have been observed in real world for type-3 wind farms interconnected to series compen-

sated networks. It is natural to pose this question: Are type-4 wind farms immune to SSRs? Very

few research exists to address this question except [15] and [16]. PSCAD simulation studies in [15]

demonstrate that a type-4 wind with its grid side converter (GSC) in active power and ac voltage

control mode is immune from SSR issues. This remark is also stated in [12], where the authors

remarked that based on observations from real-world SSR events, type-4 wind made no contribu-

tion to SSR. Strong grid assumption is made in the study systems in [12,15]. But with higher and

higher IBGs penetration, weak grid condition is more of a concern.

It is thus natural to examine stability issues of type-4 wind farms in series compensated net-

works while considering weak grid condition. The only existing research that conducts small-signal

stability analysis of type-4 wind farm in series compensated grids with weak grid consideration

is [16]. Reference [16] uses analytical modeling approach (impedance-based approach) to study

this engineering problem. Type-4 wind turbine’s grid side converter (GSC) is assumed in dc-link

4



voltage control mode. The findings of [16] indicate that there are potential stability risks due to

non-passivity of type-4 wind admittance in subsynchronous frequency range. GSC control (e.g.,

PLL parameters, reactive power control), and GSC operating condition (e.g., active power exporting

level) influences the non-passivity. While [16] identified potential stability risks due to non-passivity

of GSC, non-passivity cannot be used to explain the particular dynamics that may be associated

with series compensated network. In addition, the stability analysis method presented in [16] does

not offer a whole picture of the entire system’s dynamic modes. Validation against electromagnetic

transient (EMT) testbeds with full details is also missing.

The particular interest of the research is to offer the quantitative measure and physical insights

through the state-space model building and eigenvalue based analysis. The goal is to conduct a

thorough analysis with validation and offer insights of potential stability issues in weak and series

compensated grids with high penetration of IBGs.

1.3.2 IBGs Admittance Identification for Stability Prediction

From the perspective of the grid industry, wind turbine models are often black boxes supplied

by manufacturers. While electromagnetic transient (EMT)-type simulation can provide accurate

representation and simulation results, EMT is computing expensive. Thus, the frequency scanning

method to find frequency-domain impedance or admittance measurements is a popular tool adopted

by the industry for quick screening [17]. With a system splitting into source and load subsystem,

the ratio of source-load impedance can be used to determine stability using Nyquist stability cri-

terion [18]. In [19], a simplified type-3 wind impedance model in the static frame is employed to

successfully demonstrate SSO in a series compensated network due to induction generator effect.

The impedance or admittance model of a wind turbine or a wind farm can be obtained by

frequency scans or the harmonic injection method [20–23]. A measurement testbed is first set up

by connecting a wind farm to a perturbation voltage source and a constant voltage source. Varying

the perturbation voltage source’s frequency, current into the wind farms is analyzed using fast

Fourier transform (FFT) to find Fourier coefficients or phasors for the corresponding frequency

components. The resulting current/voltage ratio is the admittance measurement.
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Positive-sequence impedance has been used in the grid industry and shown to be effective in

detecting SSO in the type-3 wind with series compensation [17]. On the other hand, it is found that

the positive sequence impedance cannot assess stability accurately for grid-connected converters due

to significant frequency-coupling phenomena [24]. This point has been recently confirmed for type-4

wind turbines in [25].

Therefore, it is necessary to establish impedance or admittance including frequency-coupling

effect. In the literature, there are two types of admittance models for three-phase converters.

Based on the static frame, a sequence-domain model can be measured. Based on the synchronously

rotating dq-frame, a dq-domain admittance can be found. Reference [26] shows that the two types

of admittances are equivalent. In [27], sequence-domain admittance is measured for a type-4 wind

turbine modeled in an EMT simulation package and used for stability analysis.

While a procedure of sequence-domain admittance measurement is given in [26], there are many

subtle details not given. Nor these details can be found in the literature. In addition, there exists

confusion in the definition on positive-sequence and negative-sequence components. For example,

in [24,26], if the static abc-frame’s perturbation frequency ω1 (primary frequency) is notated as the

positive sequence frequency, the negative frequency is defined as ω1 − 2ω0 where ω0 is the nominal

frequency. In the case of 70 Hz positive-sequence voltage perturbation in a 60 Hz three-phase

system, 50 Hz positive-sequence component and 70 Hz positive-sequence component appear in the

current. Based on the notation used in [24], the 70 Hz perturbation in voltage results in 70 Hz

positive-sequence component and −50 Hz negative-sequence component. The second component

indeed is 50 Hz positive sequence. Thus the notation is confusing. Instead, we adopt the notation

of mirror frequency 2ω0−ω1 (also used in [17,28]) as the component indeed appearing in the current

when a harmonic component at ω1 frequency is injected into a voltage. Due to frequency coupling,

both primary frequency component and the mirror frequency component will appear. If the mirror

frequency is negative, that means the system sees a negative-sequence component.

Furthermore, while the frequency scanning method is the state-of-the-art measurement method,

the outcome is admittance measurement, instead of an input/output model or a s-domain admit-

tance. For example, [25] conducted frequency scan and obtained dq-domain admittance frequency-

6



domain measurements for a type-4 wind farm. To arrive at a s-domain admittance model, frequency-

domain data fitting methods, e.g., vector fitting [29], are required as an additional step. Recent

research shows that s-domain admittance can be found using time-domain data [30] and admittance-

based eigenvalue analysis can accurately predict stability compared to Bode plots [31].

The particular interest of the research is to provide the theoretic derivation to shed insights

on frequency coupling effect observed in the static abc-frame, and provides a clear guide line of

sequence-domain admittance measuring procedure. The goal is to demonstrate the effectiveness

of stability prediction using the admittance measurements obtained by three methods: frequency

scans in the static frame and the dq-frame, and time-domain data-based identification.

1.4 Approaches for IBGs Stability Assessment

State-of-the-art methods for IBGs stability analysis is shown in Fig. 1.3. For IBGs grid integra-

tion dynamic studies, the research can be carried out using either EMT simulation or small-signal

analysis.

• PSCAD/EMTDC
• Matlab/Simscape, etc.

Eigenvalue analysis
Participation factors (PFs)

Stability Analysis

EMT Simulation Small Signal Analysis

Admittance modeling:
• Frequency scanning
• System identification 

State-space modeling:
• Analytical representations  

Observation

1.Bode plot/Nyquist
2.Eigenvalue analysis:
• Participation factors

• Sensitivity analysis

Figure 1.3: State-of-the-art methods for IBGs stability assessment.
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Electromagnetic transient (EMT) simulations perform experiment based studies to analyze the

particular power system dynamics and to benchmark validation of the accuracy of small-signal anal-

ysis in a specific application. The popular simulation tools are MATLAB/Simscape electrical and

PSCAD/EMTDC. The EMT model includes full dynamics including electromechanical dynamics,

controller dynamics, and protection limitation, etc. However, it cannot offer insights to dynamic

phenomena.

For offering in-depth insights, the efficient tool is small signal analysis. There are two major

small-signal model building approaches: state-space based time-domain modeling approach which

are built with state variables constant at steady-state (e.g., [32,33]) and impedance-based frequency

domain modeling approach which are obtained by only the measurements at external terminals

(e.g., [18, 34–36]). Both approaches can effectively assess the stability of the system and can be

converted to each other through an analytical relation [37].

State-space based approach is normally adopted for the white box devices with knowledge

of the internal structure. Imagine a model of IBGs integrated with the power grids, the state

variables are discrete due to the switching events. The grid-side converter (GSC) will be replaced

with an average model (see section 2.1.3) and is treated as a three-phase abc-frame controllable

voltage source. The state variables related to voltage and current are periodic at steady-state. The

Park’s transformation [38] is then employed to convert the abc-frame to the dq-reference frame.

The resulting model has constant state variables at steady-state. With initialization procedures to

find the equilibrium points, the model can then be linearized using numerical perturbation (e.g.,

MATLAB command: linmod) at a certain operational condition. The eigenvalue analysis can be

conducted to extract oscillation modes from the linearized model and assess the stability of each

mode. This approach is described in section 3.3.

Admittance-based approach is suitable for both white box and black box devices. It utilizes most

often either the analytical model or measurements to obtain the frequency-domain admittance or

impedance using the harmonic injection method through experiments. The outcome is admittance

measurement, instead of an input/output model or a s-domain admittance. The system is split

into a source and a load subsystem [18]. Based on the ratio of the source-load impedance, Nyquist

8



stability criterion-based analysis will be applied [19]. As indicated by [23], Generalized Nyquist

Criterion is not capable of giving an entire picture of the system poles and their trajectories for

a varying parameter. As a comparison, eigenvalue analysis relying on Laplace transform has that

capabilities but cannot be conducted with only frequency-domain admittance. Admittance-based

eigenvalue analysis is only possible when s-domain admittance model is available.

[21] presents a framework of s-domain admittance-based modeling framework, including data-

driven admittance identification, network admittance aggregating, and stability analysis via the net-

work admittance. The proposed algorithms and analysis method are to be implemented in various

applications. Once the frequency-domain admittance measurements are obtained, the frequency-

domain data fitting methods, e.g., vector fitting [29] are employed to find the s-domain admittance

model. The s-domain admittance based stability analysis is not a commonly used stability analysis

method. This method of finding system eigenvalues through a s-domain admittance was proposed

in [39] in 1970s and is elaborated in chapter 4. This method finds few applications due to two rea-

sons. For a simple circuit that can be viewed as a source and a load subsystem, frequency-domain

analysis methods such as Generalized Nyquist Criterion are popular. On the other hand, for a

sophisticated power grid with many nodes, the state-space modeling approach is popular and has

been adopted by major power system dynamic analysis software packages, e.g., PowerTech Lab’s

SSAT.

1.5 IBGs with Hybrid Boost Converter

In the alternating current (AC)-based power system such as large-scale power plants, the widely

used IBG is wind turbine generator which output ac. Both ac/dc rectifier and dc/ac inverters are

required. In the direct current (DC)-based power system such as dc microgrids or dc distribution

systems, the solar PV panels are advantageous since it has high power quality, low maintenance

cost, and suitability in the small-scale plants. Output from solar PV is dc. The dc/ac inverters

are required. One of the challenges in the case of high dc voltage applications or grid connected

applications is the low dc voltage (15-45 V) of solar PV [40], which in turn, step-up dc/dc converters

are needed. The step-up dc voltage gain ratio is desired as large but practically limited on account

of the impact of power switches, rectifier diodes, the equivalent series resistance of inductors and
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capacitors, and the saturation effects of the inductors and capacitors [41]. Very often in the lit-

erature is presented that the architecture of DC-based power system employs the step-up dc-dc

converter to supply the dc loads and cascade the grid connected voltage source converter (VSC) to

step-up dc-dc converter to supply the ac loads [42–44]. This architecture is well understood with

extensive research in the recent years. In the case of large penetration of IBGs is integrated into

the power grid, separate converter with individual controller is required to achieve dc/dc and dc/ac

conversions. This largely increases power loss, system complexity, and reduces the reliability of the

entire power system.

Therefore, interests on a novel architecture of the DC-based power system, which aim to reduce

the conversion process to a minimum, are growing rapidly. Some of researchers proposed the hybrid

boost converter (HBC) [45–48]. The term “HBC” refers to a converter has the capability to provide

bidirectional power flow between ac and dc loads simultaneously with the presence of a dc power

source. The HBC features the simple architecture reducing the unnecessary processes of dc/dc

and dc/ac conversions compared with conventional architecture. The novel architecture will be

validated to supply the ac and dc loads simultaneously meanwhile providing a high dc voltage gain

ratio in chapter 5.

1.6 Outline of the Dissertation

The structure of the dissertation is organized as follows.

Chapter 1 gives a brief introduction of the IBGs research including background, statement of

the problems, motivations, existing studies, and approaches for stability assessment.

Chapter 2 presents detailed characteristics of IBGs in the power grids. The state-of-the-art

modeling assumptions of IBGs are introduced to facilitate the system planning and analysis. Fur-

thermore, the cascade vector control structure of VSC in power grid integration is presented.

Chapter 3 presents the modeling and analysis of IBGs in series compensated networks un-

der weak grid conditions. The subsynchronous oscillation (SSO) is investigated in type-4 wind

farm. Relying on the analytical models, eigenvalue-based and impedance-based small-signal stabil-

ity analysis are carried out. It is found that increasing series compensation level, under weak grid

conditions, poses oscillatory stability issues due to interaction of a mode associated to the grid-side
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converter and a mode associated with network LC resonance. The results are validated against two

EMT testbeds with full dynamics in MATLAB/Simscape and PSCAD/EMTDC, respectively.

Chapter 4 presents the admittance identification of IBGs for stability prediction. The frequency-

coupling impedance modeling of type-3 or type-4 wind farms are introduced to investigate the SSO.

Three methods to measure frequency-domain impedance for wind farms are presented: frequency

scans in the static frame and the dq-frame, and time-domain data-based identification. Further, s-

domain admittance model-based eigenvalue analysis is carried out to demonstrate the effectiveness

of stability prediction.

Chapter 5 presents a single-stage multi-port hybrid boost converter (HBC) to supply dc load and

ac load simultaneously in grid connected DC-based power system. Detailed modeling of the HBC in

the closed-loop control is demonstrated and developed in an EMT testbed in MATLAB/Simscape.

The effectiveness and robustness of HBC are examined to regulate the dc and ac output while

maintaining the closed-loop stability.

Chapter 6 summarizes the research conclusions of the dissertation and gives suggestions for the

future work.
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Chapter 2: Characteristics of IBGs

This chapter presents the characteristics of inverter-based generators (IBGs) connected to the

point of common coupling (PCC) bus at the transmission or distribution level. The scope of this

dissertation is to study power system dynamic studies relevant to grid integration. Special focus

will be placed on the type-4 wind turbine generators (WTGs) which interface with power grids

through grid-following voltage source converters. This leading to impacts on the power system

dynamics mainly rely on the grid-side converter.

2.1 Modeling Assumptions

Modeling each component of IBGs in details will increases complexity and introduces heavy

computational burden in simulation. Grid industry usually employs the simplified models account-

ing for the phenomena being investigated. The study objective of this dissertation is dynamics

studies with grid integration. Thus, some modeling assumptions are adopted for efficient compu-

tation.

2.1.1 Aggregation Methodologies

A large scale IBG generally consists of tens of hundreds of inverter-based units. It is not practical

to represent each generator individually in terms of the system orders and simulation time. It has

been reported by several recent studies [49–53], there is no mutual interaction between wind turbines

or solar PV units in the case of well-tuned converters. Meanwhile, considering the fact that a wind

farm usually includes the same type of WTGs which are operating under very similar conditions.

Therefore, a single-machine equivalent is reasonable to represent multiple identical WTGs or solar

PV units as long as their static and dynamic settings are similar. This simplification have been

used in several studies [54–59] showing that a single-machine equivalent is adequate for analyzing

power system dynamics.
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2.1.2 Transmission Simplification

Certain system interaction studies, such as sub-synchronous resonance (SSR), are dynamic

behaviors more of the transmission than other parts. Thus, the local transmission is ignored. This

assumption has been proved in most publication with good approximation in this kind of studies.

The equivalent long-distance transmission is represented with step-up transformers and a trans-

mission line dominated by inductors. IEEE first benchmark model is provided in 1977 [60] for SSRs

investigation. It is noted that a simple radial RLC circuit is able to produce both transient and

self-excitation problems as severe as any observed in the analysis of the actual system. This sim-

plification is reasonable and supported by several studies [56–59]. Thus, in this research, a RL

or RLC circuit is used to represent the transmission line. The high grid reactance is adopted to

simulate the long-distance line under weak-grid condition. This method is also used in the [61–63]

to analyze the stability issues under weak grid conditions.

2.1.3 Averaging Technique

Electromagnetic transient (EMT) simulation with full details playes an important role in study-

ing the power system dynamics.

The existing EMT dynamic simulation models include two kinds of models: average (non-

switching) EMT model and detailed switching EMT model. The difference is the average model

replaces the switching model of the voltage source converter (VSC) with an equivalent dynamic

average-value model (AVM). Compared to the discrete waveform obtained using pulse width mod-

ulation (PWM), the AVM only considers the fundamental part and thus adopts a three-phase

controllable voltage source to represent the VSC. The generated ac voltage averages over one cycle

of the switching frequency ignoring the harmonics. The averaging technique is proposed to present

a continuous nonlinear converter in 1977 [64].

Both average model and detailed model are able to precisely investigate the dynamics relevant

to grid integration. But average model has significant simulation efficiency compared to the detailed

model because the simulation of the switching events introduces unnecessary computational burden.
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2.1.4 Converter Controls

It is reported that the dynamic responses of IBGs are defined by the controller of the grid-side

converter (GSC) and the transmission line [65, 66]. It is reasonable to only consider the control

features of GSC while ignoring the rest dynamics.

Using the cascaded vector control, the outer d-axis control loop of GSC may assumes dc-link

voltage control mode or real power control mode [67]. If the dc-link dynamic is considered, the

dc-link voltage control mode regulates the dc-link voltage to correspondingly modulate the real

power of the whole system. The real power control mode assumes the dc-link voltage as a constant

while directly regulating the real power refer to its control reference value. Large size IBGs’ GSCs

prefers power control mode [68]. This fact is also confirmed by [15], a study carried out by Siemens

where power control mode is assumed for GSC.

There are two q-axis control loops of GSC to regulate the reactive power: one is the reactive

power control mode and the other is the PCC voltage control mode [69, 70]. The reactive power

control mode modulates the reactive power refer to its control reference value. The PCC voltage

control mode regulates the PCC voltage which is associated with the reactive power of the whole

system.

2.2 Cascade Vector Control Structure

The scheme of simplified IBG with a grid-following control method is shown in Fig. 2.1. The

IBR connect to the power grid through a GSC which injects the active and reactive power to the

power grids based on the outer control setpoints. The GSC synchronizes the the point of common

connection (PCC) voltage with the grid voltage using a PLL. The overall cascade control structure

is shown in Fig. 2.2. It includes the outer control loop and the faster inner current control loop.

Both loops’ controllers adopt proportional-integral (PI) controllers and are modeled in the converter

dq-reference frame, which is a reference frame (denoted by superscript c) that rotates synchronously

with the PCC voltage. The GSC output voltages (vd, vq) are generated from the current orders

i∗1d and i∗1q by the decoupled inner current control loop. The reference current i∗1d is determined by

either the real power control or the DC-link voltage control. Meanwhile, i∗1q is generated by either

the PCC voltage control or the reactive power control.
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2.2.1 Outer Control Loop

Indicated in [71], the outer DC-link voltage controller is used to generate the reference signal

i∗d to regulate the DC-link voltage, and, thus, balance the power flow in the system. The energy in

the capacitor can be expressed as

Cdc

2

dV 2
dc

dt
= Pe − Pconv (2.1)

where Pe is the active power before the DC-link capacitor, and P is the active power from the GSC.

Per unitizing above equation leads to

CdcV
2
base,dc

2Pbase︸ ︷︷ ︸
τ

dV pu
dc

2

dt
= P pu

e − P pu
conv (2.2)

Using Park transformation, the active and reactive powers flowing into the power grid in the

converter dq-reference frame are represented as follows:


P = vcpcc,di

c
1d + vcpcc,qi

c
1q

Q = vcpcc,qi
c
1d − vcpcc,di

c
1q

(2.3)

where subscripts ‘d’ and ‘q’ denote the quantities in d-q reference frame. The decoupled dq-axis

control method is implemented, with d-axis aligns with the PCC voltage phasor using PLL, to

achieve the independent control (vcpcc,d = VPCC, v
c
PCC,q = 0). The powers can be simplified as

P = VPCCi
c
1d and Q = −VPCCi

c
1q. It is observed that active power can be controlled by the d-axis

current ic1d. Meanwhile, with this simplification, (2.2) can be rewritten as

τ
dV pu

dc
2

dt
≈ P pu

e − VPCCi
c
1d (2.4)

It is found that the square of DC-link voltage can also be controlled by the d-axis current ic1d.
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Similarly, the PCC voltage control or reactive power control loop using the same criterion as

that for DC-link voltage control loop design, the q-axis current ic1q is controlled by either PCC

voltage or reactive power.

2.2.2 Inner Control Loop

The dynamic equation of the ac-side can be expressed as follows:

LF
diabc
dt

= Vabc −RF i1,abc − Vpcc,abc (2.5)

where Vabc is the ac output terminal voltage of the GSC.

Using Park’s transformation, (2.5) can be expressed in dq-frame as follows:

LF
di1d
dt

= LFω(t)i1q + vd −RF i1d − vpcc,d (2.6)

LF
di1q
dt

= −LFω(t)i1d + vq −RF i1q − vpcc,q (2.7)

The current equations in Laplace-domain are written as follows:

i1d(s) =
1

LF s + RF
(LFωi1q + vd − vpcc,d)︸ ︷︷ ︸

ud(s)

(2.8)

i1q(s) =
1

LF s + RF
(−LFωi1d + vq − vpcc,q)︸ ︷︷ ︸

uq(s)

(2.9)

where ud and uq are the outputs of the PI controllers which are designed to track the current

references i∗1d and i∗1q.

2.2.3 Phase Locked Loop

There are several Phase-locked-loop (PLL) topologies such as Quadrature PLL (Q-PLL), En-

hanced PLL (E-PLL), Second-Order Generalized Integrator PLL (SOGI-PLL), and Synchronous

Reference Frame PLL (SRF-PLL). In this dissertation, SRF-PLL is employed to align the d axis

of dq-frame with the PCC voltage.
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Figure 2.3: Block diagram of the SRF-PLL.

Fig. 2.3 shows the configuration of the PLL. The output angle θPLL, is produced by a feedback

loop which regulates vpcc,q to zero, can be obtained as


θPLL = θ0 +

∫
ωdt

ω = ω0 + KpvPCC,q + Ki

∫
vPCC,qdt

(2.10)

where θ0 is the steady-state phase angle of the PCC voltage, ω0 is the fundamental frequency of

the grid, and Kp and Ki are the proportional and integral gains of the PI controller, respectively.

This way, the input voltage’s space vector is now aligned with the PCC voltage based on θPLL.

That is to say, vpcc,d = VPCC and vpcc,q = 0.
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Chapter 3: Modeling and Analysis of IBGs in Weak and Series Compensated

Networks

3.1 Introduction

This chapter 1 presents the modeling and stability analysis of type-4 wind in series compensated

networks with weak grid consideration. Type-4 wind is claimed to be immune from subsynchronous

resonances (SSRs) that have been experienced by type-3 wind with radial connection to series

compensated lines. Strong grid assumption is normally made in the study systems. But when the

grid is weak, the wind farm models for power system dynamic studies, e.g., the WECC model, may

result in inaccurate stability analysis. Thus, this chapter will develop a dynamic model suitable

for stability analysis of Type-4 wind farms with weak grid interconnection and examine this claim

through simplified analytical model building, analysis based on linearized models, and validation

against electromagnetic transient (EMT) testbeds with full details.

Indicated in [65], for power system dynamic studies, type-4 WTG system’s machine dynamics,

and machine-side converter (MSC) dynamics can all be ignored. In other words, the grid dynamics

are dominated by the control features of grid-side converter (GSC). Therefore, two analytical mod-

els of type-4 wind farm with radial connection to a series compensated line are built in dq-frames

with GSC control included. The GSC is represented by the average model. That is to say that the

GSC switching details are ignored and the converter is treated as a dq-frames voltage source. The

main difference of the two models is in GSC’s control mode, with one model assuming real power

control and the other assuming dc-link voltage control. Relying on the analytical models, an effi-

cient approach is demonstrated to obtain frequency-domain impedance models. With initialization

procedures to find the equilibrium points, develpoed analytical models can then be linearized at a

certain operational condition and small-signal analysis will be carried out using eigenvalue analysis

1The majority of this chapter was published in IEEE Transactions on Energy Conversion [72], 2019. Permissions
are included in Appendix A.
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and frequency-domain impedance model-based analysis. Potential stability risk is demonstrated

and factors caused stability risk are explored. The small-signal analysis results will be validated

against two EMT testbeds with full details in MATLAB/Simscape and PSCAD/EMTDC, respec-

tively.

3.2 EMT testbeds of Type-4 Wind in Series Compensated Networks

The first testbed is a 5 MW type-4 wind grid integration system in PSCAD/EMTDC. This

EMT model is a detailed switching model. The schematic diagram of Testbed 1 is shown in Fig.

3.1a. This type-4 wind turbine consists of a permanent magnet synchronous generator (PMSG)

to convert mechanical energy to electric energy, and a back-to-back voltage source converters to

convert variable frequency ac to 60 Hz ac. This testbed is developed from a demo system in

PSCAD/EMTDC where the machine-side converter (MSC) realizes Maximum Power Point Track-

ing (MPPT) and the GSC assumes dc-link voltage control. The testbed is adjusted to have the

GSC realize MPPT control so the outer control of GSC is in real power control mode. The MSC

is adjusted to control dc-link voltage. Between the two converters, there is a dc chopper employed

to avoid overvoltage on the dc-link capacitor [73].

The second testbed is an average model which is developed based on a demo system in MAT-

LAB/Simscape. Fig. 3.1b shows the 100 MW type-4 wind grid integration testbed with GSC in

dc-link voltage control mode. The electricity generated by a synchronous generator is rectified to

dc electricity through a diode-bridge rectifier. The dc electricity then passes through a dc/dc boost

converter to achieve dc voltage at a different voltage level. MPPT is implemented in the dc/dc

boost converter. The parameters of the system are shown in Table 3.1. The values are in pu if not

specified.

3.3 Analytical Models of Type-4 in Series Compensated Networks

Two analytical models are built to reflect the two testbeds. In analytical models, wind turbine

representation is simplified with only GSC control included. For GSC with dc-link voltage control

mode, the dc-link capacitor dynamics is also included. Modeling details of analytical model with

weak grid are elaborated in [33]. For this study, the grid dynamics now include LC resonance

dynamics.
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Table 3.1: Parameters of type-4 wind testbeds and analytical Models.

Description Parameters Values

Testbed 1
PSCAD

base Sb 5 MW
Vbase AC side 690 V, 33 kV
Vbase DC side 1500 V
Power P 1
Line Xg 1

DC-link Cdc 0.1 F

Testbed 2
MATLAB/
SimPower

base Sb 100 MW
Vbase AC side 575 V, 25 kV, 220 kV
Vbase DC side 1100 V
Power P 0.9
Line Xg 0.7

dc-link Cdc 0.09 F
dc/dc inductance Lboost 1.2 mH

Poles p 2

Rotor speed of generator ωr 1

Rated wind speed vw 11 m/s

Nominal frequency f 60 Hz

Converter filter
RF 0.003
XF 0.15

Shunt capacitor susceptance Bc 0.3

Transformer T1
RT1 0.0005
XT1 0.005

Transformer T2
RT2 0.0005
XT2 0.005

X over R ratio X/R 10

Inner current control (Kpi,Kii) 0.4758, 3.2655

Power control (Kpp,Kip) 0.25, 25

dc-link control (Kpp,Kip) 0.25, 25

AC voltage control (Kpv,Kiv) 0.2, 20

PLL1 (Kp,pll1,Ki,pll1) 60, 1400

PLL2 for Model 1, Testbed 1 (Kp,pll2,Ki,pll2) 150, 10000
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Figure 3.3: Analytical Model 1 with GSC in power control mode and analytical Model 2 with
GSC in dc-link voltage control mode.
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Fig. 3.2 presents the system circuit topology. The analytical models are presented in Fig. 3.3,

to represent the study system with the GSC’s outer control loops, inner current control loops,

phase-locked-loop (PLL), and grid dynamics. The GSC is represented by the average model and

is treated as a dq-frames voltage source. The outer and inner control loops adopt proportional-

integral (PI) controllers and are modeled in the converter dq-reference frame, which is denoted by

superscript c. Considering the PLL is employed to guarantee that the d-axis of dq frame aligns with

the PCC voltage phasor v⃗PCC, it is assumed that vcPCC,d = VPCC = VPLL, vcPCC,q = 0. The grid

dynamics are modeled in the grid dq-reference frame. Hence, at steady-state, all state variables are

constant. With this feature, linear models can be derived using numerical perturbation.

In Model 1, GSC is in power control mode. The power order is assumed to be a known

parameter. In Model 2, GSC is in dc-link voltage control mode. The modeling of the outer and

inner feedback control loops are elaborated in section 2.2. The PLL, grid dynamics, and the system

initialization for the proposed analytical models will be given in the following.

3.3.1 Phase Locked Loop

d
g

ΔѲpcc 

q
c

q
g

d
c

ΔѲ 

ω0
,

g

pcc dv

,

g

pcc qv

,

c

pcc qv
,

c

pcc dv

pccV ω

Figure 3.4: Spatial relationships between grid and converter dq reference frame.

As shown in Fig. 3.3, dq-frames in the analytical model include the converter dq-reference frame

(denoted by superscript ‘c’) and grid dq-reference frame (denoted by superscript ‘g’). The most

critical step of system modeling is the transformation from converter dq-reference frame to the

grid dq-reference frame. Fig. 3.4 shows the space vector diagram of PCC voltage and the spatial
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relationships between both reference frames. The angular frequency of the PCC voltage is ω as

distinguished from the grid nominal frequency ω0. Considering the PLL accurately tracks the angle

of the PCC voltage (θPCC) to synchronize the converter voltage with the grid voltage in steady

state, thus at steady state, ω = ω0 and the phase displacement θPCC between PCC voltage space

vector and grid reference d-axis can be assumed to be the same as the angular difference between

both dq-frames. That is to say, θPCC = θ.

The relationship between voltage space vectors in the converter dq-reference frame and grid

dq-reference frame is shown as follows:

(
vgpcc,d + jvgpcc,q

)
ejω0t = v⃗pcc,abc =

(
vcpcc,d + jvcpcc,q

)
ejθ (3.1)

Reorganizing above equation, the following equation of both dq-frames transformation can be ob-

tained:

vgpcc,d + jvgpcc,q =
(
vcpcc,d + jvcpcc,q

)
ej∆θ (3.2)

where ∆θ = θ − ω0t.

A simple second-order PLL is assumed. Structure of the PLL is shown in Fig. 3.5. The PCC

voltage magnitude VPCC and ∆θPCC can thus be obtained by


VPCC =

√
vg

2

PCC,d + vg
2

PCC,q

∆θPCC = tan−1(
vgPCC,q

vgPCC,d
)

(3.3)

VPCC and ∆θPCC are fed to the PLL to generate VPLL and ∆θ. The dq components of v⃗cPCC in the

converter dq-reference frame are deduced as follows:


vcPCC,d = VPCC cos (∆θPCC − ∆θ)

vcPCC,q = VPCC sin (∆θPCC − ∆θ)

(3.4)
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Figure 3.5: Block diagram of a simple second-order PLL.

It is assumed ∆θ = ∆θPCC in steady state, we have vcPCC,d = VPCC = VPLL and vcPCC,q = 0.

vcPCC,q is the input of the PI controller to generate the frequency deviation ∆ω. The PLL output

angle ∆θ is then obtained by integrating ∆ω.
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Figure 3.6: PLL 1 and PLL 2 with different bandwidth.

Effect of PLL parameters on stability is examined. Two sets of parameters are considered. PLL

1 has proportional and integral gains as (60, 1400). PLL 2 has proportional and integral gains as

(150, 10000). The two PLLs have bandwidths of 13 Hz and 32 Hz respectively. Their close-loop

transfer functions from the input angle to the output angle are plotted and shown in Fig. 3.6.

3.3.2 Grid Dynamics

The grid dynamics are modeled in the grid dq-reference frame, which rotates at the nominal

speed ω0.
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The grid dynamics block has the converter voltage and grid voltage as input or known param-

eters. Both the converter voltage and the grid voltage are assumed to be three-phase balanced. At

stead-state, their dq-frame variables all assume constant values.

The state variables of the grid dynamics block include the series capacitor voltage, the shunt

capacitor voltage, the grid current, and the converter output current, all in dq-frame. Total, there

are eight state variables.

The grid dynamics in the grid dq-frame can be derived from abc-frame space vector based

differential equations. The dq-frame differential equations are expressed as follows:



dig1d
dt = 1

LF
(vgd − vgPCC,d −RF i

g
1d + LFω0i

g
1q)

dig1q
dt = 1

LF
(vgq − vgPCC,q −RF i

g
1q − LFω0i

g
1d)

digg,d
dt = 1

Lg
(vgPCC,d − vgc,d − vgg,d −Rgi

g
g,d + Lgω0i

g
g,q)

digg,q
dt = 1

Lg
(vgPCC,q − vgc,q − vgg,q −Rgi

g
g,q − Lgω0i

g
g,d)

dvgPCC,d

dt = 1
CF

(ig1d − igg,d + CFω0v
g
PCC,q)

dvgPCC,q

dt = 1
CF

(ig1q − igg,q − CFω0v
g
PCC,d)

dvgc,d
dt = 1

Cg
(igg,d + Cgω0v

g
c,q)

dvgc,q
dt = 1

Cg
(igg,q − Cgω0v

g
c,d)

where ig1d, ig1q, i
g
g,d, igg,q, v

g
d, vgq , vgPCC,d, vgPCC,q, v

g
c,d, vgc,q and vgg,d, vgg,q are the d and q components

of the converter current, grid current, converter voltage, PCC voltage, capacitor voltage, and grid

voltage.

3.3.3 System Initialization

To carry out the eigenvalue analysis, an initialization is essential to calculate the steady-state

initial values of the state variables [74]. Newton Raphson (NR) method is used here to determine

the certain operation condition.

In this research, the analytical model is an fourteen-order dynamical system. fourteen state

variables, that includes eight state variables related to grid dynamics (ig1d, ig1q, igg,d, igg,q, vgPCC,d,
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vgPCC,q, and vgc,d, vgc,q), two state variables related to PLL (∆ω,∆θ), two state variables related to

outer control loops (icd, i
c
q), and two state variables related to inner current control loops (ud, uq),

should be initialized.

According to Fig. 3.2, the nodal admittance matrix Y is formed as follows:

Y =

Y11 Y12

Y21 Y22

 (3.5)

where

Yij = Gij + jBij =


Z−1
g i = j

−Z−1
g i ̸= j

(3.6)

To regulate the q-axis current independently, either reactive power control mode or the PCC

voltage control mode is adopted in practical modeling approach. The initialization process for both

feedback controls will be described in the following.

3.3.3.1 Reactive Power Control

If the analytical model adopts the reactive power control mode, the voltage space vector of bus

2 (grid) are fixed at V̄2 = 1̸ 0◦. Meanwhile initial guesses of the voltage magnitude and angle of

bus 1 (PCC bus) are chose as V
(0)
1 = 1 and θ

(0)
1 = 0◦ respectively which are updated with each

iteration k.

The net real and reactive injection power at the PCC bus, are written as equations (3.7) and

(3.8) [75].

P c(k) =
2∑

j=1

V1Vj [G1j cos(θ1 − θj) + Bij sin(θ1 − θj)] (3.7)

Qc(k) =

2∑
j=1

V1Vj [G1j sin (θ1 − θj) −B1j cos (θ1 − θj)] (3.8)
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where Vj is the voltage magnitude of bus j and θj is the voltage angle of bus j. The calculation of

the powers are then compared with the scheduled values to obtain the mismatch:

∆(k) =

[
P c(k) − P sch Qc(k) −Qsch

]T
(3.9)

where P sch and Qsch are the scheduled real and reactive power at bus 1, respectively. The super-

script T means the transpose of the matrix. The iterative scheme of NR method can be represented

as

x(k+1) = x(k) − J−1 · ∆(k) (3.10)

where

x =

[
V1 θ1

]T
(3.11)

and J is the Jacobian matrix of partial derivatives of (3.7) and (3.8) with respect to x, as shown

in (3.12). The elements of Jacobian matrix is required to calculate in each iteration.

J =

∂P c

∂V1

∂P c

∂θ1

∂Qc

∂V1

∂Qc

∂θ1

 (3.12)

Repeat (3.10) until the tolerance of the powers mismatch in (3.9) is less than 0.00001. After

tolerance achieves convergence, the voltage phasors V̄pcc = V1 ̸ θ1 can be obtained. Then, the

current phasor of transmission line, shunt filter, and RL filter can be found, respectively.

Īg =
V̄pcc − V̄g

Zg
(3.13)

ĪF = V̄pcc × jωCF (3.14)

Ī1 = Īg + ĪF (3.15)
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Hence the converter output voltage and voltage across the series capacitor can be calculated as

V̄ = V̄pcc + (RF + jω0LF )Ī1 (3.16)

V̄C = Īg × (−jXCg) (3.17)

As shown in Fig. 3.5, the initial value of ∆θ is assigned a value from the angle of PCC voltage

θ1. The initial value of ∆ω is considered as zero. Applying the abc to grid dq-reference frame trans-

formation, eight voltage components (vgd, v
g
q , v

g
PCC,d, v

g
PCC,q, v

g
c,d, vgc,q and vgg,d, vgg,q) and four current

components (ig1d, ig1q and igg,d, igg,q) are obtained. With the initial value of ∆θ, the grid to converter

frame transformation can be performed using the equation in (3.2) to find vcd, v
c
q, v

c
PCC,d, v

c
PCC,q,

vcc,d, vcc,q, vcg,d, vcg,q, ic1d, ic1q and icg,d, icg,q. Considering vcPCC,d = VPLL and vcPCC,q = 0 at steady

state, the initial values of ud and uq (outputs of the current loop PI controllers) can be computed

as follows: 
ud = Lωicq + vc1d − VPLL

uq = −Lωicd + vc1q

(3.18)

All initial parameters are obtained.

3.3.3.2 PCC Voltage Control

If the analytical model adopts the PCC voltage control mode, the voltage space vector of bus 2

and voltage magnitude of bus 1 are given as V̄2 = 1̸ 0◦ and V1 = 1 respectively. The voltage angle

θ1 of bus 1 is easily calculated by using the real power equation in (3.7). The current space vector

are then computed using (3.13), (3.14), and (3.15). The other initial parameters are obtained in

the same way as that of the section 3.3.3.1.

After the operation conditions are identified via initialization, the system stability with varying

series compensation level will be investigated in the following sections.

3.4 Model 1 Analysis and Validation

The analytical model (Model 1) with GSC in active power control model is shown in Fig.

3.3a. The system is assumed to operate and send out 1 pu wind power to grid (P = 1) and the

30



PCC voltage is at nominal level (VPCC = 1 pu). The grid strength without series compensation

is assumed to be weak (Xg = 1 pu). The analytical model is linearized under various operation

conditions to obtain linear models and small-signal analysis are followed. Validation is carried out

using the PSCAD/EMTDC testbed with full dynamics.

3.4.1 Eigenvalues and Participation Factor Analysis

The series compensation (sc) level varies from 10% to 75% with a step size of 2.5%. The

eigenvalues are plotted and presented in Fig. 3.7. Figs. 3.7a and 3.7b demonstrate the effect of

PLL 1 and PLL 2 on system stability, respectively. Fig. 3.7c and Fig. 3.7d are the zoom in plots

focusing on the subsynchronous range.

Three modes of less than 100 Hz frequencies are identified to be influenced significantly by series

compensation.

It is found that when PLL has a low bandwith, the dominant mode is a 3 Hz mode. With series

compensation increasing, this mode moves to the left-half-plane (LHP) and the system becomes

more stable. On the other hand, when PLL has a higher bandwith, the dominant mode is a 15

Hz mode. With series compensation increasing, this mode moves to the right-half-plane (RHP)

and the system becomes less stable. If series compensation is at 27.5% or more, the system loses

stability.

The eigenvalues at two marginal sc conditions are presented in Table 3.2. There are fourteen

eigenvalues in Model 1. Participation factors (PFs) are computed for each eigenvalue to identify

the most influential states. The info has been listed in Table 3.3. Unstable modes are highlighted

in bold fonts. The oscillatory eigenvalues λ=α+jβ under marginal condition are used to determine

oscillatory frequency as well as damping ratio. The oscillatory frequency is defined as f=β/2π and

damping ratio ζ=−α/
√
α2 + β2. It can be seen that there are two modes λ1,2, λ4,5 above 100 Hz

located in the left half-plane (LHP) far from the imaginary axis. PF analysis indicates that the

two modes are related to shunt capacitor and transmission line inductance.

The PFs are computed for the three modes under 100 Hz: mode λ6,7 in the range of 60 ∼ 65

Hz, mode λ8,9 in the range of 8 ∼ 20 Hz, and a mode λ11,12 of about 3 ∼ 5 Hz, are listed in Table

3.3.
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Figure 3.7: Eigenvalues loci for Model 1 where GSC is in power control mode with PLL 1 and
PLL 2.
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Table 3.2: Modes description for the power control under marginal conditions.

PLL 1
(sc=17.5%)

Mode Eigenvalue Damping ratio Freq. (Hz) Most relevant states
λ1,2 −532.6 ± 1856.0i 0.276 295.4 CF , Lg

λ3 −1260.7 - - -
λ4,5 −160.8 ± 816.2i 0.193 129.9 CF , Lg

λ6,7 −21.2 ± 381.3i 0.056 60.7 Cg

λ8,9 −62.3 ± 58.1i 0.731 9.3 PLL, Outer loop PI, Lg

λ10 −12.6 - - -
λ11,12 0.1± 20.1i 0.005 3.2 PLL, Outer loop PI
λ13 −6.9 - - -
λ14 −7.3 - - -

PLL 2
(sc=27.5%)

λ1,2 −592.2 ± 1866.7i 0.302 297.1 CF , Lg

λ3 −1259 - - -
λ4,5 −157.5 ± 842.1i 0.184 134.0 CF , Lg

λ6,7 −32.5 ± 385.0i 0.084 61.3 Cg

λ8,9 1.3± 92.2i 0.014 14.7 PLL, LΓ30823
λ10 −66.5 - - -
λ11,12 −15 ± 14.9i 0.709 2.4 Outer loop PI
λ13 −6.9 - - -
λ14 −6.9 - - -

Table 3.3: PFs of modes λ6,7, λ8,9 and λ10,11 in Model 1.

Description
State

Variable

Power control
PLL1(sc=17.5%) PLL2(sc=27.5%)

λ6,7 λ8,9 λ11,12 λ6,7 λ8,9 λ11,12

Grid

ig1,d 0.0090 0.0738 0.0012 0.0168 0.0210 0.0083

ig1,q 0.0082 0.0654 0.0120 0.0107 0.0563 0.0200

igg,d 0.0172 0.4029 0.0338 0.0233 0.2042 0.0588

igg,q 0.0060 0.2577 0.0289 0.0180 0.2630 0.0123
vgPCC,d 0.0270 0.0492 0.0046 0.0615 0.0436 0.0014

vgPCC,q 0.0544 0.0775 0.0046 0.0662 0.0373 0.0080

vgc,d 0.4642 0.0496 0.0050 0.4209 0.0869 0.0048

vgc,q 0.4400 0.0741 0.0066 0.4163 0.0698 0.0173

PLL
∆θ 0.0011 0.3879 0.3823 0.0032 0.6262 0.1143
∆ω 0.0001 0.1293 0.2891 0.0006 0.3644 0.1417

Outer-loop
ic1d 0.0114 0.5198 0.3279 0.0178 0.1600 0.6892
ic1q 0.0013 0.089 0.4367 0.0014 0.1045 0.5567

Inner-loop
ud 0.0002 0.0023 0.0020 0.0004 0.0012 0.0040
uq 0.0001 0.0259 0.0718 0.0001 0.0280 0.0348
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Table 3.3 indicates that λ6,7 and λ8,9 are related to the series RLC circuit dynamics. The

60 ∼ 65 Hz mode λ6,7 moves to the LHP with an increasing series compensation level, while the

8 ∼ 20 Hz mode λ8,9 moves to the RHP.

In the subsynchronous frequency range, the two oscillation modes λ11,12 and λ8,9 are affected

significantly by the compensation level and PLL. The lower frequency mode λ11,12 tends to move

to left, while the higher frequency mode λ8,9 tends to move to right. For the slower PLL with a

lower bandwidth (PLL 1), the low-frequency mode at 3 Hz is the dominant mode and this mode

moves to LHP with an increasing sc. Hence, increasing sc poses no risk of stability.

For the faster PLL with a higher bandwidth (PLL 2), the 8 ∼ 20 Hz frequency mode poses

potential stability issues. When sc increases, this mode moves towards RHP. Higher PLL bandwidth

makes this mode move further to the RHP.

Time-domain simulation results using Model 1 are presented in Fig. 3.8. The system initially

operates with parallel transmission lines (one RL circuit and one RLC circuit). 27.5 % compensation

level is assued. At t = 1 s, the RL circuit trips. For PLL 1 as shown in Fig. 3.8a, the system is

stable. For PLL 2 as shwon in Fig. 3.8b, the system is unstable. The results corroborate with the

eigenvalue analysis.
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Figure 3.8: Model 1 dynamic response following an event of a line trip at 1 sec.
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Figure 3.9: Model 1 eigenvalue loci with reduced grid strength for non-compensated transmission
line.

3.4.2 Weak Grid Modes in Non-compensated Grid

As a comparison, we present eigenvalue loci in Fig. 3.9 when there is no series compensation.

Fig. 3.9a is plotted with PLL 1, meanwhile Fig. 3.9b with PLL 2. Xg is varying from 0.2 pu to

1 pu with a step size of 2.5% to reflect a reducing grid strength. It can be seen the two modes

in the frequency range of 2 ∼ 20 Hz move to right with the grid strength reducing. These two

modes can be classified as modes related to weak grids. Increasing compensation level is similar as

strengthening the grid. Thus, it is reasonable that the low frequency mode of 2-5 Hz moves to the

left for an increasing compensation level. On the other hand, due to the interaction of the RLC

mode at about 60 Hz, the mode in range of 8 ∼ 20 Hz will move to the right for an increasing

compensation level.

3.4.3 EMT Testbed Validation

Finally, EMT testbed validation is given. In Testbed 1 shown in Fig. 3.1a, a type-4 based wind

farm is connected to the power grid through two parallel power lines (one non-compensated line and

one series compensated line). The non-compensated line is tripped due to a fault. Subsequently,

the wind farm become radially connected to the series compensated line.
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Figure 3.10: Dynamic performances of two different compensation levels under P control in
PSCAD.
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The dynamics of the PCC voltage, transmission line current, real power export from the wind,

dc-link voltage, dc side current and Fast Fourier transform (FFT) of wind power export P are

shown in Fig. 3.10. PLL 1 and PLL 2 are employed in Fig. 3.10a and Fig. 3.10b, respectively.

At t = 2 s, the RL circuit is tripped. The system suffers a 5 Hz oscillations if PLL 1 is applied.

Increasing the compensation level leads to enhanced stability. On the other hand, the system will

suffer 17 Hz oscillations with PLL 2 in place. Moreover, these oscillations will be more severe if the

series compensation increases.

The performance aligns with the analytical results presented in Fig. 3.7. If PLL 1 is applied,

with the increasing compensation level, the low frequency mode will move to the LHP and the

system is more stable. If PLL 2 is applied, the 8 ∼ 20 Hz mode becomes the dominant mode.

Increasing series compensation level may cause instability.

3.5 Model 2 Analysis and Validation

In Model 2, GSC adopts dc-link voltage control mode, as shown in Fig. 3.3b. The system is

assumed to operate at Vdc = 1 pu, VPCC = 1 pu and Xg = 0.7 pu. Testbed 2 in MATLAB/Simscape

will be used for validation. The system parameters are given in the Table 3.1.

3.5.1 Eigenvalues and Participation Factor Analysis

Fig. 3.11 presents the eigenvalue loci with the series compensation level (sc) varying from 10%

to 75% with a step size of 2.5%. Figs. 3.11c and 3.11d are the zoom-in plots of Figs. 3.11a (adopts

PLL 1) and 3.11b (adopts PLL 2) for subsynchronous range modes. There are fifteen states and

fifteen eigenvalues in Model 2. They are listed in Table 3.4 along with the influential states. Further,

Table 3.5 presents participation factors for the three modes with frequency below 100 Hz.

The eigenvalue loci in Fig. 3.11 and Table 3.4 identified two high-frequency mode above 100

Hz (λ1,2 and λ4,5), and three oscillation modes below 100 Hz (λ6,7, λ8,9, and λ11,12) which are

significantly influenced by the varying compensation level.

The high-frequency modes above 100 Hz are associated with the shunt capacitor and grid

inductor dynamics. Mode λ6,7 with a frequency range 50 ∼ 100 Hz is associated with the series

capacitor. It moves to the LHP with increasing sc level. The 8 ∼ 20 Hz mode λ8,9 is related to

grid current and PLL. It moves towards the RHP with increasing series compensation level. The
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Figure 3.11: Eigenvalues loci for Model 2 where GSC is in Vdc control mode.
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Table 3.4: Modes description for the Vdc control under marginal conditions.

PLL 1
(sc=20%)

Mode Eigenvalue Damping ratio Freq. (Hz) Most relevant states
λ1,2 −497.5 ± 1906.4i 0.253 303.4 CF , Lg

λ3 −1197.5 - - -
λ4,5 −93.9 ± 868.7i 0.107 138.3 CF , Lg

λ6,7 −3.3 ± 384.6i 0.009 61.2 Cg

λ8,9 −35.6 ± 63.9i 0.487 10.2 PLL, Lg

λ10 −60.6 - - -
λ11,12 0.02± 17.6i 0.001 2.8 Vdc dynamic, Outer PI
λ13 −11.4 - - -
λ14 −7.1 - - -
λ15 −6.9 - - -

PLL 2
(sc=35%)

λ1,2 −550.3 ± 1914.2i 0.276 304.7 CF , Lg

λ3 −1199 - - -
λ4,5 −102.4 ± 898.3i 0.113 143.0 CF , Lg

λ6,7 −5.3 ± 394.1i 0.013 62.7 Cg

λ8,9 0.0098± 131.1i 0.00007 20.9 PLL,LΓ30823
λ10 −91.3 - - -
λ11,12 −1.5 ± 19.9i 0.075 3.2 Vdc dynamic, Outer PI
λ13 −11.1 - - -
λ14 −6.9 - - -
λ15 −6.9 - - -

Table 3.5: PFs of modes λ6,7, λ8,9 and λ10,11 in Model 2.

Description
State

Variable

DC-link voltage control
PLL1(sc=20%) PLL2(sc=35%)

λ6,7 λ8,9 λ11,12 λ6,7 λ8,9 λ11,12

DC-link V 2
dc 0.0026 0.1268 0.3445 0.0043 0.0148 0.4713

Grid

ig1,d 0.0056 0.0752 0.0014 0.0106 0.0286 0.0034

ig1,q 0.0041 0.0512 0.0026 0.0066 0.0461 0.0019

igg,d 0.0204 0.1375 0.0093 0.0361 0.0604 0.0143

igg,q 0.0289 0.4308 0.0061 0.0623 0.2875 0.0009
vgPCC,d 0.0515 0.0615 0.0006 0.0985 0.00293 0.0002

vgPCC,q 0.0199 0.0254 0.0016 0.0231 0.0229 0.0002

vgc,d 0.4224 0.0899 0.0012 0.3428 0.1242 0.0005

vgc,q 0.4591 0.0302 0.0020 0.4331 0.0344 0.0052

PLL
∆θ 0.0021 0.9587 0.1089 0.0113 0.5515 0.0139
∆ω 0.0001 0.3438 0.0869 0.0021 0.2693 0.0137

Outer-loop
ic1d 0.0001 0.1399 0.3392 0.0010 0.0090 0.4692
ic1q 0.0008 0.1325 0.1109 0.0015 0.0376 0.0361

Inner-loop
ud 0.0002 0.0014 0.0017 0.0001 0.0005 0.0024
uq 0.0001 0.00594 0.0237 0.0002 0.0196 0.0031
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low-frequency (2 ∼ 5 Hz) mode λ11,12 is related to dc-link capacitor dynamics, outer control loop.

It moves towards the LHP with increasing series compensation level.

When PLL 1 is applied, the low-frequency mode is the dominant mode. When PLL 2 is applied,

the 8 ∼ 20 Hz mode is the dominant mode. Further more, increasing sc level poses stability risk

for the case with PLL 2. In another word, PLL with high bandwidth may pose oscillatory stability

issue for type-4 wind in series compensated network.

Time-domain simulation results based on Model 2 are presented in Fig. 3.12. The parallel

RL circuit is tripped at t = 1 s, which leaves the type-4 wind radially connected to the series

compensated line (sc is 35%) with DC-link voltage control. Simulation results in Fig. 3.12a show

that the system is stable for PLL 1. However, for PLL 2 as shown in Fig. 3.12b, the system is

unstable.
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Figure 3.12: Model 2 dynamic responses following an event of a line trip at 1 sec.

3.5.2 EMT Testbed Validation

The EMT dynamic validation results based on Testbed 2 are shown in Fig. 3.13. Fig. 3.13a

adopts PLL 1 and Fig. 3.13b adopts PLL 2. At the t = 2 s, the non-compensated line is tripped.

3 Hz oscillations are observed for the system with PLL 1. Increasing the sc level from 20% to 30%

makes the system stable. On the other hand, a 20 Hz oscillations occur if PLL 2 is used. Increasing

sc level from 30% to 35% makes the system unstable.
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The dynamic performances corroborate with the results based on eigenvalue analysis shown in

Fig. 3.11. That is, with the increasing compensation level, the low-frequency mode moves to the

left and the 8 ∼ 20 Hz mode moves to the right. PLL has a great influence on the 8 ∼ 20 Hz mode

and system stability. High PLL bandwidth leads to a dominant 20 Hz mode.

3.6 Impedance-based Stability Analysis

In the literature, frequency-domain impedance models are either measured using harmonic

injection method (e.g., [21]) or derived by conducting linearization at every stage for every equation

(e.g., [76, 77]). Alternatively, small-signal time-domain state space model is first derived, with

linearization conducted at every stage for every equation. With a device’s terminal voltage treated

as the input and the current flowing into the device as the output, the admittance of the device may

be found as the frequency-domain transfer function. This approach has been adopted in [6,71,78,79]

to find admittance or impedance models.

In this chapter, a computing efficient approach of finding impedance through nonlinear analyt-

ical model is presented. Compared to the approach in the literature, linearization is carried out in

one step via numerical perturbation.

Approach for obtaining the admittances of wind farm from the analytical model is illustrated

in Fig. 3.14. The admittance of the wind farm viewed from the PCC bus is desired. To find the

admittance, the integration system is constructed to have the PCC bus directly connected to the

grid voltage source. Based on this assumption, the analytical model of the system is constructed

in the dq-frame. Using numerical perturbation (e.g., Matlab command linmod), lineraized model

can be found. An input/output linearized model is found with the dq-axis voltages as input and

the dq-axis currents as output. This input/output representation is indeed the admittance model

of the wind farm.

The linear model is a 2 × 2 admittance matrix as follows.is,d(s)

is,q(s)

 =

Ydd(s) Ydq(s)

Yqd(s) Yqq(s)


︸ ︷︷ ︸

Yvsc,dq

vs,d(s)

vs,q(s)

 (3.19)
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Figure 3.13: Dynamic performances of two different compensation levels under Vdc control in
MATLAB/Simscape.
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For a series compensated transmission line, the impedance model in dq-domain is expressed

as [80]:

ZL,dq =

R + Ls + s
C(s2+ω2

0)
−Lω0 + ω0

C(s2+ω2
0)

Lω0 − ω0

C(s2+ω2
0)

R + Ls + s
C(s2+ω2

0)

 (3.20)

3.6.1 Stability Assessment

Impedance-based stability analysis is carried out for analytical model 2 (wind farm GSC in dc-

link voltage control mode). Stability of a multi-input multi-output (MIMO) system can be assessed

by the Generalized Nyquist Criterion (GNC), which has been popularly used in stability analysis,

e.g., [26,81–83]. The loop gain of the system is defined in (3.21). The system will be unstable when

characteristic loci of two eigenvalues of the loop gain (λ1 and λ2) encircle the point (-1, 0) clockwise

in the Nyquist diagram. Instability is also reflected in Bode plots as the magnitude greater than 0

dB when the phase shift happens for the two eigenvalues.

L = Yvsc,dq × ZL,dq (3.21)

Fig. 3.15 presents a stable case (case 1: sc = 25% for upper row Fig. 3.15a and Fig. 3.15b)

and an unstable case (case 2: sc = 40% for lower row Fig. 3.15c and Fig. 3.15d) for Model 2 with

a high bandwidth PLL considered (PLL 2). For case 1, Fig. 3.15a Bode plot shows that phase

shifting occurs at 22.58 Hz. The magnitude of the eigenvalue at 22.58 Hz is less than 1. Hence

the system is stable. The Nyquist diagram in Fig. 3.15b indicates the contour does not encircle
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Figure 3.15: Impedance-based stability analysis for Analytical model 2 with high bandwidth PLL
applied.
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(-1,0). Hence the system is stable. For case 2, the Bode plot in Fig. 3.15c shows that phase shifting

occurs at 21.5 Hz. The corresponding magnitude of the eigenvalue is greater than 1. Hence the

system is unstable. Instability is also confirmed by the Nyquist diagram in Fig. 3.15d where (-1,0)

is encircled clockwise.

The analysis results confirm the analysis in Section 3.5 and the major finding of this chapter:

when series compensation is used to reduce electric distance for type-4 wind farm integration

systems, instability may occur.

3.7 Conclusion

Small-signal stability analysis of type-4 wind in series compensated network is conducted relying

on state-space analytical models and impedance models. Under weak grid conditions, increasing

series compensation level may pose oscillatory stability issues due to interaction of a mode associ-

ated to voltage source converter (VSC) in weak grid (termed as “weak grid mode”) and a mode

associated to network LC resonance. Grid strength and Type-4 wind’s GSC control parameters,

including phase-locked-loop (PLL) parameters, play a big role on the dominant mode and stabil-

ity. The analysis presented in this chapter is based on two analytical models built in dq-frames

with grid dynamics and GSC control included. Analytical results and remarks are verified in two

EMT testbeds with full dynamics, including grid dynamics, wind turbine mechanical and machine

dynamics, and all stages of converter controls.
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Chapter 4: Admittance Identification of IBGs for Stability Prediction

4.1 Introduction

This chapter 2 presents measuring admittance in the sequence- and/or dq-domain for type-3

and type-4 wind in series compensated networks. Frequency scans have been employed by the grid

industry to obtain the frequency-domain measurements of wind farm admittances. The admittance

can be in a scalar or a 2 × 2 matrix. The positive-sequence scalar admittance can be used assess

subsynchronous resonance (SSR) for type-3 wind farms interconnected to series compensated net-

works. However, it is known that positive-sequence admittance has limitations for stability analysis

of type-4 wind in weak grids because of significant frequency-coupling effect. Sequence-domain and

dq-domain admittance, on the other hand, can provide accurate analysis results.

To the author’ best knowledge, though the relationship between sequence-domain admittance

and dq-domain admittance has been established in the literature, derivation that leads to the

relationship is not thorough. Reference [26] gives a derivation based on the relationship between

dq-domain phasors and sequence-domain phasors. Such derivation misses the critical link: the static

abc-frame. Thus, the derivation in [26] lacks the capability to demonstrate the mirror frequency

component. This research will fill the gap to demonstrate that both primary ω1 component and

the mirror frequency (2ω0 − ω1) component appears in the static abc-frame currents for a voltage

perturbation at ω1 frequency. The theoretic analysis also leads to a direct implementation procedure

on how to use the fast Fourier transform (FFT) analysis results to assemble sequence-domain

admittance matrix.

Frequency scans result in frequency-domain measurement points, instead of a model. Additional

method (e,g., Vector fitting) is required to arrive at a model. To address this concern, time-domain

data-base method relying on system identification algorithm proposed in [30] is implemented. Only

2The majority of this chapter was under review in Electric Power Systems Research [84], 2021.
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two experiments are required to identify a dq-domian admittance model. The obtained admittance

model is compared with that obtained from frequency scans and shows close match in frequency-

domain responses. Eigenvalue-based stability analysis employing the identified admittance model

further demonstrates the practical use of admittance model in accurate stability analysis.

In this chapter, three methods to measure or identify admittances for a type-4 wind farm will

be presented: frequency scan in the static frame and dq-frame, and time-domain data-based iden-

tification in the dq-frame. The first method leads to sequence-domain admittance, which can be

further converted to a dq-domain admittance. The latter two lead to dq-domain admittances. The

resulting dq-domain admittance measurements are compared for consistency. Further, s-domain ad-

mittance model-based eigenvalue analysis is carried out to demonstrate the effectiveness of stability

prediction.

4.2 Limitation of Positive-sequence Impedance-based Analysis
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Figure 4.1: EMT testbeds: Type-3 wind farm and type-4 wind farm in a series compensated
network.

In this section, two oscillatory incidents will be demonstrated in a grid-connected type-3 wind

farm and a grid-connected type-4 wind system, see Fig. 4.1. Both testbeds are developed based
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Figure 4.2: Dynamic responses of type-3 wind at compensation level 20%.

on Matlab/SimPowerSystems demos. Full details of electromagnetic transients related to machines

and circuits, as well as various converter controls have all been included. Both wind farms are

connected to the power grid through two parallel transmission lines (one non-compensated line

and one series compensated line). The compensated line is represented by a RLC line with the

impedance Rg + j(XL−XC). Resistance Rg is 10% of the reactance and 20 % series compensation

(SC) level is assumed.

At 5 seconds, the non-compensated line is tripped. Subsequently, the wind farm will be con-

nected to the series compensated line only. The dynamic responses of active power export from

the wind, phase-a grid current from the point of common coupling (PCC) bus to the grid, and

corresponding fast Fourier transform (FFT) results of the two testbeds are shown in Figs. 4.2-4.3.

Instabilities are observed in both wind farms. The type-3 wind farm suffers a 9 Hz and a 111 Hz

oscillation in current. The power shows oscillations with a complementary frequency at 51 Hz. For

the type-4 wind testbed, the current shows two oscillation components (57.2 Hz and 62.8 Hz) and

power has an oscillation component at 2.8 Hz.

It is noted that FFT is an important tool to find Fourier coefficients or phasors at different

frequency. The frequency domain f can be calculated using

f =
nfs
L
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where fs is sampling frequency, L is length of signal, and n is frequency index starting from 0 to

L/2. While, the single-sided magnitude spectrum of signal (M) can be found from

M = 2
Y1
L1

where Y1 is the even-valued Fourier coefficients of Y (obtained using Matlab command fft) and

L1 is even-valued signal length based on L. In this research, the EMT testbed is simulated for 10

seconds. FFT calculation is carried out over the selected time (4s-10s) that the signal was acquired.

The sampling frequency and the size of the signal samples for FFT are selected as 20000 Hz and

120002, respectively.
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Figure 4.3: Dynamic responses of type-4 wind at compensation level 20%.

4.2.1 Positive-sequence Impedance-based Analysis

The impedance measurement testbeds are shown in Fig. 4.4. In the measurement testbeds, an

ideal voltage source with nominal frequency ω0 is connected to the PCC bus. Considering that

the grid side converter (GSC) adopts PCC voltage control, a small inductive impedance is inserted

between the PCC bus and grid voltage. The wind farm is at the same operating condition as it is

in the EMT simulation testbed.

A series voltage source vinj at a specific frequency is connected in series with the grid voltage

source Vg. The current leaving the PCC bus to the grid voltage is measured. FFT is performed to
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Figure 4.4: Measurement testbeds of type-3 wind and type-4 wind.

find Fourier coefficients for frequency components. Ratio between the Fourier coefficients of voltage

and current is called impedance.

The mirror frequency coupling effect has been discovered for converters [26]. Assume that ω1

is injected frequency, then the mirror frequency is defined as ω2 and ω2 = 2ω0 − ω1. The coupling

effects will be theoretically demonstrated in Section III.

If frequency coupling effect is ignored, for each perturbed frequency, frequency scans will give a

scalar or positive-sequence impedance. References [34,80] have demonstrated that positive-sequence

impedance is suitable to assess the stability of type-3 wind with series compensation interconnection.

The positive-sequence impedance of a type-3 wind farm or a type-4 wind farm can be obtained as

follows.

ZType−3(jω1)(or ZType−4(jω1)) =
vinj(jω1)

ip(jω1)
=

V̄inj

Ī1
(4.1)

where V̄inj and Ī1 respectively represent the complex Fourier coefficients of the injected voltage and

the grid current at ω1.
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The impedance of series compensated transmission line viewed from the static frame can be

expressed as

Znet = Rg + Lgs +
1

Cgs
. (4.2)

The line impedances of type-3 and type-4 wind farm testbeds are different and they are hereafter

named as as Znet1 and Znet2, respectively. The parameters of series compensated transmission line

for both testbeds are given in Table 4.1. The values are in pu if not specified.

Table 4.1: Parameters of series compensated transmission line.

Description Values

Testbed 1
Type-3 wind

Power base 156 MW
Vbase 345 kV

Grid frequency 60 Hz
Line inductance Lg1 0.9

Line X/R ratio 11.2
Series line compensation level 20%

Testbed 2
Type-4 wind

Power base 100 MW
Vbase 220 kV

Grid frequency 60 Hz
Line inductance Lg2 0.7

Line X/R ratio 10
Series line compensation level 20%

The Bode plots of positive-sequence wind impedance (ZType−3/ZType−4) and network impedance

(Znet1/Znet2) at compensation level 20% are plotted in Fig. 4.5.

The difference between the phase angles at the point of matching magnitudes at 8.9 Hz is about

−180◦ for the type-3 wind turbine case, which indicates SSO at 8.9 Hz. Since the impedance is

in the static abc-frame, in the dq-frame or power measurement, the oscillation frequency is 51 Hz.

This analysis result corroborates with the EMT testbed simulation results presented in Fig. 4.2.

For the type-4 wind, it is observed that the phase angle of Znet/ZType−4 is greater than −180◦

at 7 Hz and 43 Hz when its magnitude is 1 or 0 dB. Based on the Bode plot, the system is stable,

which is not the case, as shown in Fig. 4.3. It demonstrates that the positive-sequence impedance

has limitation on the stability analysis of grid integrated type-4 wind systems.
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Figure 4.5: Bode plots of ZType−3, ZType−4, Znet1, and Znet2.

One plausible reason is that for type-3 wind turbine, frequency coupling effect is insignificant

in the subsynchronous range. Thus, positive-sequence impedance analysis is feasible. On the other

hand, for type-4 wind, frequency coupling effect cannot be ignored. This difference has been found

for commercial wind turbines at National Renewable Energy Center, as documented in Chapter

3.5 of the Wind SSO Task Force report [17].

4.2.2 Frequency Coupling Effects

Fig. 4.6 presents the frequency coupling effects in type-3 and type-4 wind. In both plots, not

only the perturbation frequency component, but also the mirror frequency component are plotted.

Ī2 represents the current’s Fourier coefficient of at the coupling frequency (ω2). The primary
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admittance I1(s)/Vp(s) and coupling admittance I2(j2ω0− s)/Vp(s) are compared over a spectrum

of frequencies from 1 Hz to 100 Hz. In Fig. 4.6a, it is seen that I1/Vp is significantly larger than

I2/Vp in the frequency range from 1 − 50 Hz, which indicates that frequency coupling effect can

be ignored for this frequency range in type-3 wind. On the other hand, in Fig. 4.6b, the primary

admittance and the coupling admittance are almost identical, which implies that the coupling effect

is significant. Thus, coupling effect must be considered for type-4 wind stability analysis.
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Figure 4.6: Impedance measurement of type-3 wind and type-4 wind to reflect the coupling effect.

4.3 Measuring Sequence-domain Admittance

This section presents the measurement procedure of finding sequence-domain admittance using

frequency scans in the static abc-frame. Theoretical analysis is provided to prove the existence of

mirror frequency component due to unsymmetrical dq-domain admittance. The detailed mathe-

matical relationship between the current space vector and the admittance in dq-domain is given.
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The goal of the derivation is to find in the static abc-frame, what are the frequency components

of the current for a given voltage perturbation at ω1 frequency. The dq-domain admittance is

assumed to be given. The derivation procedure can be summarized as a four-step procedure: (i)

converting the voltage perturbation in abc-frame to dq-frame and finding the phasors, (ii) using

the dq-domain admittance to find current phasors in the dq-frame, (iii) converting the phasors into

time-domain signals in the dq-frame, and (iv) finally converting the time-domain signals in the

dq-frame back to the static abc-frame.

4.3.1 Injection Frequency Above the Fundamental Frequency

Assume that the injected voltage has a frequency above the fundamental frequency and below

the 2nd harmonic frequency: ω0 < ω1 < 2ω0. The space vector of the injected three-phase voltage

can be expressed in the following form:

−→v p = V pe
jω1t = |Vp|ejθpejω1t (4.3)

where V p is the phasor and V p = |Vp|ejθp , |Vp| is the amplitude, and θp is the phase angle.

4.3.1.1 Step 1

When this space vector is viewed in the dq-frame where the d-axis is ahead of the static reference

frame by an angle ω0t and q-axis is 90 degree ahead of the d-axis, it is expressed as follows.

V dq = −→v pe
−jω0t = V pe

jωt (4.4)

where ω0 is the nominal frequency and ω = ω1 − ω0.

This vector V dq is projected into the d-axis and the q-axis. The components are expressed as

follows in the time-domain.vd(t)

vq(t)

 =

Real(V dq)

Imag(V dq)

 =

|Vp|cos(ωt + θp)

|Vp|sin(ωt + θp)

 (4.5)
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Eq. (4.5) leads to the following phasor expression.

V d

V q

 =

 1

−j

V p (4.6)

4.3.1.2 Step 2

The voltage phasors are related to the current phasors through the dq-frame admittance, which

is represented by a transfer function matrix Y m
dq (s) as

Īd
Īq

 =

Ydd(jω) Ydq(jω)

Yqd(jω) Yqq(jω)


︸ ︷︷ ︸

Y m
dq (jω)

V̄d

V̄q

 (4.7)

where the superscript m notates a matrix.

4.3.1.3 Step 3

In Step 3, the phasor expressions will be converted to the time-domain expressions. If a phasor is

expressed as V at a frequency ω, this means that its analytic form is defined as ṽ(t) and ṽ(t) = V ejωt.

In turn, its time-domain expression v(t) can be found as

v(t) = Real(ṽ(t)) =
ṽ(t) + ṽ∗(t)

2
. (4.8)

where superscript ∗ represents complex conjugate.

Substituting (4.6) into (4.7), the analytical form of the dq-axis current at frequency ω can be

represented as

̃id(t)

ĩq(t)

 =

Īd
Īq

 ejωt = Y m
dq (jω)

 1

−j

V pe
jωt (4.9)
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The conjugate of (4.9) can be expressed as

ĩ∗d(t)

ĩ∗q(t)

 =
(
Y m
dq (jω)

)∗ 1

j

 V̄ ∗
p e

−jωt (4.10)

From (4.9) and (4.10), the time-domain expressions id(t) and iq(t) can be found by use of (4.8).

Further the complex vector in the dq-frame Idq = id(t) + jiq(t) can be found as follows.

Idq(t) =

[
1 j

]id(t)

iq(t)

 =
1

2

[
1 j

]
̃id(t)

ĩq(t)

 +

ĩ∗d(t)

ĩ∗q(t)




=
1

2

[
1 j

]
Y m
dq (jω)

 1

−j

V p

︸ ︷︷ ︸
I1

ejωt

+
1

2

[
1 j

]
(Y m

dq (jω))∗

1

j

V
∗
p

︸ ︷︷ ︸
I2

e−jωt (4.11)

It is clear that the current vector in the dq-frame has two components: one rotating counter

clockwise at ω speed, the other rotating clockwise at the same speed.

4.3.1.4 Step 4

Hence, the current’s space vector in the static frame abc-frame can be found as:

−→
i (t) = Idq(t)e

jω0t = I1e
jω1t︸ ︷︷ ︸
−→
i1

+ I2e
j(2ω0−ω1)t︸ ︷︷ ︸

−→
i2

(4.12)

Two frequency components are observed in the abc-frame current. For phase a current, one com-

ponent is the primary component i1(t) with frequency ω1 and the other is the coupling component

i2(t) at the mirror frequency (2ω0 − ω1).

4.3.1.5 Remarks

The derivation clearly demonstrates the existence of the mirror frequency component. The

relationship between the perturbation voltage phasor and the two current phasors can be defined
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as follows:

Ypp(jω) =
I1

V p

, Y ∗
np(jω) =

I
∗
2

V p

(4.13)

From (4.11), it can be found that

Ypp(jω)

Y ∗
np(jω)

 =
1

2

1 j

1 −j

Y m
dq (jω)

 1

−j

 (4.14)

The above derivation shows that with sinusoidal voltage injection, based on the two frequency

components in the current, the primary admittance and the coupling admittance can be found. On

the other hand, with two admittance components, the full dq-domain admittance matrix with 4

components cannot be recovered yet. Hence, a second experiment may be carried out to have two

more admittance components.

4.3.2 Injection Frequency at the Mirror Frequency ω2

In this experiment, the perturbation voltage has a frequency at ω2, and ω2 = 2ω0 − ω1. If the

previous experiment uses a frequency at 70 Hz as perturbation frequency, this experiment uses 50

Hz as the perturbation frequency. The space vector of the perturbation voltage is expressed as

follows.

−→v n = V ne
j(2ω0−ω1)t (4.15)

The space vector viewed in the dq-frame is

V dq = −→v ne
−jω0t = V ne

−jωt (4.16)

The real and imaginary components of V dq are vd(t) and vq(t). Their phasors at ω frequency

are as follows. V d

V q

 =

1

j

V
∗
n (4.17)
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Following the same procedure as Step 3, the current space vector viewed in the dq-frame can

be written as:

Idq =
1

2

[
1 j

]
Y m
dq (jω)

1

j

V
∗
n

︸ ︷︷ ︸
Ī3

ejωt

+
1

2

[
1 j

]
(Y m

dq (jω))∗

 1

−j

V n

︸ ︷︷ ︸
Ī4

e−jωt (4.18)

The current space vector in the abc-frame can be expressed as

−→
i = I3e

jω1t + Ī4e
j(2ω0−ω1)t. (4.19)

Thus the abc-frame current will have two frequency component: one at the primary frequency ω1

and the other at the mirror frequency (2ω0 − ω1).

The following definitions are given:

Ypn(jω) =
I3

V
∗
n

, Y ∗
nn(jω) =

I
∗
4

V
∗
n

(4.20)

From (4.18), it can be found that the two admittance components are related to the dq-domain

admittance. Ypn(jω)

Y ∗
nn(jω)

 =
1

2

1 j

1 −j

Y m
dq (jω)

1

j

 (4.21)

4.3.3 Relationship between Sequence and dq-domain Admittance Matrices

Based on (4.14) and (4.21), the coupling effects can be mathematically modeled by a 2 × 2

admittance in sequence domain notated as Y m
pn . It has the following relationship with the dq-
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domain admittance: Ypp Ypn

Y ∗
np Y ∗

nn


︸ ︷︷ ︸

Y m
pn

=
1

2

1 j

1 −j


︸ ︷︷ ︸

H

Y m
dq (s)

 1 1

−j j


︸ ︷︷ ︸

H∗

. (4.22)

From (4.22), it can also be found the following relationship.

Y m
dq (s) =

1

2
H∗Y m

pn(s)H. (4.23)

Fig. 4.7 presents the sequence-domain admittance measurement based on the above procedure.

It can be clearly seen that Ypn and Y ∗
np components have comparable magnitudes as the diagonal

components, indicating significant frequency coupling effect.
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Figure 4.7: Sequence-domain admittance measurement.
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4.3.4 Measurement Procedure

To summarize, in order to find the sequence-domain admittance Y m
pn at any frequency ω, two

perturbation tests are required. In the first test, perturbation voltage’s frequency is ω1 (ω+ω0) (its

phasor is notated as V p) while in the second test, perturbation voltage’s frequency is the mirror

frequency 2ω0 − ω1 (or −ω + ω0, its phasor is notated as V n). In the above discussion, ω is in the

range of 0−60 Hz so that the two perturbation frequencies are in the range of 60−120 Hz or 0−60

Hz. In both tests, the three-phase perturbation voltage is positive sequence.

This can be extended to a random frequency range. For example, in case to obtain the admit-

tance at 70 Hz, the perturbation frequencies will be 130 Hz and −10 Hz. −10 Hz means that the

perturbation voltage is negative sequence at 10 Hz.

For each test, FFT analysis will be conducted on three-phase currents to extract two component:

one at ω1 or ω+ω0 and the other at the mirror frequency 2ω0−ω1 or −ω+ω0. With the four current

phasors and the known perturbation voltage, the sequence-domain admittance can be found. Table

4.2 lists the two tests and the resulting current phasors.

Table 4.2: Voltage perturbation tests and the resulting current phasors.

Perturbation Response
Voltage Freq. Current Freq.

V p ω + ω0
Ī1 ω + ω0

Ī2 −ω + ω0

V n −ω + ω0
Ī3 ω + ω0

Ī4 −ω + ω0

The sequence-domain admittance at frequency ω can be found as

Y m
pn(jω) =

I1/V p I3/V
∗
n

I
∗
2/V p I

∗
4/V

∗
n

 (4.24)

4.3.5 Example of Transfer Matrix Admittance Modeling

An example is presented to provide great insight. System is disturbed at 1 sec by injecting a

positive sequence voltage at a certain frequency 70 Hz. Note that the injected voltage magnitude
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Figure 4.8: Time-domain measurements when 70 Hz voltage perturbation is injected at 1 sec.
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should be kept relatively small [28,85,86]. In our study, Vp = 0.01̸ 0 pu is applied. Fig. 4.8 shows

time-domain measurements of active power export from the type-4 wind farm, phase-A voltage at

PCC bus, phase-A grid current from PCC bus to the grid, and the corresponding FFT results.

Recording successive sections of voltage and current time-domain measurements, during the per-

turbation duration from 2 seconds to 7 seconds, to guarantee that an integer number of periods

are acquired. Based on the finite set of data, Fast Fourier Transformation (FFT) calculate the

frequency components of voltage and current and display them as frequency spectrum. The FFT

results are shown in Fig. 4.8b. It is seen that current has sequence-domain harmonic components at

70 and 50 Hz. Correspondingly, dq-domain harmonic component with a complementary frequency

(60 Hz-50 Hz=10 Hz) is observed in power. These are fully consistent with Table 4.2. The same

procedure is applied when voltage perturbation is injected at 50 Hz. Calculated harmonic compo-

nents of voltage and current for two independent perturbations (70 Hz and 50 Hz) are respectively

recorded in Table 4.3 where the relevant frequency is indicated in the subscript.

Table 4.3: Harmonic components of voltage and current for two independent perturbations.

Perturbation Response
Phasor Freq. Phasor Freq.

V̄p,70Hz = 0.01̸ 0 70 Hz
Ī1,70Hz = 0.0256̸ 81.80◦ 70 Hz
Ī2,50Hz = 0.0257̸ 101.97◦ 50 Hz

V̄
′
p,50Hz = 0.01̸ 0 50 Hz

Ī
′
1,,50Hz = 0.0218̸ −81.4◦ 50 Hz

Ī
′
2,70Hz = 0.0233̸ −100.1◦ 70 Hz

Using (4.13) and (4.20), the elements of transfer matrix admittance Y m
pn are given, in the

sequence-domain, as

Ypp =
Ī1,70Hz

V̄p,70Hz
= 1.877 ̸ 84.10◦, Ypn =

Ī
′
2,70Hz

V̄
′∗
p,50Hz

= 2.96̸ −102.53◦

Ynp =
Ī2,50Hz

V̄ ∗
p,70Hz

= 1.88̸ 99.67◦, Ynn =
Ī
′
1,50Hz

V̄
′
p,50Hz

= 2.77̸ −78.94◦
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Using (4.23), transfer matrix admittance Y m
dq , in the dq-domain, is computed subsequently.

Repeating the same procedure for all injected frequency of interest (0 Hz-120 Hz). The admittance

with the varying frequency can be obtained for further stability analysis.

4.4 dq-domain Admittance: Frequency Scans and System Identification

In this section, two methods will be introduced to give admittance measurement or lead to

an input/output model. Both methods are based on the dq-frame. The first method is based on

frequency scans and the second method is based on step-response data-driven method relying on

Eigensystem Realization Algorithm (ERA). The details of the latter method has been introduced

in [30]. The key idea is to use the system identification method, e.g., ERA, to identify the eigenvalues

and residues from a time-domain signal. The objective of ERA is to find the s-domain expressions

of the dq-frame currents. If the voltage perturbation transfer function is known, e.g., a step change,

then an s-domain admittance model can be quickly found.

Both methods use the same measurement testbed as shown in Fig. 4.9. The grid source is

represented by a controlled voltage source in the grid dq-frame. The steady-state vd and vq are

1 and 0 pu, respectively. The dq-frame is based on a synchronous rotating frame. The difference

compared to the testbed in Fig. 4.4b, is that the perturbation is carried out in the dq-frame.

SG
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iabc
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PCC Vg

Type-4 wind farm
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dq

vabc

vd
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Figure 4.9: Dq-domain admittance measurement testbed.

4.4.1 Admittance Measurement based Frequency Scans

The admittance matrix at a single frequency can be obtained through two perturbation tests,

one to perturb the d-axis voltage and the other to perturb the q-axis voltage.
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1. Case 1: A sinusoidal voltage perturbation at frequency ω with small magnitude 0.01 pu is

added to the steady-state vd. The phasor of the perturbation voltage is notated as V d. The

q-axis voltage is at its steady-state value. dq-axis currents are measured and FFT analysis

are conducted to extract components at frequency ω. The two current phasors are notated

as I
(1)
d and I

(1)
q . From there, Ydd and Yqd are found.

2. Case 2: A sinusoidal voltage perturbation with small magnitude 0.01 pu is injected in vq

while the d-axis voltage is at its steady-state value. The phasor of the perturbation voltage

is notated as V q. dq-axis currents are measured and FFT analysis are conducted to extract

components at frequency ω. The two current phasors are notated as I
(2)
d and I

(2)
q . From

there, Ydq and Yqq can be found.

The admittance is associated to the dq-axis currents and dq-axis voltages as follows.

∆id(s)

∆iq(s)

 = −

Ydd(s) Ydq(s)

Yqd(s) Yqq(s)


︸ ︷︷ ︸

Y m
dq (s)

∆vd(s)

∆vq(s)

 (4.25)

The elements of admittance matrix at s = jω can be computed as

Ydd(jω) = −I
(1)
d

V d

, Ydq(jω) = −
Ī
(2)
d

V q

Yqd(jω) = −
I
(1)
q

V d

, Yqq(jω) = −
I
(2)
q

V q

(4.26)

where superscript 1 indicates case 1 and superscript 2 indicates case 2. Negative signs are due to

the current direction is out of the converter.

The aforementioned admittance Y m
dq is built based on a dq-reference frame whose d-axis is

aligned with the grid voltage.

4.4.2 Time-domain Step-response based Admittance Identification

Frequency scans require numerous experiments and FFT analysis to extract phasors from time-

domain responses. In addition, the outcome is measurement instead of an s-domain model.
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The method proposed in [30] requires only two experiments.

1. Experiment 1: A step change of 0.01 pu is applied in vd (∆vd = 0.01/s). From the

time-domain responses of dq-current deviations, their d-domain expressions will be identi-

fied as ∆i
(1)
d (s) and ∆i

(1)
q (s). This step requires dynamic system identification algorithm,

e.g., ERA. From there, Ydd(s) and Yqd(s) expressions are found as −∆i
(1)
d (s)/∆vd(s) and

−∆i
(1)
q (s)/∆vd(s).

2. Experiment 2: A step change of 0.01 pu is applied in vq and the s-domain expressions for the

dq-axis currents are found ∆i
(2)
d (s) and ∆i

(2)
q (s). From there, Ydq(s) and Yqq(s) expressions

are found as −∆i
(2)
d (s)/∆vq(s) and −∆i

(2)
q (s)/∆vq(s).
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Figure 4.10: Time-domain current measurements from two experiments: i
(1)
d , i

(1)
q for the

experiment 1, and i
(2)
d , i

(2)
q for the experiment 2 with step change of 0.01 pu is applied at t = 2 sec.
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Figure 4.11: Comparison of 10th order, 20th order, and 30th order model from Eigensystem
Realization Algorithm.

Fig. 4.10 shows the current dynamic responses i
(1)
d , i

(1)
q for the experiment 1, and i

(2)
d , i

(2)
q for

the experiment 2. Blue curves are the recorded data. Data from 2-3 seconds are used for learning.

The red curves are the reconstructed data after learning. It is observed that two curves match

very well with 1000 Hz sampling frequency and 30th system order. The order is chosen to be 30

after trial and error. At lower order, e.g., 10 or 20, the reconstructed signal poorly matches the

measurements as shown in Fig. 4.11. The admittance is found and its Bode plots are shown in Fig.

4.12. This admittance is notated as YERA. It is compared with the admittances obtained through

frequency scan in the dq-frame (Y m
dq ) and 1

2H
∗Y m

pn(s)H, where Y m
pn is obtained from frequency scans

in the stationary frame. Fig. 4.12 presents the comparison. It is observed the identified admittance

matrices using different approaches have matching frequency responses.
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4.5 s-domain Admittance-based Eigenvalue Analysis

For a series compensated transmission line, the dq-domain impedance matrix is expressed as

follows.

ZL,dq =

R + Ls + s
C(s2+ω2

0)
−Lω0 + ω0

C(s2+ω2
0)

Lω0 − ω0

C(s2+ω2
0)

R + Ls + s
C(s2+ω2

0)

 (4.27)

The total admittance viewed at the PCC bus is

Ytotal = YERA + YL,dq (4.28)
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where YL,dq = Z−1
L,dq. If there is a shunt current injection at the PCC bus, notated as Iinj, the

resulting PCC bus voltage deviation can be expressed as

Ytotal∆VPCC = ∆Iinj.

With the current injection treated as the input and the PCC voltage treated as the output,

the system’s transfer function is Y −1
total. Hence, the system’s eigenvalues are the poles of Y −1

total, or

the zeros of Ytotal. This approach of finding system eigenvalues through an s-domain admittance

was proposed in [?] in 1990s. On the other hand, this approach finds few applications due to two

reasons. For a simple circuit that can be viewed by a source and a load, frequency-domain analysis

methods such as Generalized Nyquist Criterion is popular. On the other hand, for a sophisticated

power grid with many nodes, the state-space modeling approach is popular and has been adopted by

major power system dynamic analysis software packages, e.g., PowerTech Lab’s SSAT. Indeed, the

s-domain admittance-based method was re-introduced only most recently in [30, 87] for converter

penetrated power grids.

The trajectory of eigenvalues is shown in Fig. 4.13 when the compensation level increases. It is

observed that the dominant eigenvalues move toward left half-plane (LHP) with compensation level

increasing from 10% to 75% with a step size of 2.5%. When compensation level is at 20%, a pair of

eigenvalues 0.343± j2π× 3 with a oscillation frequency 3 Hz, indicates instability. Increasing com-

pensation is the same as increasing system strength and this mode moves to the LHP. The unstable

mode identified by the eigenvalue analysis corroborates with the EMT testbed simulation results

presented in Fig. 4.3, where FFT identifies 2.8 Hz oscillations. The above study demonstrates that

admittance-based eigenvalue analysis leads to accurate stability prediction.

4.6 Conclusion

In this chapter, three methods to measure or identify admittance of type-4 wind farms, in

sequence- or dq-domain, are presented along with the theoretical derivations. Details of the mea-

surement testbed setup, measuring procedures are presented with theoretic explanation. The result-

ing admittances are compared for consistency. Furthermore, eigeevalue-based stability assessment
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Figure 4.13: Trajectory of eigenvalues for increasing series compensation level from 10% to 75%.

relying on the admittance model identified gives accurate analysis results which corroborate with

the EMT simulation results.
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Chapter 5: Three-Phase Hybrid Boost Converter for IBGs

5.1 Introduction

This chapter presents a single-stage multi-port hybrid boost converter (HBC) to correctly reg-

ulate the dc and ac output while maintaining the closed-loop stability. A grid-connected DC-based

power system (see chapter 1.5) is shown in Fig. 5.1(a). A IBG such as solar PV can be treated

as a single dc input. The step-up dc-dc converter is used to supply dc loads and the grid con-

nected voltage source converter (VSC) is cascaded to step-up dc-dc converter to supply ac loads.

Separate converter with individual controller is required to achieve dc/dc and dc/ac conversions.

This increases power loss, system complexity, and reduces the reliability. Hence, it is necessary

to implement a HBC with lesser number of switches to supply dc and ac loads simultaneously as

shown in Fig. 5.1(b) [88–90]. The HBC-based architecture reduces the unnecessary processes of

dc/dc and dc/ac conversions compared with conventional converter-based architecture.

In this research, a scenario of the dc input and utility ac grid maintain continuous dc power

supply is investigated. Detailed modeling of the HBC in the closed-loop control is developed to

demonstrate the operating behavior. The vector control and hybrid pulse width modulation (PWM)

methodology are presented. The performance of the HBC is investigated in a electromagnetic

transient (EMT) testbed which is developed in MATLAB/Simscape. It is found that the HBC

is capable of maintaining the smooth power transfer between the ac and dc outputs, correctly

regulating the dc bus voltage while maintaining closed-loop stability.

5.2 Grid Connected Operation of the HBC

The circuit topology of the study system is shown in Fig. 5.2, where a dc source is connected

to an utility grid and dc loads through a single stage three-phase HBC. It is noted that the dc

source can be easily extended to most existing IBG such as solar PV operated in the maximum

power point tracking (MPPT) mode to provide maximum power output. Symbols Vin, Vdc, and Vpcc
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Figure 5.1: Representative schematic of grid-connected DC-based system: top is conventional
converter-based architecture and bottom is HBC-based architecture.

represent the dc input voltage, dc output voltage, and point of common connection (PCC) voltage,

respectively. The dc side includes one diode and one capacitor (Cdc) to provide a dc output at a

different voltage level. The ac side is connected to the power grid though an RLC filter (Rf , Lf , Cf ),

two step-up transformers, and a transmission line (Rg, Lg) to get the sinusoidal ac output.

Compared to the separate converters to achieve dc/dc and dc/ac conversion, a single HBC

performing both operations simultaneously. A single dc input provides a dc and ac output through

the three-phase bridge network switches (Q1−Q6), where the power switches can use either IGBT

or MOSFET with anti-parallel diodes. Three operation modes of the HBC based on the switching

states are shown in the Fig. 5.3 and described in the following.

5.2.1 Shoot-through Mode (mst)

Fig. 5.3(a) shows the power direction (blue line) in the study system for the shoot-through

mode. In this mode, the shoot-through occurs by gating-on both switches of any one or two or

all particular legs (either Q1Q4, Q3Q6, or Q5Q2) at the same time. In this work, all the legs are
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Figure 5.2: Three-phase HBC topology.

turned on to achieve the shoot through. The diode of the dc side is reversed biased and the current

circulates in the bridge network switches. That is to say, the dc and ac output are zero. Moreover,

L is charging in order to provide higher dc output voltage than the dc input voltage. The duration

period of the shoot-through mode is defined as the duty cycle (Dst).

5.2.2 Power Mode (mp)

The power mode is realized by gating on any two top or bottom switches and the opposite

switch in the remaining leg. In this work, Q1, Q5, and Q6 are turned on. In this mode, the diode

of the dc side conducts and current partially flows to the ac side. The power direction is shown in

Fig. 5.3(b) where the dc input powering both dc and ac output simultaneously.

5.2.3 Zero Mode (mz)

Zero mode is activated when either all top or bottom switches are turned on. Q2, Q4, and Q6

are on in this work. As shown in Fig. 5.3(c), the dc input power the dc side but no power flows

into the ac side.
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Similar to conventional boost converter, the duty cycle (Dst) regulates the dc output. The dc

output voltage (Vdc) can be expressed in terms of the dc input voltage and the duty cycle as follows:

Vdc =
Vin

1 −Dst
(5.1)

The modulation index (Mi) is used to regulate the ac output that is similar with that in the

conventional VSC. The rms value of the line to line ac output voltage (Vac) can be derived in terms

of the dc input voltage, the duty cycle, and the modulation index as follows:

Vac =

√
3

2
√

2
Mi

Vin

1 −Dst
(5.2)

To achieve continuous operation of the HBC, a limitation to the duty cycle and the modulation

index must be satisfied.

Mi + Dst ≤ 1 (5.3)

The maximum ac output voltage can be obtained as
√
3

2
√
2
Vin at the equality condition of (5.3).

5.3 Control Modeling of the HBC

The HBC is designed to control the reactive power Q at the PCC and the dc output voltage

Vdc to regulate the ac and dc output, respectively. Fig. 5.4 shows the overall closed-loop control

scheme of the HBC, which includes the outer Q and Vdc feedback control loops, the inner current

(id, iq) control loop, the phase-locked-loop (PLL) control, and the pulse width modulation (PWM).

The outer and inner controllers adopt proportional-integral (PI) controllers and are modeled in

the converter reference frame that rotates synchronously with the PCC voltage. The HBC ac-side

output voltage (vd, vq) are generated from the current orders i∗d and i∗q by the decoupled inner

current control loop. The value of reference current (i∗d, i∗q) are determined by the outer Vdc and Q

control feedback loops, respectively. Except the inner current control loop is same with that in the

section 2.2.2, the remaining modeling details are described as follows.
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Figure 5.3: Three operating modes of the three-phase HBC: (a) Short through mode, (b) Power
mode, (c) Zero mode.

5.3.1 Outer Control Loop

The modeling of outer control loop of the HBC is similar with that in the section 2.2.1. The

difference is the output power of the converter include ac and dc power in this research.
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The energy in the capacitor can be written as

Cdc

2

dV 2
dc

dt
= Pin − Pac − Pdc (5.4)

where Pin, Pac, and Pdc are the active power at the dc input, ac output, and dc output, respectively.

The active and reactive powers flowing into the power grid are expressed as


Pac = 3

2(vpcc,did + vpcc,qiq)

Qac = 3
2(vpcc,qid − vpcc,diq)

(5.5)

With the PLL, the powers can be simplified as P = 3
2Vpccid and Q = −3

2Vpcciq. As a result, (5.4)

can be further expressed as follows:

Cdc

2

dV 2
dc

dt
= VinIin −

3

2
Vpccid − VdcIdc (5.6)

Simplifying the above equation leads to

Cdc
dVdc

dt
=

Vin

Vdc
Iin −

3

2

Vpcc

Vdc
id − Idc︸ ︷︷ ︸

ud

(5.7)

It is found that the dc output voltage can be controlled by the d-axis current id. The PI controller

drive the difference between V ∗
dc and Vdc near zero. Based on the ud which is output of PI controller,
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the current reference i∗d can be obtained as

i∗d = −2

3

Vdc

Vpcc
(ud −

Vin

Vdc
Iin + Idc). (5.8)

Similarly, the outer reactive power control loop using the same criterion as that for the dc

output voltage control loop design. The reactive power exchange between the grid and the HBC is

controlled by the q-axis current iq.

5.3.2 Hybrid PWM Methodology

As discussed in section 5.2, the HBC achieve the dc/dc and dc/ac conversion through three

operating modes. The switching scheme based on the operating modes is shown in Fig. 5.5. The

carrier triangular signal (Vtrl) is compared with a dc signal ±Vst and the magnitudes of the phase

voltages (vma, vmb, vmc) to generate gating pulses (S1 − S6) for regulating dc and ac output,

respectively. Fig. 5.6 shows the PWM control strategy to get required switching pattern.

t
mst mz mp mz mst mz mp mz mst

Vtrl
+Vst

vma

vmb

vmc

-Vst

S1

S4

S3

S6

S5

S2

Figure 5.5: Gating pulses for switches (S1 − S6) and operating waveforms of carrier signal Vtrl,
phase voltages Vm, and dc signal Vst for the three-phase HBC.

76



Vma Vmb

+
-
+
-

+
-
+
-

+
-
+
-

+
-
+
-

+
-
+
-

+
-
+
-

Vtrl

+Vst

+
-
+
-

+

-

+

-

-Vst

ab

bc

ca

at

bt

ct

ts

st

S2

S4

S6

S1

S3

S5

Vmc

Figure 5.6: PWM control strategy for the three-phase HBC.

5.4 Simulation Results

The HBC can be operated as a rectifier or inverter based on the power exchange between the

dc source, dc load, and the utility grid. The utility grid in this case like an energy storage with

unlimited storage capacity to balance the load supply and demand. The dc source can either power

the dc side and utility grid or cooperate with utility grid to power the dc load. In this research, the

latter will be used to test the performance of the bidirectional HBC. In this scenario, the dc source

is insufficient to supply the dc load. The utility grid will be acted as a secondary power source to

continuously supply the power shortage.

The study system as shown in Fig. 5.2 is established in the MATLAB/Simscape environment.

The dc source provides the dc electricity then passes through the HBC to achieve dc output at a

different voltage level. At the same time, the electricity from ac grid is rectified to dc electricity to

power the power shortage at the dc side. The dc input voltage is always maintained at 200 V. The
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Table 5.1: Parameters of the simulation system.

Parameter Value Parameter Value

Rated capacity 100 MVA DC-side capacitor Cdc 12000 uF
System frequency 60 Hz DC-side voltage Vdc 300 V
Input voltage Vin 200 V DC-side load Rload 10 Ω
Input resistore R 6.1 Ω Li-ion battery voltage 230 V
Input inductor L 56 mH Li-ion battery capacity 5.4 Ah

AC-side voltage base 110 V Current control (Kpi,Kii) 0.63, 10
AC-side resistor Rf 2 mΩ Vdc control (Kpv,Kiv) 0.3, 0.8
AC-side inductor Lf 125 uH Q control (Kpq,Kiq) 0.8, 300
AC-side capacitor Cf 47 uF PLL (Kp,Ki) 180, 3200

Grid resistor Rg 0.9 Ω Switching frequency 5 kHz
Grid inductor Lg 16.6 mH

dc output voltage and reactive power at PCC are controlled as the predetermined reference orders

of 300 V and 0, respectively. The parameters of the simulation model are given in the table 5.1.

Fig. 5.7 shows the system dynamic performance of the three-phase HBC in closed-loop condi-

tion. The dc output voltage (Vdc), reactive power at PCC (Q), duty cycle (Dst), modulation index

(Mi), power exchange (P ), and ac output voltage (Vab) are plotted. The dc load resistance is fixed

at 10 Ω and the Li-ion battery will be connected to the system at 2 sec to emulate the increased

penetration of dc loads. The events are described as follows:

5.4.1 Reference V ∗
dc Step Change

At 1 sec, the dc output voltage reference V ∗
dc step up to 350 V. It is observed that Vdc properly

follow V ∗
dc. Meanwhile, Dst increase to 0.43 and Mi decrease to 0.54. This satisfies the relation

(5.3) to achieve the continuous operation of the HBC. Further, the magnitude of Vab has an increase

when the change of Dst is greater than that in Mi. This is consistent with principle in equation

(5.2), that is, the ac output voltage depends on both Dst and Mi. In addition, the power is drawn

from the grid to supply dc load. This validates the bidirectional feature of the three-phase HBC.

5.4.2 Reference Q∗ Step Change

At 1.5 sec, the ac output reactive power reference Q∗ step change from 0 to 10 kVar. Q tracks

its reference value correctly and Vdc remains at 350 V. This shows the HBC can control dc output

voltage and reactive power at PCC independently. Meanwhile, Dst remains static but the Mi has

a increase which leading to a slight increase of the magnitude of Vab.
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5.4.3 Battery Charging

At 2 sec, a Li-ion battery is connected to the system. The dc output power increases (Pdc=

30.95 kW). After a short transient, the ac grid transfers more power (Pac= 31.52 kW) with the dc

input power (Pin= 0.26 kW). Meanwhile, it is observed that Vdc and Q return to the reference value

quickly. The behavior of the battery is shown in Fig. 5.8 that indicates a stable and continuous

charging. These results validate the HBC can provide a smooth transition when the dc load has

perturbations.

The behavior of three-phase HBC discussed in Section 5.2 has been validated by the time-

domain simulation results, that is, the three-phase HBC is able to regulate the dc and ac output

while maintaining closed-loop stability.

5.5 Conclusion

This chapter examines the effectiveness and robustness of the HBC with simultaneous ac and dc

output when a single dc input is presented. Detailed modeling of the converter in the closed-loop

control is developed to demonstrate the operating behavior. The performance is evaluated when

the dc input and ac grid maintain continuous dc power supply. The computer simulation results

validate that the three-phase HBC is able to correctly regulate the dc and ac output as well as the

dc output voltage and the reactive power at PCC.
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Chapter 6: Conclusion and Future Work

6.1 Conclusion

The conclusion derived in each chapter will be given as follows:

Chapter 2 presents a detailed characteristics of low inertia IBGs in the power grids. Extensive

modeling assumptions and the cascade vector control of grid-following inverter are elaborated to

address the challenges of high penetration of the renewable integration.

Chapter 3 presents the modeling and analysis of IBGs in series compensated networks under

weak grid conditions. The subsynchronous oscillation (SSO) is thoroughly investigated in type-

4 wind farm using the large and small signal analysis. This chapter provide a comprehensive

scope of work that investigates two major types of type-4 wind turbines for grid integration into

series compensated networks. A rigorous study approach is addressed that analytical results based

on simplified models are validated by simulation results based on EMT models with full details.

Furthermore, this chapter introduces a powerful modeling frame with the capability of not only

well-known eigenvalue analysis, participation factor analysis but also impedance-based frequency-

domain stability analysis. The major contribution is an insightful finding of potential stability

issues in series compensated grids with high penetration of type-4 wind power. The analysis

results find that instability is caused by the interaction of LC resonance mode associated to series

compensation level and a weak grid mode associated to voltage-source converter (VSC) control

parameters, including phase-locked-loop (PLL) bandwidth. Higher PLL bandwidth may make the

weak grid mode lose stability. In noncompensated networks, the weak grid mode moves to the

left half plane (more stable) when grid strength increases. On the contrary, when grid strength is

increased with increasing the series compensation degree in series compensated network, the weak

grid mode moves to the right half plane (more unstable).
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Chapter 4 presents the admittance identification of IBGs for stability prediction. The impedance

modeling of type-3 or type-4 wind farms are introduced to investigate the SSO. The positive-

sequence scalar admittance can be used to assess SSO for type-3 wind farms. However, it is known

that positive-sequence admittance has limitations for stability analysis of type-4 wind because

of significant frequency-coupling effect. Sequence-domain or dq-domain admittance is capable to

provide accurate analysis results for type-4 wind farm. Three methods to find admittance matrices

are presented: frequency scan in the static frame and dq-frame, and time domain data-based

identification in the dq-frame. The first method leads to sequence-domain admittance, which can

be further converted to a dq-domain admittance. The latter two lead to dq-domain admittances.

The resulting dq-domain admittance measurements are compared for consistency. This chapter

provides the theoretic derivation to sheds insights on frequency coupling effect on the static abc-

frame variables, and provides a clear guidance of sequence-domain admittance measuring procedure.

Furthermore, a stability analysis approach, s-domain admittance model-based eigenvalue analysis,

is presented to demonstrate the effectiveness of stability prediction.

Chapter 5 presents a single-stage multi-port hybrid boost converter (HBC) to supply dc load

and ac load simultaneously in grid connected IBGs. The goal of the proposed HBC is reducing

the conversion process to a minimum to achieve a more efficient architecture of DC-based power

system compared to the conventional structure which includes dc/dc and dc/ac conversions. The

critical aspects of the operation of the HBC, including the grid-following control strategy and hybrid

pulse width modulation methodology, is presented. It is validated that the HBC has capability of

maintaining the smooth power flow between the ac and dc outputs, correctly regulating the dc bus

voltage while maintaining closed-loop stability.

6.2 Future Work

The future work of this dissertation can contain the following parts.

First, although the performance of HBC is validated using computer simulation in chapter 5, it

can be further validated through the experimental simulation using a NI sbRIO General Purpose

Inverter Controller (GPIC) board. The control schematic described in Section 5.3 will be employed

in the Labview field programmable gate array (FPGA) using a host computer. The gating pulses
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then send to National instruments (NI) 9683 sbRIO General Purpose Inverter Controller (GPIC) to

drive the switches. The real-time measurements of ac and dc output voltage/currents are obtained

through the sensors in GPIC board. The capability of regulating the dc and ac output while

maintain the closed-loop stability can be investigated. Furthermore, a high step-up dc voltage is

expected to observe.

Second, this dissertation only studies a single IBG equivalent connected to the power grid.

However, if a more comprehensive power system including multiple IBGs (e.g., wind, solar, and

energy storage) is presented, the dynamics will be different from that impacted by a single IBG. In

this case, the impact of these IBGs on the stability and dynamic performance will be explored.

Last, a microgrid includes IBGs operated in the grid-following (GFL) and grid-forming (GFM)

control can be investigated. This dissertation only investigate the prevalent GFL control which has

fast response to any event. However, GFL merely regulates its grid angle and frequency output.

On the contrary, the droop inverter deployed with GFM control actively control its voltage and

frequency output. Combining with the integration of Battery Energy Storage System (BESS),

GFM has capability to provide a broad scope of the grid support services to enhance the reliability

of the system. This topic still needs intensive research effort.
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