
University of South Florida University of South Florida 

Digital Commons @ University of South Florida Digital Commons @ University of South Florida 

USF Tampa Graduate Theses and Dissertations USF Graduate Theses and Dissertations 

June 2021 

Phasor Domain Modeling of Type-III Wind Turbines Phasor Domain Modeling of Type-III Wind Turbines 

Mohammed Alqahtani 
University of South Florida 

Follow this and additional works at: https://digitalcommons.usf.edu/etd 

 Part of the Electrical and Computer Engineering Commons 

Scholar Commons Citation Scholar Commons Citation 
Alqahtani, Mohammed, "Phasor Domain Modeling of Type-III Wind Turbines" (2021). USF Tampa Graduate 
Theses and Dissertations. 
https://digitalcommons.usf.edu/etd/9650 

This Dissertation is brought to you for free and open access by the USF Graduate Theses and Dissertations at 
Digital Commons @ University of South Florida. It has been accepted for inclusion in USF Tampa Graduate Theses 
and Dissertations by an authorized administrator of Digital Commons @ University of South Florida. For more 
information, please contact scholarcommons@usf.edu. 

http://scholarcommons.usf.edu/
http://scholarcommons.usf.edu/
https://digitalcommons.usf.edu/
https://digitalcommons.usf.edu/etd
https://digitalcommons.usf.edu/grad_etd
https://digitalcommons.usf.edu/etd?utm_source=digitalcommons.usf.edu%2Fetd%2F9650&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/266?utm_source=digitalcommons.usf.edu%2Fetd%2F9650&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:scholarcommons@usf.edu


Phasor Domain Modeling of Type-III Wind Turbines

by

Mohammed Alqahtani

A dissertation submitted in partial fulfillment
of the requirements for the degree of

Doctor of Philosophy in Electrical Engineering
Department of Electrical Engineering

College of Engineering
University of South Florida

Co-Major Professor: Zhixin Miao, Ph.D.
Co-Major Professor: Lingling Fan, Ph.D.

Nasir Ghani, Ph.D.
Rasim Guldiken, Ph.D.

Kaiqi Xiong, Ph.D.

Date of Approval:
June 15, 2021

Keywords: Doubly-fed induction generator, squirrel-cage induction machine, voltage
unbalance, harmonic analysis, space vector

Copyright c© 2021, Mohammed Alqahtani



Dedication

To my parents, wife, sisters, and brother.



Acknowledgments

First, I would like to express my deepest gratitude to my advisor, Dr. Zhixin Miao, for

the opportunity to work under his supervision during my Ph.D. studies. I appreciate his

endless support, guidance, training, and encouragement throughout the past four years. I

would thank Dr. Lingling Fan for her unlimited help and support. She has always been

available for discussion, and she has helped me to overcome several research obstacles with

her sharp insight.

Second, I would like to thank and appreciate the rest of the committee members: Dr.

Nasir Ghani, Dr. Rasim Guldiken, and Dr. Kaiqi Xiong, for providing valuable comments

and encouragement.

I would like to thank Prince Sattam bin Abdulaziz University for providing me with the

full scholarship to pursue my Ph.D. degree.

I would like to extend my sincere appreciation and thanks to my recent colleagues from

the smart grid power system lab, in particular Ali Aljumah, Sulaiman Almutairi, Abdullah

Alburidy, Rabi Kar, Abdulhakim Alsaif, Zhengyu Wang, Abdullah Alassaf, Yangkun Xu,

and my former colleagues Dr. Yin Li, Dr. Minyue Ma, Dr. Ibrahim Alsaleh and Dr. Anas

Almunif.

Last but not least, I would like to express my gratitude, appreciation and thank my

parents, wife, sisters, and brother for their support, encouragement, and sacrifices during

my studies.



Table of Contents

List of Tables iv

List of Figures vi

Abstract x

Chapter 1: Introduction 1
1.1 Background 1
1.2 Types of Wind Turbines 2
1.3 Wind Farms Modeling 3
1.4 Terms and Definitions 6
1.5 Statement of the Problem and Research Tasks 6

1.5.1 Task-A: Analysis of Type-III WTs Under Balanced Conditions 10
1.5.2 Task-B: Analysis of Type-III WTs Subject to Unbalance 12

1.6 Outline of the Dissertation 14

Chapter 2: Steady-State Modeling of Type-III WTs Under Balanced Voltage 15
2.1 Introduction 15
2.2 Squirrel Cage Induction Machine (Testbed-A) 15

2.2.1 Equivalent Circuits of an Induction Machine 16
2.2.2 Steady-State Calculations 17
2.2.3 Case Study 1: State Variables Calculations 18
2.2.4 Case Study 2: Minimal Grid Voltage a Motor Can Handle 19

2.3 Type-III Wind Turbine (Testbed-B) 21
2.3.1 Steady-State DFIG-Based WT Model 22

2.3.1.1 DFIG Equivalent Circuit 22
2.3.1.2 Power Equations 23

2.3.2 Control System 24
2.3.2.1 Converters Currents Limits 25
2.3.2.2 Controller Target 27
2.3.2.3 Control Modes 28

2.3.3 Voltage Thresholds Identification 29
2.3.3.1 Validation of the Voltage Thresholds 32

2.3.4 Calculating Steady-State Operating Conditions for Type-III WT 38
2.4 Conclusion 39

i



Chapter 3: Steady-State Analysis of Type-III Wind Turbines Subject to Unbalance 41
3.1 Introduction 41
3.2 Squirrel Cage Induction Machine (Testbed-A) 42

3.2.1 Equivalent Circuits of an Induction Machine 42
3.2.2 Ripples in the Torque 44
3.2.3 Steady-State Calculations 44

3.2.3.1 Initial Values 45
3.2.4 Case Studies 46

3.2.4.1 Motor State Variables During Unbalanced Voltage 46
3.2.4.2 Maximum Torque During Unbalanced Voltage Dip 48

3.3 Type-III Wind Turbine (Testbed-B) 50
3.3.1 Induction Machine Circuit Analysis (DFIG) 50
3.3.2 Constant Modulation Index 54

3.3.2.1 GSC Ac Side and DC/AC Relationship 55
3.3.2.2 RSC 59
3.3.2.3 DC-Link 60
3.3.2.4 Validation 61

3.3.3 Current Control Considered 63
3.3.3.1 DQ to ABC 66
3.3.3.2 Control Signals 70
3.3.3.3 Validation 70

3.3.4 Outer Loops Considered 73
3.3.4.1 GSC Power 76
3.3.4.2 RSC Power 77
3.3.4.3 DC-Link Power 77
3.3.4.4 Control Signals 78
3.3.4.5 Controller Target 78
3.3.4.6 Validation 79

3.4 Conclusion 79

Chapter 4: Mixed Integer Programming-Based Modeling 85
4.1 Introduction 85
4.2 MIP Formulation for Type-III WTs Modeling 86

4.2.1 System Configuration 86
4.2.1.1 Control System 86
4.2.1.2 LVRT Function 88

4.2.2 Optimization Problem Formulation 89
4.2.2.1 Scenario-P1 Modeling 91
4.2.2.2 Scenario-P2 Modeling 91
4.2.2.3 MIP Formulation 92
4.2.2.4 LVRT Considered 94

4.2.3 Validation 95

ii



4.3 MIP Formulation for Fault Location Identification 100
4.3.1 Overview 100
4.3.2 Fault Identification in a Tree Network 103
4.3.3 Minimum Placement of MicroPMUs 105
4.3.4 MIP Formulation for Three-Phase Systems 108

4.3.4.1 Faulted Bus and Phase Determination 110
4.3.5 Numerical Examples 111

4.3.5.1 The IEEE 37-Bus System 112
4.3.5.2 The IEEE 123-Bus System 114

4.3.5.2.1 Less Number of MicroPMUs 118
4.3.5.2.2 Noisy MicroPMUs 118

4.3.5.3 134-Node Real-Life Feeder 120
4.3.5.3.1 DG Penetration 122
4.3.5.3.2 Errors in Line Impedance 122
4.3.5.3.3 MicroPMUs Synchronization Errors 123

4.3.6 Discussion and Comparison 124
4.4 Conclusion 126

Chapter 5: Conclusion and Future Work 130
5.1 Conclusion 130
5.2 Future Work 131

5.2.1 Islanded Microgrid Power Flow 131

References 134

Appendix A: Copyright Permissions 143

About the Author End Page

iii



List of Tables

Table 2.1 Parameters of Simulink model (Testbed-B) 19

Table 2.2 Motor Variables 19

Table 2.3 Parameters of Simulink model (Testbed-B) 32

Table 2.4 Parameters of the Simulink model 40

Table 2.5 Steady-state results 40

Table 3.1 Motor variables 47

Table 3.2 Model parameters 63

Table 3.3 Results comparison (constant modulation index) 64

Table 3.4 Results comparison (inner loops) 72

Table 3.5 Results comparison (two-level controller) 82

Table 4.1 Parameters of Simulink model 95

Table 4.2 Phase-to-ground faults (∆ - ∆) 113

Table 4.3 Double and three-phase faults (∆ - ∆) 113

Table 4.4 Identification results for the IEEE 37-bus feeder (∆ - Y ) 115

Table 4.5 Identification results for the IEEE 123-bus test feeder 119

Table 4.6 Identification results with noise considered for the IEEE 123-bus test
feeder 119

iv



Table 4.7 Comparison between the proposed method in this paper with [77] and
[79] 128

v



List of Figures

Figure 1.1 The four main wind turbine technologies [7]. 3

Figure 1.2 Wind farm-A. 5

Figure 1.3 FAM representation of wind farm-A. 5

Figure 1.4 SAM representation of wind farm-A. 5

Figure 1.5 MMM representation of wind farm-A. 6

Figure 1.6 RL circuit. 8

Figure 2.1 System configuration (Testbesd-A). 16

Figure 2.2 Positive-sequence equivalent circuit. 16

Figure 2.3 EMT model configuration (Testbed-A). 18

Figure 2.4 Induction motor response to change in voltage. 20

Figure 2.5 Motor response. 21

Figure 2.6 System configuration (Testbed-B). 22

Figure 2.7 Equivalent circuit of the DFIG. 23

Figure 2.8 RSC control. 25

Figure 2.9 GSC control. 25

Figure 2.10 RSC control modes. 29

Figure 2.11 GSC control modes. 29

vi



Figure 2.12 Proposed algorithm. 30

Figure 2.13 EMT model configuration (Testbed-B). 33

Figure 2.14 System response to changes in the voltage (Case-A). 34

Figure 2.15 System response to changes in the voltage (Case-B). 35

Figure 2.16 System response to changes in the voltage (Case-C). 36

Figure 2.17 System response to changes in the voltage (Case-D). 37

Figure 2.18 Steady-state model of the given system. 39

Figure 2.19 EMT model configuration. 39

Figure 3.1 Induction motor equivalent circuit 42

Figure 3.2 Simulation results. 47

Figure 3.3 Rotor currents of the induction motor. 48

Figure 3.4 Torque-speed curve of induction motor. 49

Figure 3.5 Induction motor response to change in load torque. 49

Figure 3.6 Motor response for change in load torque. 51

Figure 3.7 DFIG equivalent circuit. 53

Figure 3.8 Type III WTs (constant modulation index). 55

Figure 3.9 GSC ac side 56

Figure 3.10 DC-link circuit representation. 60

Figure 3.11 Steady-state equations (constant modulation index). 62

Figure 3.12 MATLAB/SimPowerSystems testbed. 63

Figure 3.13 Simulation waveforms (constant modulation index). 64

vii



Figure 3.14 FFT analysis (constant modulation index). 65

Figure 3.15 Type III WTs (with current control). 65

Figure 3.16 Current control. 67

Figure 3.17 Steady-state equations (current control). 71

Figure 3.18 Simulation waveforms (current control considered). 73

Figure 3.19 FFT analysis (current control considered). 74

Figure 3.20 Outer control. 75

Figure 3.21 Steady-state equations (two-level controller). 81

Figure 3.22 Simulation waveforms (two-level controller). 83

Figure 3.23 FFT analysis (two-level controller). 84

Figure 4.1 Type-III WTs. 86

Figure 4.2 RSC control. 87

Figure 4.3 GSC control. 88

Figure 4.4 Operating modes combinations. 89

Figure 4.5 Reduced operating modes combinations. 90

Figure 4.6 Comparison between the simulation and proposed method results. 96

Figure 4.7 Comparison between the simulation and proposed method results. 97

Figure 4.8 Comparison between the simulation and proposed method results. 98

Figure 4.9 Comparison between the simulation and proposed method results. 99

Figure 4.10 A fault scenario can be viewed as the superposition of two circuits. 104

Figure 4.11 Modified version of the IEEE 37-bus test feeder. 112

viii



Figure 4.12 Modified version of the IEEE 123-bus test feeder. 116

Figure 4.13 Simulation results of the fault-location algorithm. 117

Figure 4.14 MicroPMUs placement with reduced number. 120

Figure 4.15 Simulation results by the reduced number of microPMUs. 121

Figure 4.16 Simulation results with noise. 122

Figure 4.17 Single-line diagram of the 134-node feeder [89]. 123

Figure 4.18 Simulation results of the fault identification algorithm. 124

Figure 4.19 Simulation results with DGs. 125

Figure 4.20 Simulation results with errors in line impedances. 126

Figure 4.21 Simulation results with micoPMUs synchronization errors. 127

Figure 4.22 Location error for different faults (Rf=1 Ω) using microPMUs. 128

ix



Abstract

This dissertation research focuses on developing an accurate steady-state phasor model

for Doubly Fed Induction Generator (DFIG)-based wind turbines (Type-III WTs). Unlike

the classical synchronous or asynchronous generators, Type-III WTs are electronically cou-

pled to the power grid. The steady-state and dynamic responses of the DFIG-based WTs

depend on the behavior of the converters controllers. Accurate modeling requires repro-

ducing the behavior of the power electronics and the control system for various operating

scenarios. The analysis of this research area is carried out in two stages or tasks. The first

task focuses on the balanced stator voltage situation, while the unbalanced stator voltage is

considered in the second task.

In the first task, two methods to compute steady-state operating conditions of Type-III

WTs considering the control limits are proposed. The proposed methods are applicable for

ideal operating conditions and undervoltage scenarios. In the first method, an optimization

problem is first formulated to identify the voltage thresholds at which the behavior of the

control system changes due to the current limits. Using the identified limits, an efficient

algorithm for steady-state calculations is designed. The problem is formulated as equality

and inequality constraints and solved using a non-linear programming solver. In the second

method, a one-step algorithm is developed. An efficient algorithm using Mixed Integer Non-

Linear Programming (MINLP) is developed to compute the steady-state operating point of

Type-III WTs. For a given stator voltage and wind speed, the electrical and mechanical

variables of the system can be computed. A full-order model of DFIG-based WT is consid-

ered. Some overly simplifying assumptions that are commonly adopted in the literate are

x



avoided. Losses in the back-to-back converters, and nonzero reactive power support through

the grid-side converter (GSC) are considered. Compared to state-of-the-art, the proposed

methods are much more accurate computation models for DFIGs. The proposed methods

are validated with electromagnetic transient (EMT) simulations.

In the second task, an adequate model of Type-III WTs under grid unbalance is proposed.

The proposed model takes into consideration not only positive-, negative-sequence circuits

but also the 3rd harmonic circuit. In addition to modeling, we design an efficient algorithm

for steady-state analysis. To this end, harmonic circuit analysis of the induction machine, the

rotor-side converter (RSC), the dc-link, and the GSC ac side is first carried out. Furthermore,

relationships between dc side variables and ac side variables of the two dc/ac converters are

investigated. The steady-state analysis problem is formulated as a set of algebraic equality

constraints. This formulation is defined in YALMIP, a MATLAB interface for optimization

problems. The optimization problem is solved by a non-linear optimization solver. The

results of the steady-state analysis are phasors of harmonic components at steady-state.

They are compared with and validated by the phasors obtained from Fourier transforms of

electromagnetic transient (EMT) simulation results.

xi



Chapter 1: Introduction

This chapter, first, gives a brief background about wind farms and how they are modeled

in power systems. Then, the motivation of this research is presented, and the research scope

is identified. The relevant literature and approaches are briefly introduced for each task, and

our contribution is presented. The definition of some terminologies that are used throughout

the paper is provided in this chapter.

1.1 Background

Recently, the number of wind farms integrated into power systems has increased signifi-

cantly. Highlights of the wind power development include:

• Between 2010-2020, the capacity of the wind farm power generation increased by 166%

in the U.S., with an average of 10% annually [1]. Globally, wind capacity increased by

15% annually, from 2009 to 2019 [2].

• In 2019, over 7% of the total U.S. electricity was supplied by wind farms. Iowa and

Kansas states generated over 40% of their electricity by wind energy. In the same year,

$13 billion was invested in the U.S. to add over 9 gigawatts of wind power capacity.

It is expected that more than 10 gigawatts of wind power capacity will be added in

2020 [3], and 20% of the nation’s electric generation will be produced by wind energy

in 2030 [4].
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• Since 2010, the U.S. average turbine capacity has increased by more than 40% compared

to a 13% increase in average hub height. Further growth is expected by wind experts [5].

1.2 Types of Wind Turbines

Based on AC generator types and converter types, wind turbines are classified into four

types, as shown in Fig 1.1 [6]. In Type-I WTs, which is the early technology used in

wind turbines, a Squirrel-Cage Induction Generator (SCIG) is deployed in fixed-speed ap-

plications. A straightforward power conversion technique is implemented. The induction

machine is directly connected to the grid, allowing minimal variation in speed, limiting the

power flow’s ability, and reducing efficiency. The main advantage of this design is the cheap

and straightforward construction. In Type-II WTs, a wounded-rotor induction machine

with rotor resistance control is used. Unlike a squirrel-cage induction generator with its

rotor short-circuited, the wound-rotor machine has its rotor terminals accessible. The ma-

chine’s rotor is connected to variable resistors, which gives the ability to control the speed

of the machine in a limited range. An efficient way of converting the mechanical power pro-

duced by the wind to electric power requires a design that can generate a constant frequency

AC from mechanical power with a wide range of variable speeds. Type-III and Type-IV

wind turbines can operate by variable speed prime movers while generating fixed frequency

electricity. That ability allows higher energy capture and more control on power flow.

Type-III WTs use Doubly-Fed Induction Generators (DFIG). The rotor of a DFIG is

fed with a variable-frequency and variable-magnitude three-phase voltage. Using voltage-

source converters connected to the rotor side of the DFIG, the frequency and amplitude of

the voltage injected into the rotor can be controlled. The stator frequency is kept constant

to the grid nominal frequency [8]. As the two back-to-back converters are connected to

the rotor side, the converter power rating is reduced significantly compared to other wind

conversion systems in which the converters are connected directly to the stator. In addition,

2



To G
rid

To G
rid

To G
rid

To G
rid

Figure 1-1: The four many wind turbine technologies. Figure 1.1: The four main wind turbine technologies [7]. Copyright c© 2013, IEEE.
Permission is included in Appendix A.

the DFIG can generate more than its rated power without suffering overheating issues since

the significant part of the power is drawn from the stator [9]. The power rating of the

converters is between 25-35% of the nominal power of the generator; thus, fewer power losses

compared to other wind conversion techniques [10].

In Type-IV WTs, a permanent magnet synchronous or squirrel-cage induction generator

can be used. The generator is integrated into power systems with full-rated power electronic

converters. As the generator is decoupled from the grid using a back-to-back converter, the

generator can operate at a wide range of speed for optimal power capture.

1.3 Wind Farms Modeling

A wind farm can be represented and modeled using a detailed or aggregated model [11].

In the detailed model (one-to-one modeling), each wind turbine in the farm is completely

3



modeled with its internal electric network. This model is usually used when studying the

dynamic behavior of a small number of wind turbines. However, when dealing with a large

number of wind turbines, the computation time becomes an issue because of the high order

of the model. To overcome that issue, several aggregated models have been proposed. The

key idea in the aggregation is to maintain the entire response of the entire wind farm at the

point of common coupling (PCC) while reducing the computational burden.

The performance of a wind turbine depends mainly on the incoming wind speed. Within

the wind farm, the wind captured by each wind turbine is different in most situations. As

a result, the aggregation methods are mainly divided based on how the model handles the

wind speed variation within the farm.

• Full Aggregated Model (FAM): In this model, all the wind turbines within the farm

are aggregated into one equivalent wind turbine with an equivalent internal electric

circuit. This model is the fastest in terms of computational speed due to the reduced-

order model. This method is effective and suitable for equal wind distribution among

the farm. However, during irregular wind distribution, the major challenge in this

representation is the calculation of the equivalent wind for the equivalent wind turbine

in a way that matches the behavior of the entire wind farm.

• Semi Aggregated Model (SAM): In this model, the generators in the wind turbines

are modeled as one equivalent unit, while the turbines are modeled individually. That

means multiple turbines drive one equivalent generator to consider the effect of the

different wind speeds within the wind farm.

• Multi Machine Model (MMM): In this model, the group of wind turbines receiving the

same incoming wind are aggregated into one equivalent machine. In this model, the

wind farm is represented by multiple equivalent machines depending on the incoming

wind speed.

4



Fig. 1.2 shows a wind farm with irregular wind distribution. Fig. 1.3, Fig. 1.4 and Fig.

1.5 show the FAM, SAM and MMM, respectively, for the wind farm A shown in Fig. 1.2.
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Figure 1.2: Wind farm-A.
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Figure 1.3: FAM representation of wind farm-A.
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Figure 1.4: SAM representation of wind farm-A.
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Figure 1.5: MMM representation of wind farm-A.

1.4 Terms and Definitions

This section describes some terminologies that are used to describe some power quality

issues that will be mentioned throughout the dissertation. [12,13].

• Undervoltage: Is a diminishing in the Root-Mean-Squared (RMS) AC voltage to less

than 90% at the power frequency for longer than 60 seconds. Faults, switching off a

capacitor bank, or switching on a large load may cause that event.

• Voltage unbalance: The ratio of the negative sequence component to the positive

sequence component, usually expressed as a percentage. In normal balanced conditions,

the three-phase voltages are identical in magnitude, and the phase angles are displaced

120 degrees. The unbalance condition is when there is a difference in magnitude of the

voltage or the phase angle, or both. Single-phase faults, single-phase loads, or blown

fuses in one of the three-phases capacitor banks can cause an unbalanced condition.

• Waveform distortion and harmonics: A distorted waveform is a non-ideal sine wave of

the power frequency at steady-state. Harmonics are sinusoidal waves with a frequency

that is an integer multiple of the power system’s fundamental frequency.

1.5 Statement of the Problem and Research Tasks

In past years, wind farm plants were allowed to be disconnected during non-ideal oper-

ation conditions to protect the converters from overcurrent or overvoltage. Due to the high

6



penetration of wind farms in electric power systems, stricter grid codes have been enforced

by transmission system operators (TSOs) worldwide. Wind farms should remain connected

to support the grid during some abnormal conditions in order to avoid more severe scenario,

such as cascading failure and voltage collapse [14,15].

For instance, in 2011, a severe failure occurred in North China Power Grid. A two-phase

fault of a 35 kV overhead line caused the voltage protection relays of 644 wind turbines to

operate and disconnect the wind farms from the system, which led to a loss of 854 MW of

the injected power. As a result, the frequency of the North Power Grid dropped to 49.95

Hz [16]. Another catastrophic failure happened on April 25th in Gansu. Because of a severe

weather condition, a three-phase fault occurred at a 330 kV substation in Jiayuguan. As a

result of the large voltage drop that occurred, wind farms connected to the Yumen 330 kV

substation were disconnected. Voltage protection relays of Guazhou wind turbines tripped

off as well. 1535 MW was lost due to that event [17].

Consequently, the focus of the researchers in that field has shifted from the assumption of

having an ideal grid voltage condition to investigate abnormal grid conditions [18]. This topic

has been a subject of great interest. Studies have been conducted considering steady-state

and dynamic conditions such as low-voltage ride-through [19,20], unbalance voltage [21–23],

voltage regulation [24], and dynamic modeling [25–28].

The dynamic and steady-state responses of DFIG-based WT can be studied with high

precision in the time domain using electromagnetic-transient simulations. The behavior of

the electronically coupled generators can be reproduced accurately using this technique. This

modeling approach relies on solving a large set of ordinary differential equations (ODEs).

Besides the computational burden by the ODEs, which increases the execution time, running

time-domain simulation requires detailed modeling of every element of the system and ade-

quate tuning for the control parameters. To prevent numerical issues that may occur when

7



starting the electromagnetic simulations due to the large set of non-linear ODEs, setting

initial conditions of the state variables is essential.

Alternatively, the analysis can be carried out in the frequency domain. Indeed, steady-

state analysis is usually done using the frequency domain as it is more convenient. Load

flow and short circuit analysis are fundamental studies conducted in the frequency domain.

When the analysis is carried in the frequency domain, the system can be described using

algebraic equations instead of ODEs. For instance, consider the simple RL circuit.

 

𝑅 

𝐿 
 

+ 

- 

𝑖 
𝑣𝑠 = 𝑉𝑚cos(𝜔𝑡) 

Figure 1.6: RL circuit.

By applying using Kirchhoff voltage law, the simple circuit shown in can be expressed in

the time domain by the ODE in (1.1), while it is expressed in the frequency domain using

a complex algebraic equation as shown in (1.2). The current flowing in the circuit can be

found by either integrating the ODE or directly using the algebraic equation.

Vmcos(ωt) = Ri+ L
di

dt
(1.1)

V = I(R + jωL) (1.2)

As mentioned earlier, principal studies in the power system that deal with very large

systems are carried out in the phasor domain; however, there is a lack of accurate phasor

modeling of the electronically coupled generator, specially WTs [29]. For instance, available

shorts circuit software packages ignore the complexity of the power electronics control system

in the WTs and model it as either a voltage source behind an impedance, how the conven-
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tional synchronous machine is modeled, or as a current source with a pre-defined current

value. Using a voltage source behind an impedance for modeling traditional electromechan-

ical rotating machines can be considered accurate modeling, but it is not well suited for

electronically coupled generators [29].

Although these modeling approaches are not very accurate, they were justified as the

number of the converter-based WTs was not huge, and the inaccuracy of the modeling

would not have a significant impact on the overall analysis of the system. Now, with the

high penetration of the electronically coupled WTs, accurate modeling is essential. Accurate

modeling can be achieved by reproducing the behavior of power electronics and the control

system for various operating scenarios.

This dissertation aims to develop an accurate phasor domain model for Type-III WTs

that fully represents the steady-state response of the WTs under various stator voltage

scenarios. Achieving that goal can improve the load flow and short circuit analysis of power

systems with penetrated Type-III WTs. Moreover, it can improve the initialization process

of the EMT simulation models.

In order to archive the principal goal of the dissertation, designing efficient algorithms

for steady-state analysis of Type-III WTs, this research is divided into two main tasks as

the following.

1. Task-A: To construct an accurate computing model for Type-III WTs steady-state

calculations considering the control system response for different stator voltage levels

(balanced dip).

2. Task-B: To adequately model Type-III WTs under unbalance stator voltage by con-

sidering not only positive- and negative-sequence circuits but also harmonics circuits

associated with the unbalanced condition, and design an efficient algorithm for steady-

state calculations.
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1.5.1 Task-A: Analysis of Type-III WTs Under Balanced Conditions

Due to the increase in wind power generation, the number of DFIGs has increased over the

last decades [30]. The penetration of the DFIG-based WTs into power systems has changed

its characteristics and behavior, which gives rise to significant challenges. The stability of the

power systems is remarkably affected by the penetration of the wind farms [31]. Researchers

and engineers commonly use eigenvalues analysis and time-domain simulations to study the

DFIG integrated power systems. Both techniques require an initial operating point which can

be obtained using steady-state analysis. Accurate steady-state values are essential to prevent

numerical issues that may occur when starting the electromagnetic simulations due to the

large set of nonlinear ordinary differential equations [32]. Unlike synchronous generators,

the non-linearity of the DFIG-based WTs equations complicates the calculation process.

Iterative [30,33–35] and non-iterative (direct) [32,36,37] methods have been proposed to

calculate the steady-state operating point of the DFIG-based WTs. In the iterative method,

Newton-Raphson is adopted to solve the non-linear equations of the DFIG. In the direct

methods, authors overcome the nonlinearity by assuming known rotor speed and use basic

calculus to solve the system. Compare to iterative methods, direct approaches require less

computation time and do not involve convergence issues. However, most direct methods

ignore the losses of the back-to-back converters or use a reduced-order DFIG model, which

reduces the methods’ accuracy. In [32], the authors proposed a non-iterative approach that

considers the losses of the back-to-back converters, and it is based on the full-order DFIG

model. By assuming known rotor speed, the steady-state calculation problem is formulated

using a set of linear equations and only one quadratic equation. Two sets of solutions are

obtained for two equilibrium points. The first solution corresponds to a stable equilibrium

point, while the other solution will result in an unstable equilibrium point. The proposed
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method ignores the limits of the control systems, limiting its application to certain operating

conditions where there is no limit hitting.

A challenge in computing the operating condition is the consideration of control limits.

In many conditions, converters may hit the control limits, e.g., during voltage dip. Once a

limit is reached, the behavior of the control system changes. Considering those limits makes

the computing model more sophisticated, yet this is essential for accuracy.

In the literature, [35, 38] try to tackle the challenge. The proposed method employ

Newton-Raphson approach to calculate the operating point of the DFIG-based WTs. After

each iteration, stator and rotor currents are checked for limits violations. Once a violation

is identified, the active and reactive powers of the DFIG are recalculated using the PQ

curve proposed in [39], which ignores the converter losses and is based on the assumption

Pr = −sPs. In [29], for short circuit studies, a phasor domain model for Type-III WTs, which

uses the concept of a control-based equivalent circuit, is proposed. Rotor current limits are

taken into consideration; however, current calculations are based on approximation.

Our contribution is that we proposed two methods to compute steady-state operating

conditions of Type-III WTs considering the control limits. The proposed methods are ap-

plicable for ideal operating conditions and undervoltage scenarios. In the first method, an

optimization problem is first formulated to identify the voltage thresholds at which the be-

havior of the control system changes due to the current limits. An efficient algorithm for

steady-state calculations is designed using the identified limits. The problem is formulated

as equality and inequality constraints and solved using a non-linear programming solver. In

the second method, a one-step algorithm is developed. An efficient algorithm using Mixed

Integer non-linear Programming (MINLP) is developed to compute the steady-state operat-

ing point of Type-III WTs. For a given stator voltage and wind speed, the electrical and

mechanical variables of the system can be computed. A Full-order model of DFIG-based

WT is considered. Some overly simplifying assumptions that are commonly adopted in the
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literate are avoided. Losses in the back-to-back converters, and nonzero reactive power sup-

port through the GSC are taken into account. Compared to state-of-the-art, the proposed

methods are much more accurate computation models for DFIG. The proposed methods are

validated with electromagnetic transient (EMT) simulations.

1.5.2 Task-B: Analysis of Type-III WTs Subject to Unbalance

With the use of two power electronics converters, the harmonic issue is identified as one

of the main issues in the design of Type-III WTs [40]. Severe scenarios in which the entire

power system loses its stability may occur when the generated harmonics coincide with the

system resonant frequency [41].

Non-sinusoidal rotor injection due to the switching technique in the converter and the

non-sinusoidal distribution of the rotor winding are the main sources of harmonics during

normal operation conditions, while core saturation and winding faults are other sources

caused by abnormal conditions [8, 42–44].

On the stator side, the common sources of harmonics are non-ideal operation conditions,

e.g., voltage disturbances, voltage unbalance, and flicker [8,21,45–47]. The focus of this task

is the effect of grid voltage unbalance on DFIG.

Research has been conducted on grid unbalance from the control perspective and the

analysis perspective. From the control perspective, several control designs and improve-

ments [19, 48] have been proposed to overcome the well-known consequences on DFIG due

to unbalanced grid voltage, including ripples in torque and active power.

From the analysis perspective, harmonic analysis for DFIGs under unbalanced grid con-

ditions was carried out in 2010 in [8] with the following simplification assumptions. The

converter controls are ignored, and it is assumed that the rotor injection voltage magnitude

and frequency are constant during the system disturbances. While the research gives insights

on DFIG’s circuits, the research does not include the effect of converter control.

12



Converter controls are included in later research, e.g., [49], where a sequence domain-

based model of Type-III WTs under unbalanced is built considering various control modes.

The negative-sequence converter control is modeled as a Norton circuit: a current source

in parallel with an impedance. The analysis neglects the double-frequency component in

the DC-link voltage, and discards the 3rd harmonic effect. Similarly, the Norton circuit

representation is adopted in [50], where a phasor-domain model is developed considering the

WT control systems. The WT is represented by a current source, and an iterative method

is used to account for the converter control. The proposed method is limited to WTs that

contain decoupled sequence control since the negative-sequence currents are assumed to be

eliminated.

As an improvement from [50], [51] considers the impact of negative-sequence components

in WTs controls. On the other hand, only the inner loop control is considered in the com-

puting. In addition, the method in [51] considers only fundamental components and discards

harmonics associated with the unbalanced condition (especially 3rd harmonic).

In summary, none of the aforementioned literature on DFIG under unbalance, e.g., [8,

50,51], has adequately modeled the 3rd harmonic circuit. Research on 3rd harmonics is only

available recently for a grid-following converter [52].

Our contribution is that we adequately model DFIG for unbalanced grid conditions by

including not only positive- and negative-sequence circuits but also 3rd harmonic circuits.

Compared to a grid-following converter, the circuit of DFIG is much more complicated. An

induction machine, a RSC, a GSC, and a dc-link should all be considered in circuit modeling.

Besides the modeling work, we designed an efficient algorithm for steady-state harmonic

analysis of Type-III WT subject to unbalance. The latter is achieved by converting the

circuit analysis problem to a set of equality constraints and solving the problem using efficient

solvers.
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1.6 Outline of the Dissertation

The remainder of the chapters are organized as follows:

Chapter 2 presents an accurate method of calculating the operating point of Type-III

WTs considering the control impact for balanced stator voltage scenarios. An optimization-

based approach is proposed to identify the stator voltage at which the control system fails

to achieve its targeted values. Based on the identified values, steady-state calculations are

conducted using an advanced computing tool. Results obtained by the proposed algorithm

are validated using electromagnetic transient (EMT) simulations.

Chapter 3 presents steady-state harmonic analysis of Type-III WTs subject to unbal-

anced stator voltage. A phasor-domain model for Type-III WTs is presented to calculate

positive-, negative-sequence, and third harmonic components using the concept of control-

based equivalent circuits. The analysis is carried out in three stages. In the first stage,

the voltage source converters of the rotor-side and grid-side are assumed to operate with a

constant modulation index. In the second stage, current control loops are considered. In the

third stage, outer control loops are considered. The proposed method is validated with elec-

tromagnetic transient (EMT) simulations. In chapter 4, two applications of MIP in power

systems are presented. In the first part of the chapter, a MINLP problem is formulated

to model the behavior of Type-III WTs considering current limits imposed by the control

system. In the second part of the chapter, a MILP problem is formulated to identify faults

location, type, and magnitude in distribution feeders. The analysis starts with a simple

single-phase network and then extended to unbalanced distribution feeders. The placement

of the microPMUs is discussed. Three different feeders with different characteristics are used

for validating the proposed algorithm. Chapter 5 concludes the dissertation and presents

the future work.
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Chapter 2: Steady-State Modeling of Type-III WTs Under Balanced Voltage

2.1 Introduction

This chapter1 proposes an approach to calculate steady-state operating conditions of

DFIG-based WTs considering the control limits. First, optimization problems are formu-

lated to identify the minimal stator voltages that the control system of Type-III WTs can

handle before the currents limits are reached. Based on the identified values, steady-state

calculations are conducted using an advanced computing tool. Analytical solutions to the

steady-state operating conditions for the full-order dynamic model of DFIG-based WTs are

provided. Lossy DFIG back-to-back converters are considered. The proposed method is

validated with electromagnetic transient (EMT) simulations. The chapter starts with an

analysis of a simple squirrel cage induction machine (Testbed-A) in section 2.2. Then, the

analysis is extended to Type-III WTs (Testbed-B) in section 2.3. Section 2.4 concludes the

chapter.

2.2 Squirrel Cage Induction Machine (Testbed-A)

In this section, steady-state analysis is conducted on a squirrel cage induction machine

connected to the grid through a transmission line (shown in Fig .2.1). The system is assumed

to operate under a balanced grid voltage condition. Two case studies are conducted on the

given system.

1Part of this chapter is published in our paper [53], 2019. Permissions are included in Appendix A.
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Figure 2.1: System configuration (Testbesd-A).

2.2.1 Equivalent Circuits of an Induction Machine

If the circuit connecting the motor to the grid is taken into account (as in Fig .2.1), the

positive-sequence circuit will be given in Fig. 2.2. V p
t is the positive sequence voltage of

the motor, V p
g is the positive sequence voltage of the grid, Ips is the stator positive sequence

current, Ipr is the rotor positive sequence current, Rs is the stator resistance, Xs is the stator

reactance, Rr is the rotor resistance, Xr is the rotor reactance, Rg is the line resistance, Xg

is the line reactance, Xm is the magnetizing reactance, and s is the slip. The core loss is

neglected since it is very low compared to the rotor and the stator copper losses.

Rs jXs Rg jXg 

Rr/s
𝑰𝒔
𝒑

 𝑰𝒓
𝒑

 
𝑽𝒕
𝒑𝑽𝒈

𝒑
 

++

- -

Rs jXs Rg jXg 

Rr/(2-s) 

𝑰𝒔
𝒏 𝑰𝒓

𝒏

𝑽𝒕
𝒏𝑽𝒈

𝒏

++

- -

(a)

(b)

jXr 

jXm 

jXr 

jXm 

Figure 2.2: Positive-sequence equivalent circuit.

In order to find the five steady-state variables, including stator positive-sequence currents

(notated as Ips 6 φ
p
s), rotor positive-sequence currents, (notated as Ipr 6 φ

p
r) and machine slip

(notated as s) for the system in Fig .2.1 for a given grid voltage and motor torque, five

equations should be considered. Difficulties are introduced due to the non-linearity of these

equations. In section 2.2.2, a detailed formulation is provided to solve the problem through
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an advanced computing tool (YALMIP [54]). The equivalent circuit can be expressed by two

equations, shown in (2.1).

−V p
g
6 θpg + (Rs +Rg + j(Xs +Xm +Xg))I

p
s
6 φps − jXmI

n
r
6 φnr = 0 (2.1a)(

Rr

s
+ j(Xr +Xm)

)
Ipr 6 φ

p
r − jXmI

p
s
6 φps = 0 (2.1b)

Further, the voltage of the motor terminals can be found:

V p
t
6 θpg = −V p

g
6 θpg + (Rm + j(Xs))I

p
s
6 φps (2.2)

The air gap power developed by the positive sequence components is given in (2.3).

P p
ag = 3(Ipr )2Rr

s
(2.3)

The electromagnetic torque of the motor is given in (2.4).

T pem =
poles

2

P p
ag

ωe

Tem = T pem =
poles

2

3Rr

ωe

[
(Ipr )2

s

] (2.4)

ωe is stator angular frequency.

2.2.2 Steady-State Calculations

Expressions (2.1), related to the motor circuits, constitute two complex algebraic equa-

tions that can be separated into four real algebraic equations (2.5a-2.5d). Expression (2.5e)

is related to the torque requirement. Suppose the grid voltage and motor torque are given. In

that case, there are five unknown state variables, magnitudes, and angles of rotor and stator

positive-sequence currents and the slip rate. The five unknown quantities of the motor can
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be found by solving the five equations (2.5a-2.5e) using any well-known iterative way such

as Newton-Ralphson. In this paper, YALMIP is used to solve the nonlinear set of equations

through a nonlinear programming solver fmincon. Once the stator currents are found, the

terminal voltages of the motor can be found using (2.2).

f1 =− V p
g cos θpg + (Rs +Rg)I

p
s cosφpg +XmI

p
r sinφpr − (Xs +Xm +Xg)I

p
s sinφps = 0 (2.5a)

f2 =− V p
g sin θpg + (Rs +Rg)I

p
s sinφpg −XmI

p
r cosφpr + (Xs +Xm +Xg)I

p
s cosφps = 0 (2.5b)

f3 =
Rr

s
Ipr cosφpr − (Xr +Xm)Ipr sinφpr +XmI

p
s sinφps = 0 (2.5c)

f4 =
Rr

s
Ipr sinφpr + (Xr +Xm)Ipr cosφpr −XmI

p
s cosφps = 0 (2.5d)

f5 =Tem
2ωe
p
− 3Ip

2

r

[
Rr

s

]
= 0 (2.5e)

2.2.3 Case Study 1: State Variables Calculations

In order to validate the proposed method in the previous sections, a testbed of an in-

duction motor served by a voltage source is simulated in MATLAB/SimPowerSystems en-

vironment, as shown in Fig .2.3. The motor is connected to the grid bus through an RL

circuit. The model parameters are shown in Table 2.1. In Table 2.2, the simulation results

IM 

220𝑉 
𝐿𝑔  𝑅𝑔  

11.9 𝑁.𝑀 

Figure 2.3: EMT model configuration (Testbed-A).

are compared with the results using the proposed method described in the previous section.

The input values to the optimization problem are the grid voltage (220V or 1 p.u) and the

load Torque (11.9 N.m).
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Table 2.1: Parameters of Simulink model (Testbed-B)

Rs 0.435(Ω) friction factor 0
Rr 0.816(Ω) pole pairs 2
Ls 4.0(mH) Inertia 0.089
Lr 2.0(mH) Tmech 11.9(N.m)
Lm 69.31(mH) V 220(60Hz)
Rg 0.1(Ω) HP 3
Lg 1(mH)

Table 2.2: Motor Variables

Simulation Proposed method

Ips 6 φ
p
s 11.356 − 39.91 11.356 − 39.91

V p
t
6 θpt 176.036 − 0.831 176.036 − 0.831
s 0.0466 0.0467

Ipr 6 φ
p
r 9.2556 − 6.913 9.2556 − 6.912

2.2.4 Case Study 2: Minimal Grid Voltage a Motor Can Handle

A grid voltage drop may cause a motor stall. In this case study, we examine the minimal

grid voltage a motor can handle for a given load torque. When the grid voltage dips, the

motor voltage can be decreased as long as the steady-state equations in (2.5a-2.5e) can be

satisfied. Once these equations are not satisfied, the motor will lose its stability. In Fig. 2.1,

the grid voltage decreases at t = 1.5 s. As a result, the stator current increases to meet the

load requirement. At t = 3 s, the grid voltage dropped to less than the minimum voltage

that the motor can handle which causes stability issues. In order to find the minimal grid

voltage the system can handle for a given torque, the optimization problem is formulated as

in (2.6). The objective function will be the minimization of the grid voltage. The constraints

of the optimization problem are the steady-state circuit and torque equations (2.5a-2.5d), the

slip and angle limits. The input value to the optimization problem is the load torque of the
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Figure 2.4: Induction motor response to change in voltage.

motor and, the decision variables are the stator, rotor currents, and the slip (Ips , I
p
r , φ

p
s, φ

p
r, s).

Minimize(V p
g )

Subject to (2.5a− 2.5d)

TLoad
2ωe

Poles
−3Ip

2

r

[
Rr

s

]
= 0

1 ≥ s ≥ 0

π ≥ φps,φ
p
r ≥ −π

(2.6)

By solving (2.6) for the given motor in Table 2.1, the minimal grid voltage the motor

can handle for 11.9 N.m load torque is 102 V (phase voltage). Fig. 2.5b shows the motor

speed response to the change in grid voltage shown Fig. 2.5a. In Case A, the grid voltage is

set 1 V below the threshold at t = 1.5 s while it is above the threshold by 1V in Case B. It

can be seen that, the motor becomes unstable when the grid voltage is below the boundary

found by the proposed method.
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Figure 2.5: Motor response. (a) Grid voltage. (b) Motor speed.

2.3 Type-III Wind Turbine (Testbed-B)

The typical configuration of a DFIG-based WT is shown in Fig .2.6. In Type-III WTs, the

stator of the induction machine (IM) is directly connected to the grid, and the wound rotor

is connected to the grid through a Back-to-Back converter. The Back-to-Back converter

consists of two three-phase PWM converters, Rotor-Side Converter (RSC) and Grid-Side

Converter (GSC), which is connected to the grid through an AC filter. The two converters

are coupled through a common DC link. is, ir and ig are the DFIG stator, rotor, and grid-

side converter current, respectively. vs, vr and vg are terminal voltage of the DFIG stator,

rotor, and grid side-converter. P and Q are the DFIG-base WT real and reactive power

outputs. Rg and Xg are the resistance and reactance of the DFIG back-to-back converter.

Cdc is the DC-link capacitance of the DIFG back-to-back converter. Pm is the mechanical

power.
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Figure 2.6: System configuration (Testbed-B).

2.3.1 Steady-State DFIG-Based WT Model

2.3.1.1 DFIG Equivalent Circuit

At steady-state, the electrical equivalent circuit of the DFIG in dq-frame (shown in Fig

.2.7 can be expressed by the following equations.

vqs −Rsiqs − (Xs +Xm)ids −Xmidr = 0 (2.7a)

vds + (Xs +Xm)iqs −Rsids +Xmiqr = 0 (2.7b)

vqr − sXmids −Rriqr − s(Xr +Xm)idr = 0 (2.7c)

vdr + sXmiqs + s(Xr +Xm)iqr −Rridr = 0 (2.7d)

ids, iqs, vds and vqs are DFIG stator currents and voltages on d and q axes, respectively.

idr, iqr, vdr and vqr are DFIG rotor current and voltage on d and q axes, respectively. Rs and

Rr are the resistance and reactance of the DFIG rotor and stator circuits, respectively. Xs
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Figure 2.7: Equivalent circuit of the DFIG. (a) q axis. (b) d axis.

and Xr are reactance of the DFIG rotor and stator circuits, respectively. Xm is the DFIG

mutual reactance. s is the slip.

2.3.1.2 Power Equations

According to the power conservation theorem, the mechanical power, which is the power

extracted from the wind by the WT, is equal to the sum of rotor and stator active power

and losses. The power balance equations can be written in terms of the electrical variables

as the following:

− P − i2dgRg − i2qgRg − i2dsRs − i2qsRs − i2drRr − i2qrRr + Pm = 0 (2.8a)

P + vdsids + vqsiqs + vdsidg + vqsiqg = 0 (2.8b)

kpcpW
3
wind − Pm = 0 (2.8c)
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Wwind is the wind speed in per unit of the base wind speed. cp is the performance coefficient

in per unit. kp is the power gain for cp = 1 p.u and Wwind = 1 p.u. idg and iqg are the grid-

side-converter current on d and q axes, respectively. The dynamics of the DC-link between

the rotor and grid-side converter can be represented by the following equation:

Cdcvdc
dvdc
dt

= Pg − Pr (2.9)

where Pg = vqgiqg + vdgidg

Pr = vqriqr + vdridr

At a steady-state and three-phase balanced condition, the equation in (2.9) can be rewrit-

ten considering the active losses of the GSC as the following:

− vqsiqg − vdsidg + vqriqr + vdridr + i2dgRg + i2qgRg = 0 (2.10)

vdg and vqg are the GSC voltages on d and q axes, respectively.

2.3.2 Control System

The RSC control system implemented in this chapter is shown in Fig. 2.8. θm is the

rotor mechanical angle, and θe is the rotor electrical angle. The control of RSC is achieved

using a two-level controller: fast inner loops and slow outer loops. The inner loops are used

to calculate the voltage references in order to generate the modulation index. The slow

outer loops are used to calculate the current references i∗
′

dr and i∗
′

qr. In the given control

system, the outer loops are used to regulate the electromagnetic torque (Tem) and the stator

reactive power (Qs). The two controls are implemented by referring all the AC quantities to

a synchronous reference frame oriented with the stator voltage as adopted in [55]. That is

vds = |Vs| and vqs = 0.
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Figure 2.8: RSC control.

A similar technique is used for the GSC controls, as shown in Fig. 2.9. The outer loop of

the control is set to regulate the DC-link capacitor voltage (Vdc) and reactive power (Qg).
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Figure 2.9: GSC control.

2.3.2.1 Converters Currents Limits

In order to avoid overcurrent scenarios that may damage the converters, currents limiters

are imposed. The control system should follow the outer loop references as long as the current

limits are not reached. Once the limits are hit, following the references is not guaranteed.

For a grid-connected DFIG, scenarios where converters hit the limits may occur. During

25



such scenarios, the control system should give priority to either the active or reactive power.

The control system will try to keep the prioritized quantity unchanged. The un-prioritized

quantity will be changed and will not track reference due to the current limits.

In this chapter, The RSC and GSC current limiters give priority to active currents based

on equations (2.11-2.14). When the LVRT mode is activated, the priority for the RSC is

switched from the active to the reactive current, and the controller is switched from the

Q-control to a proportional V-control to fulfill the grid code requirement regarding voltage

support during voltage disturbances.

i∗dr =


i∗
′

dr, if − I limit
r ≤ i∗

′

dr ≤ I limit
r

I limit
r , if I limit

r < i∗
′

dr

−I limit
r , if − I limit

r > i∗
′

dr

(2.11)

i∗qr =


i∗
′

qr, if
√
i∗

2

dr + i∗′
2

qr ≤ I limit
r√

I limit
r − i∗2dr if

√
i∗

2

dr + i∗′
2

qr > I limit
r , i∗

′
qr > 0

−
√
I limit
r − i∗2dr if

√
i∗

2

dr + i∗′
2

qr > I limit
r , i∗

′
qr < 0

(2.12)

i∗dg =


i∗
′

dg, if − I limit
g ≤ i∗

′

dg ≤ I limit
g

I limit
g , if I limit

g < i∗
′

dg

−I limit
g , if − I limit

g > i∗
′

dg

(2.13)

i∗qg =


i∗
′

qg, if
√
i∗

2

dg + i∗′
2

qg ≤ I limit
g√

I limit
g − i∗2dg if

√
i∗

2

dg + i∗′
2

qg > I limit
g , i∗

′
qg > 0

−
√
I limit
g − i∗2dg if

√
i∗

2

dg + i∗′
2

qg > I limit
g , i∗

′
qg < 0

(2.14)
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2.3.2.2 Controller Target

The control scheme of the GSC is set to regulate the DC-link voltage and reactive power.

At a steady-state and normal operation condition (no limits hitting), the following equation

is satisfied:

− vdsiqg −Q∗g = 0 (2.15)

When the GSC hitS the limit (
√
i
2

dg + i2qg = I limit
g ), the control system will aim to min-

imize the error of equation (2.16) based on the maximum allowable reactive current value

obtained by equation (2.14).

− vdsiqg −Q∗g = error (2.16)

Similarly, the control system of the RSC is set to regulate the electromagnetic torque

and reactive power. At nominal steady-state operating conditions, the following equations

are satisfied:

Xm(iqsidr − idsiqr)− T ∗em = 0 (2.17a)

− vdsiqs −Q∗s = 0 (2.17b)

When the rotor current hit the limit (
√
i
2

dr + i2qr = I limit
r ), the controller will act to

minimize the error of equations (2.18a, 2.18b) based on maximum allowable active and

reactive current value obtained by equation (2.11-2.12).

Xm(iqsidr − idsiqr)− T ∗em = error (2.18a)

− vdsiqs −Q∗s = error (2.18b)
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2.3.2.3 Control Modes

In this section, the control system operating condition will be categorized into different

operation modes as a function of the stator voltage.

For the RSC controller, If the LVRT function is ignored, there are three possible operating

modes the system can operate in.

• Mode-A (V r
t1
≤ |Vs|): In this mode, the control system is able to track the electromagnet

torque (T ∗em) and the reactive power (Q∗s) references as the rotor current is still within

its limit (
√
i∗

2

dr + i∗2qr ≤ I limit
r ).

• Mode-B (V r
t2
≤ |Vs|< V r

t1
): In this mode, the rotor current will hit its limit (

√
i∗

2

dr + i∗2qr =

I limit
r ). As the priority in the adopted design is given to the active current, the control

system will keep tracking the torque reference (T ∗em). However, it will not be able to

satisfy the reactive power requirement (Q∗s).

• Mode-C (0 ≤ |Vs|< V r
t2

): In this mode, idr will hit the limit ±I limit
r , and iqr will be

zero. The control system will not be able to track the torque or the reactive power

references.

Similarly, for the GSC controller, there are three possible operating modes the system

can operate in.

• Mode-A (V g
t1 ≤ |Vs|): In this mode, the control system is able to track the DC-link

voltage (V ∗dc) and the reactive power Q∗g references as the GSC current is still within

its limit (
√
i∗

2

dg + i∗2qg < I limit
g ).

• Mode-B (V g
t2 ≤ |Vs|< V g

t1): In this mode the GSC current will hit its limit (
√
i∗

2

dg + i∗2qg =

I limit
g ). As the priority in the adopted design is given to the active current, the control

system will keep tracking the the DC-link voltage reference (V ∗dc). However, it will not

be able to satisfy the reactive power requirement (Q∗g).
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• Mode-C (0 ≤ |Vs|< V g
t2): In this mode, idg will hit the limit ±I limit

g and iqg will be zero.

The control system will not be able to track the DC-link voltage or the reactive power

references.
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Figure 2.10: RSC control modes.
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Figure 2.11: GSC control modes.

2.3.3 Voltage Thresholds Identification

In this section, optimization problems are formulated and solved to identify the voltage

thresholds at which the control system’s behavior changes due to hitting the current limits.

The proposed algorithm is shown in Fig. 2.12. The LVRT function is not considered in this

section. A set of optimization problems are formulated to have (2.11-2.14) incorporated as

constraints. The objective function of the optimization problems is the minimization of the
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Figure 2.12: Proposed algorithm.
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stator voltage. Besides the current limits, the equality constraints include the steady-state

circuit, power, torque, and control equations (2.7, 2.8, 2.10, 2.15, and 2.17). The decision

variables are (ids, iqs, idr, iqr, idg, iqg, vdr, vqr, s, P, Pm). The constraints of the following opti-

mization problems change according to the current limit that is being hit. As the RSC and

GSC current limiters prioritize active currents, iqr and iqg will hit the limit always before idr

and idg reach their limits.

The algorithm starts by solving the main optimization problem to identify the first mini-

mum voltage threshold Vt1 for the region where the RMS values of the RSC current and the

GSC currents are within the limit. Once the first optimization problem is solved, the first

voltage threshold is identified. Then, the currents obtained from solving the optimization

problem are checked to identify which converter reached the limit. Based on this informa-

tion, another optimization problem is formulated to find the second voltage threshold Vt2.

The signs of the currents (e.g. iqr ≤ 0 or iqr ≥ 0) are obtained from the solution of the

previous optimization problem.

For example, if the results obtained from solving the main (first) optimization problem

indicate that the RSC reached the limit (
√
i
2

dr + i2qr = I limit
r ) and the sign of the reactive

current is negative (iqr ≤ 0), the new optimization problem which aims to find the second

voltage threshold (Vt2) will be formulated as in (2.19). Please note that the inequality

constraint (
√
i∗

2

dr + i∗2qr ≤ I limit
r ) is replaced with the equality constraint (

√
i∗

2

dr + i∗2qr = I limit
r ),

and the equality constraint (−vdsiqs − Q∗s = 0) is replaced with the inequality constraint

(iqr ≤ 0). Now, the third optimization problem which aims to find the third voltage threshold

(Vt3) will be formulated based on the information obtained from solving the optimization

problem in (2.19). One of two scenarios may occur based on the solution of (2.19): RSC

active current limit hitting (i2dr = ±I limit
r ) or GSC current limit hitting (

√
i
2

dg + i2qg = I limit
g ).
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minimize (vds)

subject to (2.7, 2.8, 2.10, 2.15, 2.17a)

i2qr + i2qr = I limit
2

r

i2qg + i2qg ≤ I limit
2

g

iqr ≤ 0

− 1 ≤ s ≤ 0

(2.19)

The algorithm ends once the GSC is not able to track the DC-link voltage. For the

adopted control scheme, the DC-link voltage keep increasing once the active current in the

GSC hits the limits as no protection scheme is adopted on the DC-link. The wind turbine

is assumed to not operate in this region, so no calculations were conducted. This case will

be addressed in future research.

2.3.3.1 Validation of the Voltage Thresholds

By solving the proposed algorithm for the given system in Table 2.3, the following se-

quence is identified.

Table 2.3: Parameters of Simulink model (Testbed-B)

Rs 0.023(p.u) friction factor 0 Xg 0.3(p.u)
Rr 0.016(p.u) pole pairs 3 Rg 0.003(p.u)
Xs 0.18(p.u) Inertia 0.0685 s Cdc 0.01 (F)
Xr 0.16(p.u) Sn 1.5 (MVA) Vdc 1150 V
Xm 2.9(p.u) Vn 575 V Q∗s -0.2(p.u)
I limitr 1(p.u) I limitg 0.2(p.u) Q∗g -0.1(p.u)
Wwind 11m/s (1 p.u) T ∗em -0.63(p.u) fn 60 Hz
c1 0.6450 c2 116 c3 0.4
c4 5 c5 21 c6 0.00912
c7 0.08 c8 0.035
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Figure 2.13: EMT model configuration (Testbed-B).

• For |Vs|< Vt1, the reactive current of the RSC converter iqr will reach the limit so that

the RSC control will not be able to track the reactive power reference Q∗s. (Vt1 = 0.777).

• For |Vs|< Vt2, the reactive current of the GSC converter iqg will reach the limit so that

the GSC control will not track the reactive power reference Q∗g. (Vt2 = 0.720).

• For |Vs|< Vt3, the active current of the RSC converter iqr will reach the limit so that

the RSC control will not track the torque reference T ∗em. (Vt3 = 0.647).

• For |Vs|< Vt4, the active current of the GSC converter idg will reach the limit so that

the GSC control will lose tracking the DC-link voltage reference V ∗dc. (Vt4 = 0.624).

The optimization problems are solved by YALMIP through nonlinear programming solver

Ipopt. To validate the analysis conducted in the previous section, a testbed of Type-III WT

model is simulated in MATLAB/SimPowerSystems (2020), as shown in Fig .2.19. The stator

voltage is dipped 0.01 p.u above and below each calculated threshold to prove the change

that happens in the system crossing these thresholds. The EMT results are shown in Fig

.2.14-Fig .2.17.
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Figure 2.14: System response to changes in the voltage (Case-A). The stator voltage
dropped below Vt1 at s = 20, so the RSC control system could not track the reactive power

reference Q∗s.

34



10 15 20 25

0.7

0.8

0.9

1

10 15 20 25

-0.3

-0.2

-0.1

10 15 20 25
-0.11

-0.1

-0.09

-0.08

M
a
g
n
it
u
d
e
(p

u
)

10 15 20 25
-0.7

-0.6

-0.5

10 15 20 25

Time(s)

0.9

0.95

1

1.05

Vs Vt2

Qs Qs*

Qg Qg*

Tem Tem*

Vdc Vdc*

Figure 2.15: System response to changes in the voltage (Case-B). The stator voltage
dropped below Vt2 at s = 20, so the GSC control system could not track the reactive power

reference Q∗g.
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Figure 2.16: System response to changes in the voltage (Case-C). The stator voltage
dropped below Vt3 at s = 20, so the RSC control system could not track the

electromagnetic torque reference T ∗em.
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Figure 2.17: System response to changes in voltage (Case-D). The stator voltage dropped
below Vt4 at s = 20, so the GSC control system could not track the DC-link voltage

reference V ∗dc.
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2.3.4 Calculating Steady-State Operating Conditions for Type-III WT

In order to solve the steady-state calculation problem, known variables (system inputs)

and unknown variables should be identified. In this section, it is assumed that the wind speed

is known. The bus voltage V s is obtained from a valid power flow solution for the studied

system before the steady-state calculations of the DFIG, similar to the assumption adopted

in [32]. This assumption is made as this paper aims to improve the method of solving the

sub-problem of calculating the steady-state of DFIG-based WTs. The power flow problem is

addressed in [29,38,51] through an iterative process. After the stator voltage V s is obtained

from the power flow solution, the problem is solved with the synchronous reference frame

linked to the stator voltage (V s = Vs 6 θs → V s = Vs 6 0). Once the problem is solved, all

angles are shifted back by θs to obtain the actual values, where the slack bus angle being is

the reference.

The optimization problem in the previous section is solved firstly to identify the voltage

thresholds. The system can be modeled accurately using the identified thresholds. For

instance, for the given system in the previous section, Fig. 2.18 summarises the steady-state

equations and limits used to find the state variables of the Type-III WT for a given stator

voltage. To validate the analysis conducted in the this section, a testbed of Type-III WT

model is simulated in MATLAB/SimPowerSystems (2020), as shown in Fig .2.19. The system

parameters are given system in Table 3.2, A transmission line with SCR=10 is assumed

to be connected between the grid and the Type-III WT. The calculations are conducted

considering four different values of the grid voltage (Vg = 0.74, 0.70, 0.67, 0.65 p.u), which

lead to different operating conditions. The steady-state calculations are conducted using

YALMIP through nonlinear programming solver Ipopt. Table 2.5 shows the calculation

results and their mismatch with simulation results for the four cases.
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2.4 Conclusion

This chapter proposed an optimization-based algorithm for calculating the steady-state

operating condition of DFIG-based WT. The proposed method is based on a full-order model

of DFIG-based WTs and considers the control limits and the losses in the converters. The

proposed method is validated using electromagnetic-transient simulation built using the full-

order dynamic model of DFIG-based WTs.
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Table 2.4: Parameters of the Simulink model

Rs 0.023(p.u) friction factor 0 Xg 0.3(p.u)
Rr 0.016(p.u) pole pairs 3 Rg 0.003(p.u)
Xs 0.18(p.u) Inertia 0.0685 s Cdc 0.01 (F)
Xr 0.16(p.u) Sn 1.5 (MVA) Vdc 1150 V
Xm 2.9(p.u) Vn 575 V Q∗s -0.2(p.u)
I limitr 1(p.u) I limitg 0.2(p.u) Q∗g -0.1(p.u)
Wwind 11m/s (1 p.u) T ∗em -0.63(p.u) fn 60 Hz
Xl 0.10(p.u) Qf 0.08(p.u) Pf 0.0016(p.u)

Table 2.5: Steady-state results

Case-A Case-B Case-C Case-D
Analysis Mismatch Analysis Mismatch Analysis Mismatch Analysis Mismatch

ids -0.8142 -1.9E-7 -0.8561 1.3E-8 -0.8901 -6.7E-7 -0.8889 -3.8E-6
iqs 0.1566 1.1E-6 0.0690 7.9E-6 -0.0529 8.6E-6 -0.3716 9.9E-6
idr 0.8969 -1.6E-7 0.9440 -2.9E-6 0.9826 -1.7E-6 0.9848 1.6E-6
iqr -0.4393 -1.0E-6 -0.3298 -8.5E-6 -0.1855 -9.4E-6 0.1736 -1.0E-5
idg -0.1482 2.2E-7 -0.1596 1.3E-6 -0.1691 1.2E-6 -0.1978 -2.8E-7
iqg 0.1107 2.4E-7 0.1155 1.9E-6 0.1066 2.0E-6 0.0292 -1.0E-5
vdr -0.1551 8.4E-8 -0.1389 -4.8E-7 -0.1216 -6.4E-7 -0.1050 -2.5E-6
vqr -0.0800 2.2E-7 -0.0825 1.6E-6 -0.0839 1.3E-6 -0.0935 -9.4E-8
P 0.7180 1.1E-8 0.7168 -1.2E-8 0.7155 -8.1E-9 0.7121 1.4E-6
Pm 0.7499 2.2E-8 0.7499 1.5E-8 0.7499 -8.7E-9 0.7495 7.5E-7
s -0.1903 -8.9E-8 -0.1903 -2.0E-8 -0.1903 2.1E-9 -0.2211 -3.2E-6
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Chapter 3: Steady-State Analysis of Type-III Wind Turbines Subject to

Unbalance

3.1 Introduction

This chapter2 aims to adequately model Type-III WTs under grid unbalance by consid-

ering not only positive- and negative-sequence circuits but also the 3rd harmonic circuit.

In addition to the modeling, an efficient algorithm for a steady-state harmonic analysis of

Type-III WT subject to unbalance is proposed. The latter is achieved by converting the cir-

cuit analysis problem to a set of equality constraints and solving the problem using efficient

solvers. EMT simulation results validate the analysis results.

The chapter starts with analyzing a simple squirrel cage induction machine (Testbed-A)

in section 3.2. Then, the analysis is extended to Type-III WTs (Testbed-B) in section 3.3.

Section 3.4 concludes the chapter. In section 3.3, First, the occurrence of the 3rd harmonic in

Type-III WTs under unbalance is analyzed mathematically to give a clear insight. Equivalent

circuits of the 3rd harmonic of DFIG are presented in Section 3.3.1. A phasor-domain model

of Type-III WTs is developed to calculate the positive-, negative-sequence, and 3rd harmonic

phasors using the concept of control-based equivalent circuits. The analysis is carried out

in three stages. In the first stage, the voltage source converters of the rotor-side and grid-

side are assumed to operate with a constant modulation index (Section 3.3.2). In the second

stage, current control loops are considered (Section 3.3.3). In the third stage, outer loops are

2Part of this chapter was submitted to Electric Power Systems Research [56],2021. The other part is
published in our paper [53],2019. Permissions are included in Appendix A.
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considered (Section 3.3.4). The proposed method is validated with electromagnetic transient

(EMT) simulations.

3.2 Squirrel Cage Induction Machine (Testbed-A)

In this section, a steady-state analysis is conducted on a squirrel cage induction machine

connected to the grid through a transmission line (shown in Fig .2.1). The system is assumed

to operate under an unbalanced grid voltage condition.

3.2.1 Equivalent Circuits of an Induction Machine

During unbalanced voltage conditions, a three-phase induction motor can be represented

by two equivalent steady-state circuits: positive- and negative-sequence circuits. The zero-

sequence is neglected as the zero-sequence stator current does not setup a magnetic field.

Hence there is no induction on the rotor side, nor will there be torque generated. If the

circuit connecting the motor to the grid is taken into account (as in Fig .2.1), the positive-

and negative-sequence equivalent circuits will be given in Fig. 3.1. The core loss is neglected

since it is very low compared to the rotor and the stator copper losses.

Rs jXs Rg jXg 

Rr/s
𝑰𝒔
𝒑

 𝑰𝒓
𝒑

 
𝑽𝒕
𝒑𝑽𝒈
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++

- -

Rs jXs Rg jXg 
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𝒏

++
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(b)

jXr 

jXm 

jXr 

jXm 

Figure 3.1: Induction motor equivalent circuit. (a) Positive-sequence circuit. (b)
Negative-sequence circuit.
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In order to find the nine steady-state variables including stator positive- and negative-

sequence currents (notated as Ips 6 φ
p
s, I

n
s
6 φns ), rotor positive- and negative-sequence currents,

(notated as Ipr 6 φ
p
r, I

n
r
6 φnr ) and machine slip (notated as s) for the system in Fig .2.1 for

a given grid voltage and motor torque, nine equations should be considered. Difficulties

are introduced due to the non-linearity of these equations. In following section, detailed

formulation is provided to solve the problem through an advanced computing tool (YALMIP

[54]).

The two equivalent circuits can be expressed by four equations, shown in (3.1).

−V p
g
6 θpg + (Rs +Rg + j(Xs +Xm +Xg))I

p
s
6 φps

− jXmI
p
r
6 φpr = 0 (3.1a)

−V n
g
6 θng + (Rs +Rg + j(Xs +Xm +Xg))I

n
s
6 φns

− jXmI
n
r
6 φnr = 0 (3.1b)(

Rr

s
+ j(Xr +Xm)

)
Ipr 6 φ

p
r − jXmI

p
s
6 φps = 0 (3.1c)(

Rr

2− s
+ j(Xr +Xm)

)
Inr 6 φ

n
r − jXmI

n
s
6 φns = 0 (3.1d)

Further, the voltage of the motor terminals can be found:

V p
t
6 θpg = −V p

g
6 θpg + (Rm + j(Xs))I

p
s
6 φps

V n
t
6 θng = −V n

g
6 θng + (Rg + j(Xs))I

n
s
6 φns

(3.2)

The air gap power developed by the positive and negative-sequence components is given

in (3.3). One produces forward electromagnetic torque while the other produces backward

torque.

P p
ag = 3(Ipr )2Rr

s
, P n

ag = 3(Inr )2 Rr

(2− s) (3.3)
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As a result of the two components of the air gap power, the electromagnetic torque of the

motor will contain two components as given in (3.4).

T pem =
poles

2

P p
ag

ωe
, T nem =

poles

2

P n
ag

−ωe
,

Tem = T pem + T nem =
poles

2

3Rr

ωe

[
(Ipr )2

s
− (Inr )2

(2− s)

] (3.4)

3.2.2 Ripples in the Torque

During the unbalanced condition of the stator, the magnitude of the three-phases and the

angle displacements will not be the same. The positive- and negative-component of the stator

current can be obtained by decomposing the three-phase currents using the symmetrical

component theory. The positive-sequence component of rotor current can be observed at

frequency ωr = ωe − ωm = sωe while the negative sequence component are observed at

frequency −ωe − ωm = −(2− s)ωe.

While interactions between stator and rotor currents in the same sequence produce torque

of dc values, interactions between stator current and rotor current in difference sequences

introduce ripples of 120 Hz. Detailed analysis can be referred in [57].

3.2.3 Steady-State Calculations

Expressions (3.1a-3.1d), related to the motor circuits, constitute four complex algebraic

equations which can be separated into eight real algebraic equations as given in (3.5a-3.5h).

Expression (3.5i) is related to the torque requirement. If the grid voltage and motor torque

are given, there are nine unknown state variables, magnitudes and angles of rotor and stator

positive- and negative-sequence currents, and the slip rate. The nine unknown quantities

of the motor can be found by solving the nine equations (3.5a-3.5i) using any well-known

iterative way such as Newton-Ralphson. This paper uses YALMIP to solve the nonlinear

set of equations through a nonlinear programming solver fmincon. Once the stator currents
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are found, the terminal voltages of the motor can be found using (3.2). For the balanced

voltage condition, only the set of equations related to the positive sequence circuit are used

and, the developed torque of the motor has only the positive component.

f1 =− V p
g cos θpg + (Rs +Rg)I

p
s cosφpg +XmI

p
r sinφpr − (Xs +Xm +Xg)I

p
s sinφps = 0 (3.5a)

f2 =− V p
g sin θpg + (Rs +Rg)I

p
s sinφpg −XmI

p
r cosφpr + (Xs +Xm +Xg)I

p
s cosφps = 0 (3.5b)

f3 =
Rr

s
Ipr cosφpr − (Xr +Xm)Ipr sinφpr +XmI

p
s sinφps = 0 (3.5c)

f4 =
Rr

s
Ipr sinφpr + (Xr +Xm)Ipr cosφpr −XmI

p
s cosφps = 0 (3.5d)

f5 =− V n
g cos θng + (Rs +Rg)I

n
s cosφng +XmI

n
r sinφnr − (Xs +Xm +Xg)I

n
s sinφns = 0

(3.5e)

f6 =− V n
g sin θng + (Rs +Rg)I

n
s sinφng −XmI

n
r cosφnr + (Xs +Xm +Xg)I

n
s cosφns = 0

(3.5f)

f7 =
Rr

2− s
Inr cosφnr − (Xr +Xm)Inr sinφnr +XmI

n
s sinφns = 0 (3.5g)

f8 =
Rr

2− s
Inr sinφnr + (Xr +Xm)Inr cosφnr −XmI

n
s cosφns = 0 (3.5h)

f9 =Tem
2ωe
p
− 3Ip

2

r

[
Rr

s

]
+ 3In

2

r

[
Rr

(2− s)

]
= 0 (3.5i)

3.2.3.1 Initial Values

Solving the set of the nonlinear equations (3.5a-3.5i) requires setting initial values for the

decision variables. A large error in the initial values may cause the algorithm to converge

to a local solution not desired. It may also cause non-convergence issues. A robust method

to estimate the initial values is by obtaining the values of the variable at a slip rate close to

zero since it is the region where induction motors operate during the steady-state operation.

In this literature, the initial values are obtained at slip equals to 0.1 as given in (3.6).
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Ips 6 φ
p
s =

V p
g
6 θpr

Rs +Rg + Zp + jXs + jXg

Ins 6 φ
n
s =

V n
g
6 θpr

Rs +Rg + Zn + jXs + jXg

Ipr 6 φ
p
s =

jXmI
p
s
6 φps

jXm + jXr + Rr
0.1

Inr 6 φ
n
r =

jXmI
n
s
6 φns

jXm + jXr + Rr
2−0.1

where Zp =
(jXr + Rr

0.1
)jXm

jXr + Rr
0.1

+ jXm

Zn =
(jXr + Rr

2−0.1
)jXm

jXr + Rr
2−0.1

+ jXm

(3.6)

3.2.4 Case Studies

3.2.4.1 Motor State Variables During Unbalanced Voltage

In order to validate the proposed method in the previous section, a testbed of an induction

motor served by a voltage source is simulated in MATLAB/SimPowerSystems environment,

as shown in Fig .2.3. The motor is connected to the grid bus through an RL circuit. The

model parameters are shown in Table 2.1.

In the simulation model, the motor runs until it reaches the steady-state region. Then,

an unbalanced voltage condition occurs where the voltage at phase a drops to 0.8 p.u. The

stator voltages and currents during the voltage dip condition obtained from the simulated

are shown in Fig. 3.2a and Fig. 3.2b, respectively. Fig. 3.2c shows the motor speed. In Table

3.1, the simulation results are compared with the results using the proposed method. The

input values to the optimization problem are the grid voltage (phase-a is 143.7 V or 0.8 p.u)

and the load Torque (11.9 N.m). The algorithm required 4 iterations to find the solutions for

the equations. Fig. 3.3 shows the rotor currents for phase A and the positive- and negative-

component of the rotor current after they are extracted. The positive-sequence of the rotor
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Figure 3.2: Simulation results. (a) Stator voltages. (b) Stator currents. (c) Motor speed.

Table 3.1: Motor variables

Simulation Proposed method

Ips 6 φ
p
s 11.81486 − 37.2163 11.81456 − 37.2151

Ins 6 φ
n
s 4.30576 109.5634 4.30106 109.5387

V p
t
6 θpt 164.04356 − 0.9893 164.04386 − 0.9893

V n
t
6 θnt 10.30246 179.2334 10.30436 179.2385
s 0.0548 0.0548

Ipr 6 φ
p
r 10.056 − 8.2253 10.04456 − 8.2268

Inr 6 φ
n
r 4.18056 110.4117 4.17996 110.4327

current rotates at frequency 3.2 Hz while the negative component has a frequency of 116.7
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Hz. Table 3.1 shows the magnitude and angles of the positive and negative component of

the rotor current obtained from the simulation and proposed method.
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Figure 3.3: Rotor currents of the induction motor.

3.2.4.2 Maximum Torque During Unbalanced Voltage Dip

The maximum or breakdown torque is a function of the terminal voltage of the motor,

as shown in Fig. 3.4. As the terminal voltage drops, the maximum torque can be achieved

by the motor decreases. During unbalanced voltage conditions, the maximum load torque

limit the induction motor can handle is reduced due to the reversing torque produced by

the negative sequence current. When a motor reaches a steady-state region during a voltage

dip, the motor torque can be increased to a certain value or limit. Beyond this limit, the

motor will go to the instability region where the steady-state equations (3.5a-3.5i) can not

be satisfied. For example, in Fig. 3.8, after the grid voltage dropped at t = 1.5 s, the motor

reaches the steady-state region again and meets the load torque requirement. At t = 2.5 s,

the load torque is increased. The motor can serve the given load torque since it is below the

maximum breakdown point. At t = 4 s, the load torque is increased again. However, the

load torque is more than the maximum torque capability of the motor during the voltage
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Figure 3.4: Torque-speed curve of induction motor.

dip which leads the motor to the instability region. Fig. 3.5a shows the balanced voltage

dip case while Fig. 3.5b shows the unbalanced voltage case.
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Figure 3.5: Induction motor response to change in load torque. (a) Balanced voltage dip.
(b) Unbalanced voltage dip.

To find the maximum torque limit during balanced and unbalanced voltage dip condi-

tions, the optimization problem is formulated as in (3.7) and solved by fmincon through

YALMIP. The objective function will be the maximization of the electromagnetic torque.
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The constraints of the optimization problem include the nine equations describing the circuits

and torque, the slip limit, and the angle limits. The decision variables are the stator, rotor

currents and the slip (Ips , I
n
s , I

p
r , I

n
r , φ

p
s, φ

n
sφ

p
r, φ

p
r, s) while the input value to the optimization

problem is the grid voltage.

Maximize(Tem)

subject to (2.5)

1 ≥s ≥ 0

π ≥ φps, φ
n
s ,φ

p
r, φ

n
r ≥ −π

(3.7)

The maximum torques are found to be 23.5 and 32 N.m for the balanced and unbalanced

voltage dip, respectively. To validate these limits, the load torque is set to values that are

below the thresholds by 0.5 N.m at t = 2.5 s after the occurrence of the voltage dip at t = 1.5

s, as shown in Fig. 3.6. At t = 6 s, the load torque is increased above the thresholds by

0.5 N.m. It can be seen that the motor loses its stability after crossing the given thresholds

while it is stable below them.

3.3 Type-III Wind Turbine (Testbed-B)

In this section, the steady-state analysis of the induction machine subject to unbalance

stator voltage is extended to Type-III WTs.

3.3.1 Induction Machine Circuit Analysis (DFIG)

During unbalanced stator voltage conditions, a three-phase squirrel-cage induction motor

can be represented by two separate equivalent steady-state circuits: positive- and negative-

sequence circuits. Since the zero-sequence stator current does not generate a magnetic field,

the zero-sequence is neglected. For DFIG, since the RSC is connected to the rotor, 3rd

harmonic component will occur in the currents. This phenomenon is due to dq-frame RSC
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Figure 3.6: Motor response for change in load torque. (a) During balanced dip. (b) During
unbalanced dip.

converter control and the well-known frequency coupling phenomenon of converter controls

[52, 58]. It is also demonstrated by (3.14) in Section 3.3.2.1 when the VSC is assuming

dq-frame modulation and the DC-link voltage has 2nd harmonics.

To find out the equivalent circuit of each sequence and 3rd harmonic, the slip needs to

be calculated. For the positive-sequence circuit with the assumption that the three-phase

stator currents are positive sequence at the nominal frequency ω0, the slip can be written as

follows.

s =
ω0 − ωm
ω0

(3.8)

where ωm is the angular frequency corresponding to the mechanical speed.

Since the negative-sequence stator current generates a magnetic field rotating in the

opposite direction with respect to the positive-sequence field, the negative-sequence slip can

be expressed as the following.
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s− =
−ω0 − ωm
−ω0

=
−ω0 − (1− s)ω0

−ω0

= 2− s (3.9)

If the stator current has 3rd harmonic (positive-sequence), then the resulting magnetic

field rotates at three-times of the nominal speed. The 3rd harmonic slip can be written as

follows.

s(3) =
3ω0 − ωm

3ω0

=
2 + s

3
(3.10)

As an example, when the machine is rotating at a speed of 48 Hz (s = 0.2), the positive

sequence rotor currents will be rotating at +12 Hz (f0 − fm = 60 − 48). The negative-

sequence rotor currents can be seen as a three-phase balanced set with a frequency of −108

Hz (= −60− 48) Hz, while the 3rd harmonic will be rotating at +132 Hz (= 180− 48).

When the machine is rotating at 72 Hz (s = −0.2), the positive sequence rotor currents

will be rotating at −12 Hz (= 60− 72), and the negative-sequence currents will be rotating

at −132 Hz (= −60− 72). The 3rd harmonic will be rotating at +108 Hz (= 180− 72).

The rotor circuit electric frequency can be found as follows for the positive-sequence,

negative-sequence and, 3rd harmonic circuits.

Positive: fr =sf0

Negative: f−r =s−(−f0) = (2− s)(−f0)

3rd Harmonic: f (3)
r =s(3)(3f0) =

2 + s

3
(3f0)

(3.11)

where f0 is the nominal frequency in Hz.

In the positive-sequence induction machine equivalent circuit, shown in Fig. 3.7, both

the electro-magnetomotive force (emf) in the rotor circuit and the rotor side impedance at

fr = sf0 Hz are divided by s to have the rotor side and the stator side integrated into

one circuit. Using the same analogy, the equivalent circuits of negative-sequence and 3rd
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harmonic component are derived and shown in Fig. 3.7. The core loss is neglected since it

is very low compared to the rotor and the stator copper losses. The equivalent circuits can

be expressed by the equations shown in (3.12a-3.12f).
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Figure 3.7: DFIG equivalent circuit. (a) Positive-sequence equivalent circuit. (b)
Negative-sequence equivalent circuit. (c) 3rd harmonic equivalent circuit.
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− V +

s + (Rs + jXs + jXm)I
+

s + jXmI
+

r = 0 (3.12a)

− V
+

r

s
+

(
Rr

s
+ j(Xr +Xm)

)
I

+

r + jXmI
+

s = 0 (3.12b)

− V −s + (Rs + jXs + jXm)I
−
s + jXmI

−
r = 0 (3.12c)

− V
−
r

2− s
+

(
Rr

2− s
+ j(Xr +Xm)

)
I
−
r + jXmI

−
s = 0 (3.12d)

(Rs + 3jXs + 3jXm)I
(3)

s + 3jXmI
(3)

r = 0 (3.12e)

− 3V
(3)

r

2 + s
+

(
3Rr

2 + s
+ j3(Xr +Xm)

)
I

(3)

r + j3XmI
(3)

s = 0 (3.12f)

where superscript − notates negative-sequence components and superscript (3) notates 3rd

harmonic components. Subscripts s and r notate stator side and rotor side variables and

parameters. Rs, Rr, Xs, Xr, Xm are stator, rotor resistance, stator, rotor leakage reactance,

and magnetizing reactance at the fundamental frequency, respectively.

3.3.2 Constant Modulation Index

In this subsection, a constant dq-frame modulation index is assumed for both RSC and

GSC. Hence, no control is implemented on the two VSCs. A phasor-domain circuit modeling

approach will be presented to compute the negative-sequence and 3rd harmonic components

in the voltage and current waveform during unbalance grid conditions. 13 variables will

be found by solving a set of linear equations. The set of the unknown variables related to

negative-sequence, 3rd harmonic components, and DC-link are listed as follows:

• RSC ac side components: V
−
r , I

−
r , V

(3)

r , I
(3)

r

• GSC ac side ncomponents: V
−
g , I

−
g , V

(3)

g , I
(3)

g

• Stator side ac components: I
−
s , I

(3)

s

• DC-link components: V
(2)

dc , I
(2)

dc1
, I

(2)

dc2
.
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Fig. 3.8 represents the Type-III WT. The stator terminal of the induction machine is

connected directly to the grid bus. The machine’s rotor is connected to the grid through a

back-to-back converter(AC/DC-DC/AC): RSC and GSC. The two PWM converters are cou-

pled through the DC-link. Modulation indices mr and mg are three-phase positive sequence

sine waves with a frequency of sf0 and f0, respectively.

GSC RSC 

DFIG 

 

𝑖𝑠  

𝑖𝑟  

𝑖𝑔  

𝑣𝑔  
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𝐶𝑑𝑐  

𝑖𝑑𝑐2  𝑖𝑑𝑐1  

Figure 3.8: Type III WTs (constant modulation index).

Assuming that the grid bus is experiencing an unbalanced voltage condition, so the grid

voltage vgrid will contain positive- and negative-sequence components.

3.3.2.1 GSC Ac Side and DC/AC Relationship

The equivalent circuit of the positive-sequence, negative-sequence and 3rd harmonic com-

ponent of the connection between the GSC and the grid bus can be viewed during the un-

balanced voltage condition as shown Fig. 3.9. The equivalent circuits can be expressed by

the equations shown in (3.13a-3.13c).
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Figure 3.9: GSC ac side. (a) Positive-sequence equivalent circuit. (b) Negative-sequence
equivalent circuit. (c) 3rd harmonic equivalent circuit.

− V +

s + (Rg + jXg)I
+

g + V
+

g = 0 (3.13a)

− V −s + (Rg + jXg)I
−
g + V

−
g = 0 (3.13b)

(Rg + 3jXg)I
(3)

g + V
(3)

g = 0 (3.13c)

For GSC, the relationship between the DC and AC voltages is the following:

−→v g =−→mg
vdc
2

= mge
j(ω0t−π2 )vdc

2
, (3.14)
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where mg is the dq-frame vector, −→. notates space vector that aggregates three-phase vari-

ables:

−→
f = fa + ej

2π
3 fb + e−j

2π
3 fc.

During unbalance voltage conditions, ripple of 2f0 will appear in the DC-link. The DC

voltage can be written in the time domain as the following [23,59,60].

vdc(t) = V
(0)
dc + V

(2)
dc sin (2!0t + `dc) (3.15)

where V
(0)
dc is the DC component of the DC-link voltage. V

(2)
dc and θdc are the amplitude and

phase angle of the 2f0 oscillations of the DC-link voltage. The relationship in (3.14) can be

re-written as follows.

−→v g=
mg

2
ej(ω0t−π2 )

(
V

(0)
dc +

V
(2)

dc e
j(2ω0t−π2 )−V (2)∗

dc e−j(2ω0t−π2 )

2j

)

=
mg

2
V

(0)
dc e

j(ω0t−π2 )︸ ︷︷ ︸
f0Hz

−jmg

4
V

(2)

dc e
j(3ω0t−π2 )︸ ︷︷ ︸

3f0Hz

−jmg

4
V

(2)∗

dc e−j(ω0t−π2 )︸ ︷︷ ︸
−f0Hz

(3.16)

Note that sine is the base function instead of cosine. As it can be seen in (3.16), the

terminal voltage of the GSC contains three components: positive-, negative-sequence and

3rd harmonic components. The positive-sequence is only dependent on the DC value of the

DC-link voltage while the negative-sequence and the 3rd harmonic component are dependent

on the 2f0 ripple component in the DC-link voltage.
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Thus, in the phasor frame, the GSC voltage has three harmonic components and, they

can be written as follows.

V
+

g =
1

2
mgV

(0)
dc (3.17a)

V
−
g =

j

4
m∗gV

(2)

dc (3.17b)

V
(3)

g =
−j
4
mgV

(2)

dc (3.17c)

Note that the phasor uses sine, instead of cosine as the base function. The currents

relations can be found starting from the power conservation equation as stated below.

Pdc1 = Pg,

=⇒vdcidc1 =
3

2
Re(−→v g

−→
i
∗
g) =

3

4
Re(−→mgvdc

−→
i
∗
g)

=⇒idc1 = Re

(
3

4
−→mg
−→
i
∗
g

)
=

3

8

(−→mg
−→
i
∗
g +−→m∗g

−→
i g

)
Since the GSC ac current contains positive-, negative-sequence and 3rd harmonic com-

ponents, its space vector can be written as follows.

−→
i g = I

+

g e
j(ω0t−π2 ) + I

−∗
g e
−j(ω0t−π2 ) + I

(3)

g ej(3ω0t−π2 ).

Thus, the dc current has the following expression.

idc1 =
3

8
(mgI

+∗

g+m∗gI
+

g︸ ︷︷ ︸
0Hz

+m∗gI
(3)

g ej2ω0t +mgI
(3)∗

g e−j2ω0t︸ ︷︷ ︸
2f0Hz

+mgI
−
g e

j(2ω0t+π) +m∗gI
−∗
ge
−j(2ω0t+π)︸ ︷︷ ︸

2f0Hz

)

(3.18)
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In the phasor frame, the DC current component can be written as the following.

I
(0)
dc1

=
3

4
mgI

+
g cos

(
θmg − θ+

g

)
(3.19a)

I
(2)

dc1
=

3

4
(−jmgI

−
g + jm∗gI

(3)

g ) (3.19b)

3.3.2.2 RSC

Similarly, the RSC voltages can be derived as the following.

−→v r =
−→m r

2
vdc

=
mr

2
ej(sω0t−π2 )

(
V

(0)
dc +

V
(2)

dce
j(2ω0t−π2 )−V (2)∗

dc e
−j(2ω0t−π2 )

2j

)

=
mr

2
V

(0)
dc e

j(sω0t−π2 )︸ ︷︷ ︸
sf0 Hz

−jmr

4
V

(2)

dc e
j((2+s)ω0t−π2 )︸ ︷︷ ︸

(2+s)f0 Hz

−jmr

4
V

(2)∗

dc e−j((2−s)ω0t−π2 )︸ ︷︷ ︸
−(2−s)f0 Hz

(3.20)

It can be seen that the occurrence of the negative-sequence (−(2−s)fo) and 3rd harmonic

compotent ((2 + s)fo) at the RSC is due to the occurrence of the 2f0 ripple in the DC link.

The two components are independent of the average value of the DC voltage V
(0)
dc . In the

phasor domain, the relationship of voltage components can be written as the following:

V
+

r =
1

2
mrV

(0)
dc , (3.21a)

V
−
r =

j

4
m∗rV

(2)

dc , (3.21b)

V
(3)

r =
−j
4
mrV

(2)

dc . (3.21c)
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Similarly, the currents relations between the AC and DC sides of RSC can be found

starting from the power equation stated below.

Pdc2 = Pr

idc2=
3

8
(mrI

+∗

r +m∗rI
+

r︸ ︷︷ ︸
0 Hz

+m∗rI
(3)

r ej2ω0t +mrI
(3)∗

r e−j2ω0t︸ ︷︷ ︸
2f0 Hz

+mrI
−
r e

j(2ω0t+π) +m∗rI
−∗
re
−j(2ω0t+π)︸ ︷︷ ︸

2f0 Hz

)

(3.22)

In the phasor domain, the current component can be written as the following.

I
(0)
dc2

=
3

4
mrI

+
r cos

(
θmr − θ+

r

)
(3.23a)

I
(2)

dc2
=

3

4
(−jmrI

−
r + jm∗rI

(3)

r ) (3.23b)

3.3.2.3 DC-Link

By representing the GSC and RSC as current sources, the DC-link circuit can be viewed

as shown in Fig. 3.10.

𝑖𝑑𝑐1 
𝑖𝑑𝑐2 𝑣𝑑𝑐 

+ 

− 

𝑖𝑑𝑐 

Figure 3.10: DC-link circuit representation.

By applying KCL, the currents relation can be found as follows.

idc =idc1 − idc2 (3.24)
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Considering the dc component and the 2f0 component, in phasor-domain, (3.24) can be

written as the following.

I
(0)
dc = I

(0)
dc1
− I(0)

dc2
(3.25a)

I
(2)

dc = I
(2)

dc1
− I(2)

dc2
(3.25b)

For the 0 Hz component, the capacitor is open circuited, so (3.25a) can be re-written as

the following.

I
(0)

dc1
=I

(0)

dc2
(3.26)

For the 2f0 Hz component, the relation in (3.25b) can be re-written as the following.

j2ω0CdcV
(2)

dc = I
(2)

dc1
− I(2)

dc2
(3.27)

The set of the 13 unknown variables related to negative-sequence and 3rd harmonic com-

ponent: V
−
r , I

−
r , V

−
g , I

−
s ,V

(3)

r , I
(3)

r , V
(3)

g , I
(3)

s , I
−
g , I

(3)

g , V
(2)

dc ,I
(2)

dc1
,I

(2)

dc2
can be found by solving

13 equations, including induction machine circuits (3.12c)-(3.12f), GSC ac side relationship

(3.13b) (3.13c), GSC dc/ac side voltage and current relationship (3.17b) (3.17c) (3.19b),

RSC dc/ac side voltage and current relationship (3.21b) (3.21c) (3.23b), and dc-link circuit

(3.27). Fig. 3.11 presents the 13 equations and their relationships. This set of equations are

linear equations. The solution can be found easily.

3.3.2.4 Validation

To validate the analysis conducted in the previous sections, a testbed of Type-III WT

model, as shown in Fig. 3.8, with a constant modulation index is simulated in MAT-

LAB/SimPowerSystems(2020a), as shown in Fig .3.12. The average model is used to omit

the harmonics produced by the switching. The model parameters are listed in Table 3.2. The
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Figure 3.11: Steady-state equations (constant modulation index).

modulation index of the GSC is assumed to be a balanced three-phase positive-sequence with

a frequency of 60 Hz (mg = 0.66 2.9◦), while the modulation index of the RSC is rotating at

12 Hz (mr = 0.166 13.6◦). The induction machine is rotating at corresponding electrical fre-

quency of 48 Hz. Initially, the system is operating at nominal grid voltage (V +
s = 16 0◦ p.u).

At t = 10 seconds, unbalance is introduced into the grid voltage. The positive- and negative-

sequence components of the stator voltage are: (V
+

s = 16 0◦, V
−
s = 0.156 180◦).
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Figure 3.12: MATLAB/SimPowerSystems testbed.

Table 3.2: Model parameters

Rs 0.023(p.u) friction factor 0 Xg 0.3(p.u)
Rr 0.016(p.u) pole pairs 3 Rg 0.003(p.u)
Xs 0.18(p.u) Inertia 0.685 Cdc 0.06 (F)
Xr 0.16(p.u) Sn 9 (MVA)
Xm 2.9(p.u) Vn 575 (60Hz)

The simulation results and FFT analysis results are shown in Fig. 3.13 and Fig. 3.14.

The analytical results and the simulation results are compared in Table 3.3. It is found that

they agree with each other with a mismatch less than 0.027%.

3.3.3 Current Control Considered

In this section, the steady-state analysis is extended by considering the current control

systems of the GSC and RSC, as shown in Fig. 3.15. While in section 3.3.2 the modulation

indices are treated as known, in this section, the converter dq-frame voltages are treated as
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Table 3.3: Results comparison (constant modulation index)

Analysis Simulation Mismatch
analysis-simulation

simulation
× 100

V
−
g 0.0306566 − 2.74 0.0306566 − 2.90 6E-07 0.00195%

I
−
s 0.4628666 95.72 0.4629106 95.69 4E-05 0.00950%

I
−
g 0.602066 90.10 0.6020156 90 4E-05 0.00744%

V
−
r 0.0081756 13.75 0.0081756 12.4 2E-07 0.00036%

I
−
r 0.4401316 − 84.08 0.4401776 − 84.5 4E-05 0.01026%

V
(3)

g 0.0306566 − 176.94 0.0306566 − 177.1 6E-07 0.00195%

I
(3)

s 0.0106086 − 100.86 0.0106086 − 101.96 1E-07 0.00131%

I
(3)

g 0.0340626 − 86.75 0.0340626 − 88.20 2E-07 0.00073%

I
(3)

r 0.0112676 78.99 0.011276 77.4 3E-06 0.02661%

V
(3)

r 0.0081756 166.55 0.0081756 165 3E-08 0.00036%

V
(2)

dc 0.2043756 − 89.84 0.2043796 − 90 3E-06 0.00161%

I
(2)

dc1
0.2862396 2.84 0.28626 2.69 3E-05 0.01380%

I
(2)

dc2
0.0541466 172.5 0.0541566 172 9E-06 0.01769%

Figure 3.13: Simulation waveforms (constant modulation index).
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Figure 3.14: FFT analysis (constant modulation index).

unknown variables. Variables associated with dq-frame converter controls have 0 Hz and 120

Hz components under unbalance.

GSC RSC 

DFIG 

 

𝑖𝑠  

𝑖𝑟  

𝑖𝑔  

𝑣𝑔  

𝑣𝑠  

𝑣𝑟  

𝑣𝑔𝑟𝑖𝑑  

𝑅𝑔  

𝐿𝑔  

𝐶𝑑𝑐  

𝑖𝑑𝑐2  𝑖𝑑𝑐1  

RSC 
Control 

GSC 
Control 

𝑃𝑚  

𝑃,𝑄 

Figure 3.15: Type III WTs (with current control).

To simplify the analysis, only current control loops are considered as shown in Fig. 3.16.

In the shown figures, idr , iqr , vdr and vqr are the d- and q-axis currents and voltages of the
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RSC. idg , iqg , vdg and vqg are the d- and q-axis currents and voltages of the GSC. θm is the

rotor mechanical angle and θe is the rotor electrical angle.

By deriving a set of relations between the negative-sequence and 3rd harmonic component

quantities of the RSC and GSC from one side and the second harmonic values in the control

system from the other side, 18 unknown variables are to be computed. They are listed as

follows.

• RSC ac side components: V
−
r , I

−
r , V

(3)

r , I
(3)

r

• GSC ac side components: V
−
g , I

−
g , V

(3)

g , I
(3)

g

• Stator side ac components: I
−
s , I

(3)

s

• RSC controller components: V
(2)

dr , V
(2)

qr , I
(2)

dr , I
(2)

qr

• GSC controller components: V
(2)

dg , V
(2)

qg , I
(2)

dg , I
(2)

qg

The current orders, iref
dg

, iref
qg , iref

dr
and iref

qr are supposed to be generated by the slow power

control loop when the full control scheme (two-level controller: inner and outer loops) is

implemented. Since the outer control loops are omitted in this analysis, the current references

iref
dg

, iref
dr

, iref
qr are assumed to have DC values and a ripple of 2f0 (during unbalanced condition)

to simulate some realistic scenarios where the input of the outer loop passes 2f0 oscillations.

iref
qg is assumed to be zero in order to achieve unity power factor at normal operation.

3.3.3.1 DQ to ABC

During unbalanced conditions, 2f0 Hz oscillations are seen in the control loop. The

voltages for the GSC control can be written in the time domain as the following.

vdg(t) =V
(0)
dg

+ V
(2)
dg

sin(2ω0t+ θdg) (3.28a)

vqg(t) =V (0)
qg + V (2)

qg sin(2ω0t+ θqg) (3.28b)
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Figure 3.16: Current control. (A) RSC control scheme. (B) GSC control scheme.
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where V
(0)
dg

and V
(0)
qg is the DC components for the d- and q-axes, respectively. V

(2)
dg
, V

(2)
qg , θdg , θqg

represent the amplitudes of the oscillating components and the corresponding phase angles,

respectively. Using the dq/abc transformation matrix, the voltages of (3.28a)-(3.28b) are

transferred to the abc-frame as shown in (3.29).

−→v g = (vdg + jvqg)e
j(ω0t−π2 )

=

V (0)
dg

+
V

(2)

dg e
j(2ω0t−π2 )−V (2)∗

dg e
−j(2ω0t−π2 )

2j

 ej(ω0t−π2 )

+ j

V (0)
qg +

V
(2)

qg e
j(2ω0t−π2 )−V (2)∗

qg e
−j(2ω0t−π2 )

2j

 ej(ω0t−π2 )

=
(
V

(0)
dg

+jV (0)
qg

)
ej(ω0t−π2 )︸ ︷︷ ︸

f0 Hz

+
1

2

(
−jV (2)

dg+V
(2)

qg

)
ej(3ω0t−π2 )︸ ︷︷ ︸

3f0 Hz

+
1

2

(
−jV (2)∗

dg + V
(2)∗

qg

)
e−j(ω0t−π2 )︸ ︷︷ ︸

−f0 Hz

(3.29)

In the phasor-domain, the voltage component can be written as the following.

V
+

g =V
(0)
dg

+ jV (0)
qg (3.30a)

V
−
g =

1

2

(
jV

(2)

dg + V
(2)

qg

)
(3.30b)

V
(3)

g =
1

2

(
−jV (2)

dg + V
(2)

qg

)
(3.30c)

Similarly, the current component can be written in the phasor frame as the following.

I
+

g =I
(0)
dg

+ jI(0)
qg (3.31a)

I
−
g =

1

2

(
jI

(2)

dg + I
(2)

qg

)
(3.31b)

I
(3)

g =
1

2

(
−jI(2)

dg + I
(2)

qg

)
(3.31c)
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The voltage references of the RSC in the time domain can be written as the following.

vdr(t) =V
(0)
dr

+ V
(2)
dr

sin(2ω0t+ θdr) (3.32a)

vqr(t) =V (0)
qr + V (2)

qr sin(2ω0t+ θqr) (3.32b)

where V
(0)
dr

and V
(0)
qr is the DC components for the dq-axes, respectively. V

(2)
dr

, V
(2)
qr , θdr , θqr

represent the amplitudes of the oscillating components in the dq-axes and the corresponding

phase angles, respectively. Using the dq/abc transformation matrix, the voltages of (3.32a)

and (3.32b) are transformed to the abc-frame as shown in (3.33).

−→v r = (vdr + jvqr)e
j(ωrt−π2 )

=

(
V

(0)
dr

+
V

(2)

dr e
j(2ω0t−π2 )−V (2)∗

dr e
−j(2ω0t−π2 )

2j

)
ej(sω0t−π2 )

+ j

(
V (0)
qr +

V
(2)

qr e
j(2ω0t−π2 )−V (2)∗

qr e
−j(2ω0t−π2 )

2j

)
ej(sω0t−π2 )

=
(
V

(0)
dr

+jV (0)
qr

)
ej(ω0t−π2 )︸ ︷︷ ︸

sf0 Hz

+
1

2

(
−jV (2)

dr +V
(2)

qr

)
ej((2+s)ω0t−π2 )︸ ︷︷ ︸

(2+s)f0 Hz

+
1

2

(
−jV (2)∗

dr + V
(2)∗

qr

)
e−j((2−s)ω0t−π2 )︸ ︷︷ ︸

−(2−s)f0 Hz

(3.33)

In the phasor frame, the voltage component can be written as the following.

V
+

r =V
(0)
dr

+ jV (0)
qr (3.34a)

V
−
r =

1

2

(
jV

(2)

dr + V
(2)

qr

)
(3.34b)

V
(3)

r =
1

2

(
−jV (2)

dr + V
(2)

qr

)
(3.34c)
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Similarly, in the phasor frame, the current components can be written as the following.

I
+

r =I
(0)
dr

+ jI(0)
qr (3.35a)

I
−
r =

1

2

(
jI

(2)

dr + I
(2)

qr

)
(3.35b)

I
(3)

r =
1

2

(
−jI(2)

dr + I
(2)

qr

)
(3.35c)

3.3.3.2 Control Signals

The signals in the control systems of the GSC and RSC, shown Fig. 3.16, contain DC and

2f0 Hz components. The two frequencies can be treated separately. The reference voltages

of the GSC and RSC in the frequency domain can be written as follows, respectively.

Vd
(2)

g = −
(
Id

ref(2)

g − Id
(2)

g

)
G
PI

idg
(3.36a)

Vq
(2)

g = −
(
Iq

ref(2)

g − Iq
(2)

g

)
G
PI

iqg (3.36b)

Vd
(2)

r =
(
Id

ref(2)

r − Id
(2)

r

)
G
PI

idr
(3.36c)

Vq
(2)

r =
(
Iq

ref(2)

r − Iq
(2)

r

)
G
PI

iqr (3.36d)

where G
PI

= kp +
ki

j2πf0

where kp and ki, are the proportional and integral constants, respectively.

3.3.3.3 Validation

To validate the analysis conducted in section 3.3.3, the set of the unknown variables :

V
−
r , I

−
r , V

−
g , I

−
s , V

(3)

r , I
(3)

r , V
(3)

g , I
(3)

s , I
−
g , I

(3)

g , V
−
r , I

(2)

dg , I
(2)

qg , I
(2)

dr , I
(2)

qr , V
(2)

dg , V
(2)

qg , V
(2)

dr , V
(2)

qr

are computed using the derived equations in the analysis of section 3.3.3, summarized in

Fig. 3.17, and compared with the simulation model.
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Figure 3.17: Steady-state equations (current control).

Initially, the system is operating at nominal grid voltage (V +
s = 16 0◦ p.u), then unbal-

ance voltage condition occurs at t = 5 seconds (V +
s = 1 6 0◦, V −s = 0.156 180◦). When the

unbalance condition occurs, oscillations of 120 Hz will be introduced to iref(2)

dr
, iref(2)

qr , iref(2)

dg

with the values of 0.086 − 10◦, 0.056 − 15◦, 0.276 − 108.82◦, respectively. iref
qg is kept zero.
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iref(0)

dg
is changed when the unbalance condition occurs to keep the average of the DC-link

voltage at its nominal value.

The proportional and integral constants of the GSC and RSC control are k
idg
p = k

iqg
p =

0.83, k
idg
i = k

iqg
i = 5, kidrp = k

iqr
p = 0.6, kidri = k

iqr
i = 8. The simulation results are shown in

Fig. 3.22 and Fig. 3.23. The analytical and the simulation results are compared in Table

3.5. The analytical results agree with the simulation results.

Table 3.4: Results comparison (inner loops)

Analysis Simulation Mismatch
analysis-simulation

simulation
× 100

V
−
g 0.1580606 173.47 0.1580606 173.47 8E-08 0.00005%

I
−
s 0.3267016 136.32 0.3266636 136.31 3E-05 0.01141%

I
−
g 0.0643306 − 158.04 0.0643306 − 158.04 3E-07 0.00046%

V
−
r 0.1870386 133.38 0.1876 133.4 3E-05 0.02050%

I
−
r 0.3131996 − 37.29 0.31326 − 37.3 9E-07 0.00028%

V
(3)

g 0.0837966 23.53 0.0838066 − 175.09 1E-05 0.01229%

I
(3)

s 0.0290396 61.14 0.0290376 61.14 2E-06 0.00843%

I
(3)

g 0.0931066 113.72 0.0930936 113.71 1E-05 0.01441%

I
(3)

r 0.0308426 − 118.99 0.030846 − 119 2E-06 0.0075%

V
(3)

r 0.0223776 − 31.44 0.022386 − 31.4 2E-06 0.00987%

I
(2)

dg 0.1115206 168.51 0.1115166 168.50 4E-06 0.00412%

I
(2)

qg 0.1147936 147.78 0.1147766 147.78 1E-05 0.01533%

V
(2)

dg 0.2343746 93.78 0.2343876 93.78 1E-05 0.00563%

V
(2)

qg 0.0952816 147.33 0.0952676 147.33 1E-05 0.01543%

I
(2)

dr 0.3102526 − 121.65 0.3102186 − 121.65 3E-05 0.01108%

I
(2)

qr 0.3191136 − 42.78 0.3190766 − 42.78 3E-05 0.01168%

V
(2)

dr 0.2087186 44.99 0.2086996 44.98 1E-05 0.00919%

V
(2)

qr 0.1655446 131.35 0.1655236 131.35 2E-05 0.01286%
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Figure 3.18: Simulation waveforms (current control considered).

3.3.4 Outer Loops Considered

In this section, the steady-state analysis is extended by considering the outer control

loops of the RSC and GSC control systems, as shown Fig. 3.20. While in section 3.3.3

73



Figure 3.19: FFT analysis (current control considered).

the current references are treated as known, in this section, the converter dq-frame voltages

and currents are treated as unknown variables. Variables associated with dq-frame converter

controls have DC and AC components under unbalance.

A phasor-domain circuit modeling approach will be presented to compute the positive-,

negative-sequence and 3rd harmonic components in the voltage and current waveform during

the unbalance grid condition. 24 variables will be found through solving a set of nonlinear

equations. The set of the unknown variables related to positive-sequence, negative-sequence,

3rd harmonic components, DC-link and the second harmonic values in the control system

are listed as follows:
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Figure 3.20: Outer control. (A) RSC control scheme. (B) GSC control scheme.

• RSC ac side components: V
+

r , I
+

r , V
−
r , I

−
r , V

(3)

r , I
(3)

r

• GSC ac side components: V
+

g , I
+

g ,V
−
g , I

−
g , V

(3)

g , I
(3)

g

• Stator side ac components: I
+

s I
−
s , I

(3)

s

• DC-link components: V
(2)

dc

• RSC controller components: V
(2)

dr , V
(2)

qr , I
(2)

dr , I
(2)

qr
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• GSC controller components: V
(2)

dg , V
(2)

qg , I
(2)

dg , I
(2)

qg

3.3.4.1 GSC Power

The outer loop of GSC control is set to regulate the DC-link capacitor voltage, as shown

in Fig. 3.20.b. During the unbalance condition, besides the 2f0 component, the DC-link

voltage will contain ripples of 4f0, 6f0..etc, which will be passed through the outer loop

and lead to generate different harmonics in the AC side voltage. If only the dominant

components, positive, negative and third harmonic, are considered, the GSC power during

the unbalance condition can be written as (3.37)

Pg =
3

2
Re(−→v g

−→
i
∗
g)

≈ 3

2
(V

+

g I
+∗

g+ V
+∗

g I
+

g︸ ︷︷ ︸
0Hz

+V
−
g I
−∗
g+ V

−∗
g I

−
g︸ ︷︷ ︸

0Hz

+V
(3)

g I
(3)∗

g + V
(3)∗

g I
(3)

g︸ ︷︷ ︸
0Hz

+ V
−
g I

+

g e
j(2ω0t−π) + V

−∗
g I

+∗

g e
−j(2ω0t−π)︸ ︷︷ ︸

2f0Hz

+V
+

g I
−
g e

j(2ω0t−π) + V
+∗

g I
−∗
g e
−j(2ω0t−π)︸ ︷︷ ︸

2f0Hz

+ V
(3)

g I
+∗

g e
j(2ω0t) + V

(3)∗

g I
+

g e
−j(2ω0t)︸ ︷︷ ︸

2f0Hz

+V
+∗

g I
(3)

g e
j(2ω0t) + V

+

g I
(3)∗

g e−j(2ω0t)︸ ︷︷ ︸
2f0Hz

+ V
−
g I

(3)

g ej(4ω0t−π) + V
−∗
g I

(3)∗

g e
−j(4ω0t−π)︸ ︷︷ ︸

4f0Hz

+V
(3)

g I
−
g e

j(4ω0t−π) + V
(3)∗

g I
−∗
ge
−j(4ω0t−π)︸ ︷︷ ︸

4f0Hz

) (3.37)

In the phasor frame, the power component can be written as the following.

P (0)
g ≈3

(
V +
g I

+
g cos

(
Œ+

g − `+
g

)
+ V −g I

−
g cos

(
Œ−

g − `−g
)

+ V (3)
g I(3)

g cos
(
Œ(3)

g − `(3)
g

))
(3.38a)

P
(2)

g ≈3
(
−jV −g I

+

g + jV
(3)

g I
+∗

g − jV
+

g I
−
g + jV

+∗

g I
(3)

g

)
(3.38b)

P
(4)

g ≈3
(
−jV −g I

(3)

g − jV
(3)

g I
−
g

)
(3.38c)
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3.3.4.2 RSC Power

In the given control system shown Fig. 3.20.a, the outer loop is used to regulate the

stator active (P+) and reactive power (Q+). Positive-sequence quantities are used for the

outer loop signals. During the unbalance condition, the outer loop will only contain DC

components. The RSC power during the unbalance condition can be written as (3.39).

Pr =
3

2
Re(−→v r

−→
i
∗
r)

=
3

2
(V

+

r I
+∗

r + V
+∗

r I
+

r︸ ︷︷ ︸
0Hz

+V
−
g I
−∗
g+ V

−∗
g I

−
r︸ ︷︷ ︸

0Hz

+V
(3)

r I
(3)∗

r + V
(3)∗

r I
(3)

r︸ ︷︷ ︸
0Hz

+ V
−
r I

+

r e
j(2ω0t−π) + V

−∗
r I

+∗

r e
−j(2ω0t−π)︸ ︷︷ ︸

2f0Hz

+V
+

r I
−
r e

j(2ω0t−π) + V
+∗

r I
−∗
r e
−j(2ω0t−π)︸ ︷︷ ︸

2f0Hz

+ V
(3)

r I
+∗

r e
j(2ω0t) + V

(3)∗

r I
+

r e
−j(2ω0t)︸ ︷︷ ︸

2f0Hz

+V
+∗

r I
(3)

r e
j(2ω0t) + V

+

r I
(3)∗

r e−j(2ω0t)︸ ︷︷ ︸
2f0Hz

+ V
−
r I

(3)

r ej(4ω0t−π) + V
−∗
r I

(3)∗

r e
−j(4ω0t−π)︸ ︷︷ ︸

4f0Hz

+V
(3)

r I
−
r e

j(4ω0t−π) + V
(3)∗

r I
−∗
re
−j(4ω0t−π)︸ ︷︷ ︸

4f0Hz

) (3.39)

In the phasor frame, the power component can be written as the following.

P (0)
r =3

(
V +
r I

+
r cos

(
Œ+

r − `+
r

)
+ V −r I

−
r cos

(
Œ−

r − `−r
)

+ V (3)
r I(3)

r cos
(
Œ(3)

r − `(3)
r

))
(3.40a)

P (2)
r =3

(
−jV −r I

+

r + jV
(3)

r I
+∗

r − jV
+

r I
−
r + jV

+∗

r I
(3)

r

)
(3.40b)

P (4)
r =3

(
−jV −r I

(3)

r − jV
(3)

r I
−
r

)
(3.40c)

3.3.4.3 DC-Link Power

The DC-link power can be derived as the following.

Pdc =Pg − Pr (3.41)
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Considering the DC and 2f0 components, in phasor-domain, (3.41) can be written as the

following.

P
(0)
dc = P (0)

g − P (0)
r (3.42a)

P
(2)

dc = P
(2)

g − P
(2)

r (3.42b)

For the 0 Hz component, the capacitor is open circuited, so (3.42a) can be re-written as

the following.

P (0)
g =P (0)

r
(3.43)

For the 2f0 Hz component, the relation in (3.42b) can be re-written as the following.

j2ω0CdcV
(2)

dc V
(0)
dc = P

(2)

g − P
(2)

r
(3.44)

3.3.4.4 Control Signals

The reference voltages of the GSC and RSC, shown in Fig. 3.20, in the frequency domain,

can be written as follows, respectively.

Vd
(2)

g =
(
V

(2)

dc G
PI

dc + Id
(2)

g

)
G
PI

idg
(3.45a)

Vq
(2)

g = Iq
(2)

g G
PI

iqg (3.45b)

Vd
(2)

r = −Id
(2)

r G
PI

idr
(3.45c)

Vq
(2)

r = −Iq
(2)

r G
PI

iqr (3.45d)

3.3.4.5 Controller Target

The outer loop of the GSC control is set to regulate the DC-link capacitor voltage and

provides unity power factor, while the control of the RSC is set to regulate the stator active
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(P+) and reactive power (Q+). At steady-state conditions, the following equations are

satisfied.

P+∗ − V +
s I

+
s cos(θ+

s − φ+
s ) = 0 (3.46a)

Q+∗ − V +
s I

+
s sin(θ+

s − φ+
s ) = 0 (3.46b)

V +
s I

+
g sin(θ+

s − φ+
g ) = 0 (3.46c)

V
(0)
dc − V

(0)∗

dc = 0 (3.46d)

3.3.4.6 Validation

To validate the analysis conducted in Section 3.3.4, the set of the unknown variables:

V
+

r , I
+

r , V
+

g , I
+

s , V
−
r , I

−
r , V

−
g , I

−
s , V

(3)

r , I
(3)

r , V
(3)

g , I
(3)

s , I
−
g , I

(3)

g , V
−
r , I

(2)

dg , I
(2)

qg , I
(2)

dr , I
(2)

qr , V
(2)

dg ,

V
(2)

qg , V
(2)

dr , V
(2)

qr , V
(2)

dc are computed using the derived equations in the analysis, summarized

in Fig. 3.21, and compared with the simulation model. In this section, YALMIP is used to

solve the non-linear equations through a non-linear programming solver ipopt.

Initially, the system is operating at nominal grid voltage (V +
s = 16 0◦ p.u), then unbalance

voltage condition occurs at t = 5 seconds (V +
s = 1 6 0◦, V −s = 0.156 180◦). The proportional

and integral constants of the GSC and RSC control are k
idg
p = k

iqg
p = 0.83, k

idg
i = k

iqg
i = 5,

kidrp = 6, k
iqr
p = 0.42, kidri = 8, k

iqr
i = 5.6, kdcp = 8, kdci = 400, kPp = kQp = 0.5, kPi = kQi = 8.

The active and reactive power references are P+∗ = 0.55, Q+∗ = 0. The simulation results

are shown in Fig. 3.22 and Fig. 3.23. The analytical and the simulation results are compared

in Table 3.5. It is found that they agree with each other with a mismatch less than 3%.

3.4 Conclusion

In this chapter, the occurrence of the 3rd harmonic in Type-III WTs under unbalance is

proven mathematically. An efficient algorithm has been designed for the steady-state analysis
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of a DFIG-based Type-III WTs under unbalance. Harmonic circuit analysis of the induction

machine with the RSC, the DC-link, and the GSC AC side circuit has been carried out.

Furthermore, the relationships between the DC and AC sides variables of the two DC/AC

converters are investigated. A set of algebraic equations is formed to carry out a steady-state

analysis, leading to the calibration of harmonic components in Type-III WTs. The results

from the algorithm have been validated via EMT simulation results.
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Figure 3.21: Steady-state equations (two-level controller).
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Table 3.5: Results comparison (two-level controller)

Analysis Simulation Mismatch
analysis-simulation

simulation
× 100

V
+

g 1.000023 6 − 1.268 1.000023 6 − 1.269 0 0%

I
+

s 0.623765 6 180 0.62383426 6 179.99 6.9E-05 0.01110%

I
+

g 0.073765 6 0 0.07383427 6 0 6.9E-05 0.09381%

V
+

r 0.22786265 6 9.6148 0.22786506 9.6 2.3E-06 0.00103%

I
+

r 0.74914936 − 27.83 0.7492141 6 − 27.830 6.4E-05 0.00864%

V
−
g 0.161894 6 171.086 0.162617391 6 171.19 7.2E-4 0.44484%

I
−
s 0.331317 6 128.32 0.33127576 128.317 4.1E-05 0.01246%

I
−
g 0.089935 6 − 157.81 0.090284466 − 156.15 3.49E-04 0.38706%

V
−
r 0.1578517 6 133.538 0.1578 6 133.5 5.17E-05 0.03276%

I
−
r 0.31269136 − 46.27 0.31276 − 46.3 8.7E-06 0.00278%

V
(3)

g 0.077232 6 12.609 0.078797116 12.07 1.56E-03 1.98625%

I
(3)

s 0.029535 6 79.929 0.0295290 6 79.92 6E-06 0.02031%

I
(3)

g 0.085813 6 102.8 0.087528474 6 102.26 1.71E-3 1.95990%

V
(3)

r 0.02275986 − 12.658 0.02276 6 − 12.69 2E-07 0.00087%

I
(3)

r 0.0313688 6 − 100.213 0.03136 6 − 100.2 8.8E-06 0.02806%

I
(2)

dg
0.1340516 6 151.35 0.13778596 152.33 3.73E-3 2.71021%

I
(2)

qg 0.11373096 154.07 0.112428 6 154.143 1.30E-3 1.15887%

V
(2)

dg
0.235452 6 87.99 0.2379041 6 87.97 2.45E-3 1.03070%

V
(2)

qg 0.094399 6 153.61 0.09331836 153.68 1.08E-3 1.15807%

I
(2)

dr
0.29531576 − 131.35 0.29528172 6 − 131.354 3.4E-05 0.01150%

I
(2)

qr 0.332127 6 − 50.65 0.33208146 − 50.65 4.5E-05 0.01373%

V
(2)

dr
0.17721716 47.63 0.1771966 6 47.63 2E-05 0.01156%

V
(2)

qr 0.139515176 128.33 0.139496 6 128.32 1.917E-05 0.01374%

V
(2)

DC 0.077163 6 60.26 0.078714 6 63.527 1.55E-3 1.97042%
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Figure 3.22: Simulation waveforms (two-level controller).
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Figure 3.23: FFT analysis (two-level controller).
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Chapter 4: Mixed Integer Programming-Based Modeling

4.1 Introduction

In this chapter3, two Mixed-Integer Programming (MIP) problems are formulated to ad-

dress two issues in power systems. In the first part of the chapter, a mixed-integer non-linear

programming (MINLP) problem is formulated to model the behavior of Type-III WTs con-

sidering the current limits imposed by the control system. A one-step algorithm is developed

to compute the steady-state operating point of Type-III WTs for various balanced stator

voltage levels. For a given stator voltage and wind speed, the electrical and mechanical vari-

ables of the system can be computed. Lossy DFIG back-to-back converters are considered.

The proposed method is validated with electromagnetic transient (EMT) simulations. The

significance of this research compared to state-of-the art is a much more accurate computa-

tion model for DFIG.

Another application of MIP in power system is discussed in section 4.3. MIP is intro-

duced to the field of fault location identification. Binary variables are introduced to indicate

whether a bus is subject to fault. From there, an efficient mixed integer linear programming

(MILP) formulation is formulated to identify fault location, fault type and fault currents.

This formulation is then extended for application in unbalanced distribution systems. The

proposed algorithm shows high accuracy rate for many challenging scenarios.

3Part of this chapter was published in International Transactions on Electrical Energy Systems [61], 2021
and North American Power Symposium [62], 2018. Permissions are included in Appendix A.
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4.2 MIP Formulation for Type-III WTs Modeling

In this section, a MINLP problem is formulated to calculate the steady-state variables

of the Type-III WTs considering the control system behavior under balanced stator voltage

conditions.

4.2.1 System Configuration

The Type-III WT model considered in this chapter is similar to the system adopted in

chapter 2 (Testbed-B), shown in Fig .4.1. The steady-state model of DFIG-based WTs,

converters currents limits, and control modes are previously discussed in chapter 2 in section

2.3.1, section 2.3.2.1, and section 2.3.2.3, respectively.

GSC RSC 

DFIG 

 

𝑖𝑠  

𝑖𝑟  

𝑖𝑔  

𝑣𝑔  

𝑣𝑠  

𝑣𝑟  

𝑣𝑔𝑟𝑖𝑑  

𝑅𝑔  

𝐿𝑔  

𝐶𝑑𝑐  

𝑖𝑑𝑐2  𝑖𝑑𝑐1  

RSC 
Control 

GSC 
Control 

𝑃𝑚  

𝑃,𝑄 

Figure 4.1: Type-III WTs.

4.2.1.1 Control System

The RSC control implemented in this chapter is shown in Fig. 4.2. idr, iqr, vdr, vqr are

DFIG rotor currents and voltages on the d and q axes, respectively. θm is the rotor mechanical

angle, and θe is the rotor electrical angle.
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∗′  𝑖𝑞𝑟

∗  

𝑖𝑑
∗ 𝑙𝑖𝑚𝑖𝑡𝑒𝑟 

Figure 4.2: RSC control.

The control of RSC is achieved using a two-level controller: fast inner loops and slow

outer loops. The inner loops are used to calculate the voltage references in order to generate

the modulation index. The slow outer loops are used to calculate the current references

i∗
′

dr, i
∗′
qr. In the given control system, the outer loops regulate the electromagnetic torque

(Tem) and the stator reactive power (Qs). The two controls are implemented by referring all

AC quantities to a synchronous reference frame oriented with the stator voltage as adopted

in [55]. That is v
ds

= |Vs| and vqs = 0,

A similar technique is used for the GSC controls, as shown in Fig. 4.3. idg, iqg, vdg, vqg

are grid-side-converter currents and voltages on the d and q axes, respectively. The outer

loops of the control regulate the DC-link capacitor voltage (Vdc) and reactive power (Qg).
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Figure 4.3: GSC control.

4.2.1.2 LVRT Function

When the stator voltage is below a certain value (VLVRT), the behavior of the control

system of RSC changes, and the low voltage ride-through function is activated. The Q control

will be deactivated, and the WT will generate a reactive current component proportional

to the voltage drop. It should be noted that the FRT function is essential for the WTs

operating under the Q-control to comply with the grid code requirements regarding the

voltage support. During that mode, the reactive current reference is calculated based on

equation (4.1). A similar control scheme (FRT function) has been adopted in [29,63–67].

i∗qr = K(VLVRT − vds) (4.1)

K is the proportional gain.

When the LVRT mode is activated, the RSC controller will target satisfying equation

(4.1) to comply with the grid code requirement while minimizing the error of equation (2.17a)
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4.2.2 Optimization Problem Formulation

The main challenge in finding the steady-state variable of the DFIG based WT is identify-

ing the operating mode of the control systems for a given stator voltage. Once the operating

mode of the control system is known, an adequate algorithm can be designed to find the

operating point of the DFIG. Fig. 4.4 shows the possible combinations of the operating

mode for the RSC and GSC converters. The DFIG may operate in one of six combinations

based on the settings of the controllers and the stator voltage. For the adopted control

scheme, the DC-link voltage keep increasing once the active current in the GSC hits the

limits as no protection scheme is adopted on the DC-link. The wind turbine is assumed to

not operate in this region, so no calculations were conducted. This case will be addressed in

future research. If Mode-A and Mode-B can be merged and modeled using one formulation,

 

 

 

 (𝑚𝑜𝑑𝑒 − 𝐴)  

 (𝑚𝑜𝑑𝑒 − 𝐵)  
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 (𝑚𝑜𝑑𝑒 − 𝐴)  

 (𝑚𝑜𝑑𝑒 − 𝐵)  

 
𝑅𝑆𝐶  

𝐺𝑆𝐶 

Figure 4.4: Operating modes combinations.

the possibilities in Fig. 4.4 are reduced as show in Fig. 4.5. Only two possibilities can be

considered. If only Mode-A and Mode-B of the RSC controller are considered, the behavior

of the controller and the current limiters can be modeled using optimization problems with

equality and inequality constraints as the following:
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Figure 4.5: Reduced operating modes combinations.

• Mode-A

minimize (0)

subject to (Xm(iqsidr − idsiqr))− T ∗em = 0

(−vdsiqs −Q∗s) = 0

i2qr + i2qr < I limit
2

r

(4.2)

• Mode-B

minimize |−vdsiqs −Q∗s|

subject to (Xm(iqsidr − idsiqr))− T ∗em = 0

i2qr + i2qr = I limit
2

r

(4.3)

Both optimization problems can be merged into one formulation modeling both modes as

the following.

• Mode-AB

minimize |−vdsiqs −Q∗s|

subject to (Xm(iqsidr − idsiqr))− T ∗em = 0

i2qr + i2qr ≤ I limit
2

r

(4.4)

For the GSC, no information about the DC-link voltage reference is in the formulation.

Instead, the power balance equation between the RSC and GSC is used. Mode-A and Mode-

B can be merged into one formulation easily.
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4.2.2.1 Scenario-P1 Modeling

In this section, an optimization problem is formulated to model the DFIG-based WT

when the controllers of the RSC and GSC are operating in Mode-A or Mode-B (P1 in

Fig. 4.5). The objective function of the optimization problem is the minimization of the

absolute error of the control system equations (2.16-2.18b) (the un-prioritized quantities).

The constraints of the optimization problem include the steady-state circuit, power and

torque equations. The behavior of the current limiters is incorporated in the optimization

problem using inequality constraints. The decision variables are the stator currents, rotor

currents, GSC currents, rotor voltages, DFIG active power, DFIG mechanical power and the

slip (ids, iqs, idr, iqr, idg, iqg, vdr, vqr, s, P, Pm). The inputs of the optimization problem are the

stator voltage and wind speed.

Please note that the torque equation (2.17a) is added as an equality constraint, while the

reactive power equation (2.18b) is added in the objective function. The reason is to ensure

that the priority is given for torque (Tem) in this operating region.

minimize |−vdsiqs −Q∗s|+|−vdsiqg −Q∗g|

subject to (2.7− 2.8), (2.10)

(Xm(iqsidr − idsiqr)− T ∗em) = 0

i2qr + i2qr ≤ I limit
2

r

i2qg + i2qg ≤ I limit
2

g

− 1 ≤ s ≤ 0

(4.5)

4.2.2.2 Scenario-P2 Modeling

In this section, an optimization problem is formulated to model the DFIG-based WT

when the controller of the RSC operates in mode-C while the GSC converter operates in
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Mode-A or Mode-B (P2 in Fig. 4.5). The objective function of the optimization problem

is the minimization of the absolute error of the GSC reactive power equations and the

electromagnetic torque equations (2.16-2.18a). The constraints of the optimization problem

include the steady-state circuit and power equations. The behavior of the current limiters

is incorporated in the optimization problem using equality and inequality constraints. The

decision variables are (ids, iqs, idr, iqr, idg, iqg, vdr, vqr, s, P, Pm). The input of the optimization

problem are the stator voltage and wind speed.

minimize |−vdsiqs −Q∗s|+|Xm(iqsidr − idsiqr)− T ∗em|

+ |−vdsiqg −Q∗g|

subject to (2.7− 2.8), (2.10)

i2dr = I limit
2

r , iqr = 0

i2qg + i2qg ≤ I limit
2

g

− 1 ≤ s ≤ 0

(4.6)

Please note that the torque equation is now a part of the objective function. The priority

is ensured to be given to the active current using the additional constraints (iqr = 0, i2dr =

I limit
2

r ).

4.2.2.3 MIP Formulation

In this section, a MINLP problem is formulated to calculate the steady-state variables

of the Type-III WTs considering the control system behavior. As the operating modes are

assumed to be unknown, a binary variable u1 is used to incorporate the main operating

scenarios P1 and P2, shown in Fig. 4.5, into one optimization problem. The control system

of the DFIG is operating in scenario-P1 when u1 = 0, while it is operating in scenario-P2

when u1 = 1.
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The objective function of the optimization problem is the minimization of the absolute er-

ror of the control system equations. The constraints of the optimization problem include the

steady-state circuit and power equations. The behavior of the current limiters is incorporated

into the optimization problem using equality and inequality constraints. The decision vari-

ables are (ids, iqs, idr, iqr, idg, iqg, vdr, vqr, s, P, Pm, u1). The inputs to the optimization problem

are the stator voltage Vs and the wind speed Wwind.

minimize |−vdsiqs −Q∗s|+|−vdsiqg −Q∗g|

+ |Xm(iqsidr − idsiqr)− T ∗em|u1

subject to (2.7− 2.8), (2.10)

(Xm(iqsidr − idsiqr)− T ∗em)(1− u1) = 0

iqru1 = 0

u1I
limit2

r ≤ i2dr ≤ I limit
2

r

i2qr + i2qr ≤ I limit
2

r

i2qg + i2qg ≤ I limit
2

g

− 1 ≤ s ≤ 0

(4.7)

Please note that the main idea of using the binary variable is to divide the operating of

the system into to main modes and then ensure prioritizing the T ∗em over Q∗s in each region.

Naturally, one may think to remove the binary variable and insert the torque equation always

in the objective with a very high penalty coefficient. However, that formulation tends to be

weak as the penalty coefficient value affects the solution. A very large value will affect the

efficiency of the calculation, and an optimal solution may not always be obtained. A small

value will not achieve the goal and will not prioritize the T ∗em over Q∗s.
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4.2.2.4 LVRT Considered

When the LVRT function is activated, The RSC controller prioritizes the reactive current

instead of the active current and switches from the Q-control to a proportional V-control.

To incorporate that effect into the original MIP formulation in the previous section, a binary

variable u2 is considered. When VLV RT < Vs, the binary variable u2 is equal to 0, so the

LVRT function is not modeled and the optimization problem reflects the normal operation

where priority in the RSC controller is given to the active current. When VLV RT > Vs, the

binary variable u2 is equal to 1, and the LVRT function in modeled. The LVRT constraint in

(4.1) is added as an equality constraint, while the torque equation is added in the objective

function. That will ensure giving priority to reactive current in this operating mode. The

overall optimization problem considering the LVRT function is the following.

minimize |−vdsiqs −Q∗s|(1− u2) + |−vdsiqg −Q∗g|

+ |Xm(iqsidr − idsiqr)− T ∗em|(u1 + u2)

subject to (2.7− 2.8), (2.10)

(Xm(iqsidr − idsiqr)− T ∗em)(1− u1)(1− u2) = 0

iqru1 = 0

u2(K(VLVRT − vds)− iqs) = 0

u2 + u1 ≤ 1

u1I
limit2

r ≤ i2dr ≤ I limit
2

r

i2qr + i2qr ≤ I limit
2

r

i2qg + i2qg ≤ I limit
2

g

− 1 ≤ s ≤ 0

(4.8)
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4.2.3 Validation

To validate the analysis conducted in the previous section, a testbed of Type-III WTs

model is simulated in MATLAB/SimPowerSystems(2020), as shown in Fig .2.13. Table 4.1

presents the detailed parameters of the EMT model.

Table 4.1: Parameters of Simulink model

Rs 0.023(p.u) friction factor 0 Xg 0.3(p.u)
Rr 0.016(p.u) pole pairs 3 Rg 0.003(p.u)
Xs 0.18(p.u) Inertia 0.0685 s Cdc 0.01 (F)
Xr 0.16(p.u) Sn 1.5 (MVA) Vdc 1150 V
Xm 2.9(p.u) Vn 575 V Q∗s -0.2(p.u)
I limitr 1(p.u) I limitg 0.5(p.u) Q∗g -0.4(p.u)
Wwind 11m/s (1 p.u) T ∗em -0.70(p.u) fn 60 Hz

The calculations are conducted considering 4 different values of the stator voltages, which

lead to different operating modes of the control systems. In Case-A, the stator voltage is

dropped to 0.80, so the GSC controller can not track the reactive power reference. In Case-B,

the stator voltage is dropped to 0.75, so the GSC and RSC controllers can not track the

reactive power references. In Case-C, the stator voltage is dropped to 0.72, so the GSC

controllers can not track the reactive power reference. The RSC controller can not track the

electromagnetic and reactive power references at that voltage level. In Case-E, the stator

voltage is dropped to 0.65, so the LVRT function is activated. The RSC controller give

priority to the reactive current to follow the LVRT requirement (i∗qr = K(VLVRT − vds). As

a result, the RSC controller can not track the electromagnetic torque reference.

The steady-state calculations are conducted using YALMIP. The formulated MIP prob-

lem is solved using BMIBNB (a built in solver on YALMIP). The solver implements a standard

branch and bound algorithm. The solver relies on external linear, quadratic and semidefi-

nite programming solvers for solving the lower bounding relaxation problems, and nonlinear
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solvers for the upper bound computations (FILTERSD). It also uses an external linear pro-

gramming solver for bound strengthening (GLPK).

The results obtain from the steady-state calculation problem are compared with the

results from the EMT model as shown in Fig. 4.6-4.9. The solid line are obtained from the

EMT model, and the dashed lines are obtained from the proposed method.

Figure 4.6: Comparison between the simulation and proposed method results at two
operation points. When t < 10, current limits are not reached, so the control systems track

the references (Mode-A). When t > 10, reactive current hits the limit, so the control
system of the RSC can not track the reactive power reference. The RSC controller operates

in Mode-B, while the GSC controller operates in Mode-A.
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Figure 4.7: Comparison between the simulation and proposed method results. When
t > 10, the reactive currents of the RSC and GSC hit the limit, so the control systems can

not track the reactive power references. The RSC and GSC controls operate Mode-B in
this region.
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Figure 4.8: Comparison between the simulation and proposed method results. When
t > 10, the active and reactive currents of the RSC hit the limit, so the control system can

not track the electromagnetic torque and reactive power references (Mode-C). The GSC
controller operates in Mode-B in this region.

98



Figure 4.9: Comparison between the simulation and proposed method results. When
t > 10, the LVRT function is activated. The RSC controller can track the LVRT linear

curve (iqr = −6.5(VLVRT − vds), but it can not track the electromagnetic torque reference.
The GSC controller operates in Mode-B in this region.
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4.3 MIP Formulation for Fault Location Identification

4.3.1 Overview

The electric utility industry has become a competitive field in which the reliability in-

dices are adopted to evaluate the performance of the utilities. Service interruptions caused

by faults negatively affect the power quality in distribution networks. In order to reduce in-

terruption time caused by faults in distribution feeders, utility crews should locate the fault

in fast manner to ensure fast service restoration. Several strategies have been developed to

locate faults or narrow the suspected area. These strategies can be categorized into: local

impedance-based and wide-area monitoring-based.

The impedance-based method has been popularly used in transmission system. This

method is also adopted for distribution feeders. Voltage and current measurements at the

substation are used to estimate the impedance and then the distance to the fault point [68–

71]. Due to the radial topology of the distribution networks, the impedance-based method

may yield to multi-estimation for one fault [68].

The wide-area monitoring method relies mainly on phasor measurement units (PMUs)

which have been used for several years in transmission system due to their ability to provide

synchronized measurements with high precision. In wide-area monitoring methods, synchro-

nized phasor measurements or smart meters are placed at different locations along a feeder

to observe changes in voltage and current due to a fault which gives information regarding

the effected area [72,73].

Conventional PMUs have phase angle accuracy of ±1◦. In distribution networks, as

angle differences and changes are significantly smaller than the transmission systems, micro

phasor measurement units have be developed which are capable of providing more accurate

measurements. Compared to the conventional PMUs, the resolution of the microPMUs has

improved 100 times. The angle accuracy of microPMUs is ±0.01◦ [74–76].
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Using microPMU for state estimation and fault location has been examined in [73] where

microPMUs are assumed to be installed at every bus. This assumption is not realistic. Hence,

in [77–81], sparse phasor measurements are assumed. Along with smart meter measurements,

sparse phasor measurements are to estimate fault locations. In [77], the estimation is ob-

tained by relating the calculated fault current to the measured voltage deviation by each

meter. In [78], relationship of voltage deviations and fault locations are established based

on given voltage/current measurements and a given impedance matrix.

In [79–81], optimization techniques were introduced for fault location identification. Com-

pressive sensing method was employed in [79] and the K-nearest neighbors technique was

employed in [80]. The capability of the both techniques is limited to locating the faulted

bus only. Both techniques can neither classify the fault type nor identify the fault current

magnitude.

Compared to the methods of [79, 80], the method in [81] has the capability of not only

locating faulted bus, but also fault types. This method is based on an impedance matrix. A

least-squares estimation problem is formulated to locate faults in distributions networks. The

proposed formulation relies on linear least-squares estimator if synchronized measurements

are installed in the feeder, and relies on the trust region-reflective method to solve nonlinear

least-squares estimator if the measurements used are non-synchronized. The optimization

problem requires multiple iterative steps to be solved until the convergence is achieved. To

reduce the search space and computational burden, the proposed algorithm also utilizes

existing protective devices to determine buses that are located in isolated areas.

In this thesis, mixed integer programming (MIP) is introduced to the field of fault location

identification. Our method also relies on a known impedance matrix similar as the methods

in [77–81]. Binary variables are introduced to indicate whether a bus is subject to fault.

From there, an efficient mixed integer linear programming (MILP) formulation is formulated
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to identify fault location, fault type and fault currents. This formulation is then extended

for application in unbalanced distribution systems.

Compared with continuous variable based optimization, integer programming or mixed

integer programming (MIP) problems are more challenging. MIP solving techniques have

advanced in the past decades. Currently, large-scale MILP problems can be solved efficiently

by off-shelf solvers such as Gurobi [82] or CPLEX [83]. Current computing technology offers a

guarantee to find global optimum for MILP problems. Thus, the fault identification problem

needs to be first modeled as a MIP problem and further into a MILP problem. From the

optimization point of view, MILP problem formulation requires non-trivial techniques. In

this thesis, we showcased how to introduce binary variables to model if or not a bus is subject

to fault. We also convert bilinear expressions into linear expressions using big-M technique so

a MIP problem becomes a MILP problem. The formulated MILP problem leads to a global

optimum solution. This is the underlying reason that the algorithm can identify fault very

accurately. In the case studies, we show the power of this MILP-based fault identification

algorithm. Its robustness against network information error, noisy measurements, reduced

number of PMUs has all been examined and the results are satisfactory.

For mixed integer programming problems, scalability is the key to feasibility. An algo-

rithm has to be tested on large-size problems. Thus, the scalability of the proposed for-

mulation should be tested. The algorithm is tested on two larger-scale distribution systems

(IEEE 123-bus feeder and 134-node real-life feeder) with different characteristics to demon-

strate its scalability. Furthermore, realistic considerations are taken into account. Effects of

distributed generation penetration, reduced number of microPMUs, noise in measurement

data, error in prior network information, inclusion of load information, and fault resistance

on the performance of the proposed method have all been thoroughly examined.
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The proposed algorithm shows high accuracy rate for many challenging scenarios. An

underlying reason is that the solution from the MILP formulation is guaranteed to be a global

optimum. The features and requirements of the proposed algorithm are listed as follows.

• In addition to the fault type and location, the proposed method can determine the

severity of the fault current by identifying the magnitude of the fault with high accu-

racy.

• The algorithm can handle networks with single, double or three lines and unbalanced

loading feeders.

• The proposed method requires the pre and during fault voltages at the end of the

branches in addition to the impedance bus matrix. A data network is also needed to

concentrate data and feed them into the MILP-based algorithm for fault identification.

4.3.2 Fault Identification in a Tree Network

Fig. 4.10 shows a simple radial feeder with one main source (the substation). Using the

superposition theorem, the network can be viewed during the occurrence of a fault at Bus

4 by the sum of Circuit 1 and Circuit 2. Circuit 1 represents the pre-fault condition where

the voltage phasors are the pre-fault values. The node voltage phasors in Circuit 2 can be

found by ∆V̄ = V̄ post − V̄ pre

The topology is the same for the two circuits. For Circuit 1, the voltage and current

relationship can be expressed by Ī = Y V̄ . Further, the node by the source bus will be noted

by the subscript S and the rest of the buses by the subscript N .

Īpre
S

Īpre
N

 =

YSS YSN

YNS YNN


V̄ pre

S

V̄ pre
N

 (4.9)
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Figure 4.10: A fault scenario can be viewed as the superposition of two circuits. a) Circuit
1. b) Circuit 2.

For Circuit 2, the relationship between the node voltage phasors and current inject pha-

sors can be written as the following:

[
0 0 −Īf4 0 0

]T
= YNN∆V̄N (4.10)

The nodal voltage phasors can be expressed using the impedance matrix ZNN = Y −1
NN as

the following:

∆V̄N = ZNN

[
0 0 −Īf4 0 0

]T
= ZNN(:, 3)(−Īf4) (4.11)

Only one voltage phasor is required to find a unique solution for Īf4. The problem becomes

an estimation problem (over-determined) when data is available from multiple voltage phasor

measurements.

The problem now is extended further so the fault location and current are assume to be

unknown. A binary variable u is designated for each node. ui = 1 If there is a fault at node

i , and ui = 0 if there is no fault. The node voltage phasor equations in Circuit 2 can be

re-written as following:

∆V̄N = ZNN

[
−u2Īf2 −u3Īf3 −u4Īf4 −u5Īf5 −u6Īf6

]T
(4.12)
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uiĪfi is replaced by Īxi so the following logic statement is imposed.

Īxi =


Īfi, if ui = 1

0, if ui = 0

(4.13)

uiĪfi is a bilinear expression which can not be solved using the current off-shelf mixed

integer programming solvers such as Mosek [84]. Hence, the big-M technique is employed

to overcome that issue and impose the logic statement in (4.13). A big number M = 106

is introduced. In the computing process, the complex form is used so real and imaginary

parts can be considered separately. The the logic statement in (4.13) can be expressed by

the following inequality constraints.

−(1− ui)M + Re(Īfi) ≤ Re(Īxi) ≤ Re(Īfi) + (1− ui)M

−(1− ui)M + Im(Īfi) ≤ Im(Īxi) ≤ Im(Īfi) + (1− ui)M

−uiM ≤ Re(Īxi) ≤ +uiM

−uiM ≤ Im(Īxi) ≤ +uiM

(4.14)

If there is only one fault in system, an inequality constraint can be imposed as follows:
6∑
i=2

ui ≤ 1.

4.3.3 Minimum Placement of MicroPMUs

In this section, the minmum number of microPMUs and their placement on the feeder

which allows identifying fault currents at any node in the feeder are discussed. This place-

ment problem has been addressed in [81] by studying linear independency of columns in

an impedance matrix. We will use a more tutorial approach and an example to describe

the minimum placement requirement. Suppose that the fault location is known. Then any
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measurement will indicate the fault current based on (4.11) and its implication. However, if

the fault location is assumed to be unknown, the identification needs further consideration

to obtain accurate results.

The ZNN matrix characteristics is examined using the example test feeder from Fig. 4.10.

If the shunt branches are neglected the and the impedance of a line connecting Node i and

Node j is zij, the impedance matrix ZNN (5 × 5) for the 6-node distribution feeder can be

obtained as the following:

ZNN =

z12 z12 z12 z12 z12

z12 z12 + z23 z12 + z23 z12 + z23 z12

z12 z12 + z23 z12 + z23 + z34 z12 + z23 + z34 z12

z12 z12 + z23 z12 + z23 + z34 z12 + z23 + z34 + z45 z12

z12 z12 z12 z12 z12 + z26


.

The first row has the same impedance z12, which means that faults at Buses (2 to 6) will

have the same impact from Bus 2 voltage’s prospective since the voltage phasor at Bus 2

can be describe as follows:

∆V̄2 = −z12Īfi, for all i ≥ 2. (4.15)

It can be seen from the second row that Bus 3’s voltage phasor can only differentiate if

the fault is at either Buses 2,6 or Buses 3,4,5. However, it can not distinguish between Bus

2 and Bus 6 nor Bus 3, 4 and 5. Row 4 shows that Bus 5’s voltage can distinguish between

faults at every location, but it can not differentiate if the fault is at Bus 2 or Bus 6. Row 5

shows that the voltage at Bus 6 can distinguish faults at the main feeder branch (Buses 2,

3, 4, 5) versus a fault located at another branch (Bus 6).
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The fault location can be accurately located by placing two microPMUs at Bus 5 and

Bus 6 if the fault current phasor is known. The two buses are characterized by being located

at the end of each branch in the feeder. As an extension, the analysis indicates that if the

fault current phasor is knowns, placing micoPMUs at end Buses will ensure accrue fault

location identification. Fault at Bus 3 and Bus 4 may result in the same value of ∆V̄5 if the

fault current is not fixed. To avoid that scenario, the fault current is found by installing

microPMU at Bus 2 since the fault current can be found by measuring ∆V̄2 and using (4.15).

The assumption is that there is only one fault in the entire distribution feeder. Otherwise,

∆V̄2 will not give enough information regarding the fault current phasor.

As a summary, the minimum number of microPMU required to accurately identify fault

current and location is equal to the number of tree branches added by 1. A mixed integer

problem is formulated (shown in (4.16)) and solved by MIP commercial solvers. Norm 2

is set as an objective function to minimize the error between the measurements and their

estimates.

minimize
∑
i∈E

‖∆V̄ meas
i −∆V̄i‖ (4.16a)

subject to
∑
i∈N

ui ≤ 1 (4.16b)

∆V̄N = −ZNN Īx (4.16c)

(4.14) for all i ∈ N

where E is the set of the buses located at the end of each branch and the bus closest to

the substation bus, N is the set of the buses except the substation bus. Constraint (4.16b)

indicates that the system has a maximum of one bus subjected to fault.
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4.3.4 MIP Formulation for Three-Phase Systems

In this section, The MIP formulation is extended to three-phase unbalanced distribution

systems. Two binary variables are introduced. The first fault location binary variable uiφ

is assigned to each phase φ at each bus i except the substation bus. The second location

binary variable k is assigned to each bus except the substation bus. For instance, if the Fig.

4.10 is a single line diagram for a three-phase distribution feeder where all the line segments

are three phase, the dimension of u is 15, and the dimension of k is 5. If there is only one

fault in system, an inequality constraint can be imposed as follows:
6∑
i=2

ki = 1.

For each Bus, there are three voltage and injected current phasors related to each

phase(abc). If the example feeder in Fig. 4.10 is experiencing three-phase fault at Bus

4, the relationship in (4.10) can be written as follows:



03×1

03×1

−Īabcf4

03×1

03×1


= Y abc

NN 15×15



∆V̄ abc
2

∆V̄ abc
3

∆V̄ abc
4

∆V̄ abc
5

∆V̄ abc
6


︸ ︷︷ ︸

V̄ abcN

(4.17)

where (.)abc notates a column vector consisting of phase a, b, and c phasors, subscript 3× 1

or 15 × 15 notates the dimension of a vector (matrix). Similarly, the relationship in (4.12)

can be written in the three-phase format as follows:

∆V̄ abc
N = Zabc

NN

[
−u2aĪ

a
f2 −u2bĪ

b
f2 −u2cĪ

c
f2 . . . −u6aĪ

a
f6 −u6bĪ

b
f6 −u6cĪ

c
f6

]T
(4.18)
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The mixed integer least norm 2 problem in (4.16), which is formulated considering a

single phase system, is now written in three-phase format as shown in (4.19).

minimize
∑
i∈E

‖∆V̄ abc,meas
i −∆V̄ abc

i ‖ (4.19a)

subject to ∆V̄ abc
N = −Zabc

NN Ī
abc
x (4.19b)

−(1− uiφ)M + Re(Īφfi) ≤ Re(Īφxi) ≤ Re(Īφfi) + (1− uiφ)M (4.19c)

−(1− uiφ)M + Im(Īφfi) ≤ Im(Īφxi) ≤ Im(Īφfi) + (1− uiφ)M (4.19d)

−uiφM ≤ Re(Īφxi) ≤ +uiφM (4.19e)

−uiφM ≤ Im(Īφxi) ≤ +uiφM (4.19f)

uia + uib + uic = 3ki (4.19g)∑
i∈E

ki = 1 (4.19h)

for all i ∈N

where E is the set of the microPMU phases, N is the set of the buses except the substation

bus. The impedance matrix Zabc
NN was found by removing the first three columns and rows in

the Y abc
bus obtained from OpenDSS [85], and then inverting it. uia, uib and uic are the binary

variables assigned to phase a, phase b and phase c in Bus i.

If a DG is connected to a feeder, the three-phase voltage phasors of the DG terminals

should be measured. Zabc
NN is then obtained from a modified admittance matrix. The original

admittance matrix Y abc
NN will have its rows corresponding to the buses with DGs modified.

This treatment of DG has been adopted by [81].

109



A brief explanation is presented in the following using the 6-node feeder example. If a

DG is connected at Bus 3, the equation (4.17) can be written as follows.



03×1

−Īabcf4

03×1

03×1

∆V̄ abc
3


=



Y
′abc
NN

· · · 0 1 0 0

· · · 0 0 1 0

· · · 0 0 0 1





∆V̄ abc
2

∆V̄ abc
4

∆V̄ abc
5

∆V̄ abc
6

∆V̄ abc
3


(4.20)

where Y
′abc
NN is obtained after deleting rows in Y abc

NN that are relevant to Bus 3.

The constraint (4.19b) can be written as the following general form:

∆V̄ abc
N = −Zabc

NN

 Īabcx

−V̄ abc
DG

 (4.21)

where Zabc
NN is the inverse of the modified admittance matrix with DG consideration.

4.3.4.1 Faulted Bus and Phase Determination

Note that the equality constraints expressed as uia + uib + uic = 3ki greatly reduces the

feasible region of the MIP problem. When a fault occurs at a bus i, ki will be set as 1. The

fault can be single line to ground (e.g, phase a to ground and (uia, uib, uic) = (1, 0, 0)), or

two phase to ground (e.g., (uia, uib, uic) = (1, 1, 0)), or three phase to ground ((uia, uib, uic) =

(1, 1, 1)). Hence, naturally we want to have the inequality constraints: uia + uib + uic ≥ ki.

For every bus with three phases, there are
(

3
1

)
+
(

3
2

)
+
(

3
3

)
= 7 combinations of fault types to

be examined. For a 123-bus feeder, we need to examine 122 × 7 = 854 possibilities of fault

locations.
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On the other hand, the equality constraint uia+uib+uic = 3(ki) indicates that when there

is no fault at Bus i, uia = uib = uic = 0 and when there is a fault at Bus i, uia = uib = uic = 1.

This constraint is equivalent to uia = uib = uic = ki. Hence the entire MIP problem can

be viewed to have just N − 1 binary variables with all fault types assumed as three-phase

to ground faults. For a 123-bus feeder, we only need to examine 122 possibilities of fault

locations. This formulation leads to efficient computation.

We will then rely on identified fault current magnitude at each phase to determine fault

types. The faulted phase (or phases) is distinguished by its high magnitude compared to

the negligible magnitudes of the unfaulted phases. To distinguish between double-phase to

ground and phase to phase faults in grounded systems, the angles of the fault currents can

be used. An angle difference of around 180◦ is an indication for a phase to phase fault.

4.3.5 Numerical Examples

To evaluate the performance of the proposed method on 3-phase systems with different

characteristics, the IEEE 37-bus feeder, IEEE 123-bus feeder, and the 134-node real-life

feeder are considered. Load flow computing and faults simulating are done using OpenDSS.

After load flow computation, the voltage phasor of the pre-fault and during-fault conditions

are recorded from microPMUs located at the measurement buses. The admittance matrix

is obtained for the feeder topology prior the fault and not changing during the fault. The

data collected from OpenDSS is fed to MATLAB and solved by Mosek or Gurobi in CVX

interface [86]. Alternatively, BNB solver in YALMIP [54] interface is used, which uses

CPLEX as a lower solver and Rounder as an upper solver.

The tests were conducting using Mosek and the default setting of the CVX precision. The

optimal solutions were successfully found in most cases. For the few cases where Mosek could

not find the optimal solution using the default setting of CVX precision, optimal solutions

were found by either changing the CVX precision or using Gurobi or BNB. During the tests,
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the value of the big number M was chosen to be 106. However, the value of big number M

was tighten up for the scenarios where the fault current is very small.

4.3.5.1 The IEEE 37-Bus System
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Figure 4.11: Modified version of the IEEE 37-bus test feeder.

To test the accuracy of proposed algorithm on an ungrounded network, a modified version

of the IEEE 37-bus test feeder is used (only the substation voltage regulator is omitted). The

IEEE 37-bus test feeder is unbalanced. All the line segments are 3-phase and underground.

The substation’s transformer is connected in ∆−∆. The feeder contains a load transformer.

The connected loads are varied between the phases with a combination of three types of

load: constant power, constant current and constant impedance loads [87]. A total of 16

microPMUs are installed as shown in Fig. 4.11.

A single-phase fault was applied at each phase in each bus in the feeder, one at a time (a

total of 108 faults). In ungrounded systems, a phase-to-ground fault is difficult to detect due
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to its small magnitude [88], the proposed method was successful in identifying all the faulted

phases and the magnitude of the faults with high accuracy. Samples of the identification

results are presented in Table 4.2. The identified fault current (in Ampere) is compared with

the actual fault currents from OpenDSS.

Table 4.2: Phase-to-ground faults (∆ - ∆)

Identification Results OpenDSS Measurements
Location Obj IF (A) 6 ĪF Iflow(A) 6 Īflow

729.b 0.070 2.111 -36 2.225 -33.5
711.c 0.170 2.064 -158.9 2.188 -156.1
702.b 0.053 2.124 -36 2.240 -33.5
775.a 0.002 4.9e10−4 -97.5 5.3e10−4 -94.2

One at a time, double-phase to ground (between phase a and b) and three-phase faults

were applied at each bus in the feeder (a total of 72 tests for each fault resistance 0 Ω, 5 Ω

and 10 Ω). The proposed method was successful in identifying all the faulted phases except

a double-phase to ground and three-phase faults at Bus 707. The identified Bus was 722,

which is adjacent bus to Bus 707. The error distance is 37 meter. By excluding Bus 722

from the searching space, the proposed method correctly identified the faulted bus. Table

4.3 presents the identification results for double-phase to ground and three-phase faults,

respectively.

Table 4.3: Double and three-phase faults (∆ - ∆)

Identification Results OpenDSS Measurements
Location Obj IaF (A) IbF (A) IcF (A) Iaflow(A) Ibflow(A) Icflow(A)
736.ab 155.1 1147.7 1168.5 - 1263.8 1262.9 -
714.ab 165.8 1992.8 2027.1 - 2191.5 2191 -
775.ab 39.07 10630.7 10869.4 - 11796 11796 -
727.abc 131.69 2231.8 2377.5 2242 2500.8 2573.9 2434.4
708.abc 140.2 1998.6 2159.2 2027.1 2242.2 2337.3 2197.2
720.abc 257 2030.3 2188.6 2070.9 2261.3 2366.7 2253.6
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In order to test the performance of the proposed technique with different transformer

configurations, the connection of the substation transformer was changed from ∆-∆ to ∆-Y

with solidly grounded neutral. All the three types of faults were tested and the success rate

was 100% in identifying single-phase faults and 97% for the other types of faults (only faults

at Bus 707 were identified as faults at Bus 722).

If the load data is assumed to be available and included into the bus impedance matrix,

the success rate is 100% for all the three types of faults The load data can be collected

through load meters or using the load curve.

Table 4.4 presents some of the identification results for the three types of faults with

different fault resistances in ∆-Y configuration. In Case-A, the load information is not

included while in Case-B, this information is included in the impedance matrix. It can be

seen that with load information included, the fault current magnitudes matches better with

the measurements.

4.3.5.2 The IEEE 123-Bus System

To study the performance of the proposed algorithm on networks composed of three,

double and single overhead and underground lines, the IEEE 123-bus system is considered.

The feeder contains four capacitor banks and a load transformer. The load is unbalanced

with a combination of three types of load: constant power, constant current and constant

impedance [87]. The substation voltage regulator is omitted and the three voltage regulators

along the feeder are assumed as locked so that the taps are fixed.

Since the lines and the cables are not all 3 phase, each phase is evaluated separately. As

a result, a microPMU is installed at the end of each branch of each phase except 27.c, 95.a

and 95.c. Initial results show that in many cases faults on these ends can be detected by the

microPMUs installed at 33.a and 96.b due to the mutual coupling between the phases.
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Table 4.4: Identification results for the IEEE 37-bus feeder (∆ - Y )

Identification Results OpenDSS Measurements
Case-A Case-B

Rf = 0(Ω) Rf = 10(Ω) Rf = 0(Ω) Rf = 10(Ω) Rf = 0(Ω) Rf = 10(Ω)
Locations Obj IaF (A) IbF (A) IcF (A) Obj IaF (A) IbF (A) IcF (A) Obj IaF (A) IbF (A) IcF (A) Obj IaF (A) IbF (A) IcF (A) Iaflow(A) Ibflow(A) Icflow(A) Iaflow(A) Ibflow(A) Icflow(A)

702.a 89.6 2636.2 - - 7.6 223.3 11.6 2807.8 - - 1 237.9 - - 2832.9 - - 239.9 - -
741.c 100.2 - - 1210 16.7 - - 208.8 13.4 - - 1276.1 2 - - 217.1 - - 1285.4 - - 218.9
707.b 94.2 - 1513 - 13.2 - 216.8 - 9.6 - 1582.9 - 1 - 226.8 - - 1591.9 - - 228 -
735.ab 140.6 1581.4 1446.2 - 18.2 202.8 211 - 15.8 1689.7 1569.1 - 1.8 214.7 227.4 - 1706.4 1583.4 - 216.7 229.6 -
704.ab 172.7 2407.3 2172 - 15.9 221 224 - 17.5 2554.1 2358.5 - 1.6 233.2 242 - 2576.5 2375.5 - 235 244.1 -
728.ab 119 2150.6 1934.4 - 12.1 216 220.2 - 12.7 2288.6 2103.6 - 1.2 228.6 238 - 2309.4 2120.3 - 230.5 240.3 -
725.abc 265 1757.7 1904.1 1807.7 30.7 206.1 219.4 215.4 30.9 1929.5 2042 1947.9 3.1 226.4 235.2 232.3 1956.6 2059.5 1966.6 229.4 237.3 234.9
744.abc 152.7 2142.3 2282.5 2152.9 15.3 207.7 224.3 220.8 14.3 2373.1 2455 2319 1.6 230.3 241.1 238 2399.9 2472.2 2336.3 233.7 243.2 240.6
732.abc 153.2 1864.8 2015.8 1899.3 16.9 202.5 220.2 216.9 16.8 2066.4 2165.7 2041.8 1.7 224.7 236.5 233.4 2092.1 2182.2 2058.3 228.1 238.6 235.9
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The single PMU placement algorithm in Section 5.3 could be extended in future work to

consider the mutual coupling between the phases, so that the number of microPMUs could

be reduced. Fig. 4.12 shows the modified version of the IEEE 123-bus test feeder and the

microPMU locations. The microPMU placement is based on the initial status of the feeder

switches.
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Figure 4.12: Modified version of the IEEE 123-bus test feeder.

To fully test the proposed method against the most common fault types, a single phase

fault was applied at each phase in each bus in the feeder, one at a time (a total of 259).

Moreover, double-phase to ground faults (phase a and b) (69 faults) and three phase to

ground faults (66 faults) were applied. The three types of faults are simulated with 0 Ω, 5

Ω and 10 Ω fault resistances.

In order to test the performance of the proposed algorithm with/without the availability

of load data, three scenarios are evaluated. The first one (Case-A) makes no use of the load
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data, which means less input requirements. In the second scenario (Case-B), the linear part

of the loads is included into the impedance matrix. In Case-C, the load is assumed to be

constant impedance and included into the bus impedance matrix.
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Figure 4.13: Simulation results of the fault-location algorithm. a) LG faults. b) LLG
faults. c) 3LG faults. d) Identification percentage.

The histograms in Fig. 4.13 present the results of the proposed method for the three

cases. The solid columns are used when a faulted bus is identified correctly while the pale

columns are for the instances when the proposed method identifies an adjacent bus as a

faulted bus. Table 4.5 presents the identification results for selected instances. The results

show that the best performance of the proposed algorithm is for Case-C. All the faults with

different fault resistances were identified correctly and the fault current magnitudes were

identified with high accuracy. In Case-B, 100% success rate was achieved with bolted faults.

The performance of Case-A increases as fault currents get smaller. Fig. 4.13 shows the

total identification percentages for the three scenarios. More than 96% of the faulted buses
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were correctly pinpointed. The fault types were 100% identified for the three scenarios. It

can be seen that including the load in the admittance matrix will not always improve the

performance of the algorithm unless the load is constant impedance as the performance of

Case-A is better than Case-B when Rf = 10 Ω.

4.3.5.2.1 Less Number of MicroPMUs

Since it is not an economic practice to install many microPMUs along distribution feeders,

the number of microPMUs was reduced as shown in Fig. 4.14. All the microPMUs installed

at the end of the short single phase branches were removed. Fig. 4.15 shows the results for

Case-A and Case-C with reduced number of microPMUs. By comparing the results in Fig. 4

and Fig. 6, it can be seen that the performance of the algorithm did not degrade significantly

in terms of the faulted bus identification. Regarding the accuracy of the estimated fault

current, the performance of the method is satisfactory. For example, a fault at Bus 10 with

a magnitude of 223.8 A was identified as a fault at bus 14, which is an adjacent bus, with a

magnitude of 217.9 A using the reduced number of the microPMUs while it was identified

correctly with a magnitude of 218.8 A when using the original microPMUs placement.

4.3.5.2.2 Noisy MicroPMUs

In this section, the sensitivity of the proposed method against inaccuracy in voltage

measurements is evaluated. The magnitudes of the measured pre and during-fault voltages

are multiplied by (1 +n), where n is a random values generated by normal distribution with

standard deviation equals to 0.5% and zero mean. The simulation results with noisy input

data are shown in Fig. 4.16 and Table 4.6. It can be seen that the percentage of the noise

added has almost no effect on the proposed method when the fault current is very high

(Rf = 0 Ω).
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Table 4.5: Identification results for the IEEE 123-bus test feeder

Identification Results OpenDSS Measurements
CaseA CaseB CaseC CaseA/B CaseC

Location Rf (Ω) IaF (A) IbF (A) IcF (A) Bus Dist.(m) IaF (A) IbF (A) IcF (A) Bus Dist.(m) IaF (A) IbF (A) IcF (A) Bus Dist.(m) Iaflow(A) Ibflow(A) Icflow(A) Iaflow(A) Ibflow(A) Icflow(A)
56.b 0 - 4236 - 56.b 0 - 4514 - 56.b 0 - 4540 - 56.b 0 - 4523.5 - - 4538.6 -
80.ab 0 2894 3117 - 81.ab 144.7 3143 3275 - 80.ab 0 3159 3278 - 80.ab 0 3152.5 3278 - 3158.6 3277.3 -

108.abc 0 3488 3889 3872 108.abc 0 3730 4066 4072 108.abs 0 3742 4071 4080 108.abc 0 3739.8 4069.7 4078.2 3742 4070.8 4079.7
111.a 5 367.9 - - 111.a 0 411.3 - - 111.a 0 397.1 - - 111.a 0 394.5 - - 397 - -
36.ab 5 397.4 458.9 - 36.ab 0 434.9 474.9 - 36.ab 0 419.8 465.7 - 36.ab 0 417.7 465.5 - 419.7 465.5 -
63.abc 5 412 439.3 428.6 63.abc 0 442 461.7 451.5 63.abc 0 426.5 445.1 439.8 63.abc 0 423.9 443.5 438.2 426.4 445 439.7
78.c 10 - - 219.7 78.c 0 - - 238.9 77.c 30.4 - - 226.8 78.c 0 - - 225.7 - - 226.8
27.ac 10 223.3 - 213.9 27.ac 0 234.2 - 228.1 27.ac 0 227.9 - 219.7 27.ac 0 227.1 - 219 227.8 - 219.7
7.abc 10 232.5 234 230 7.abc 0 248.7 244 241.4 7.abc 0 233.9 238.9 236.1 7.abc 0 233.4 238.3 235.7 233.7 238.2 235.9

Table 4.6: Identification results with noise considered for the IEEE 123-bus test feeder

Identification Results OpenDSS Measurements
CaseA CaseC CaseA CaseC

Location Rf (Ω) Obj IaF (A) IbF (A) IcF (A) Bus Dist.(m) Obj IaF (A) IbF (A) IcF (A) Bus Dist.(m) Iaflow(A) Ibflow(A) Icflow(A) Iaflow(A) Ibflow(A) Icflow(A)
56.b 0 221.2 - 4233 - 56.b 0 119 - 4532 - 56.b 0 - 4523.5 - - 4538.6 -
80.ab 0 170.5 2897 3123 - 81.ab 144.7 105 3158 3275 - 80.ab 0 3152.5 3278 - 3158.6 3277.3 -

108.abc 0 156.1 3484 3891 3876 108.abc 0 107.1 3741 4074 4072 108.abc 0 3739.8 4069.7 4078.2 3742 4070.8 4079.7
111.a 5 122 368.1 - - 111.a 0 150.1 399.5 - - 111.a 0 394.5 - - 397 - -
36.ab 5 143.1 390.1 455.6 - 36.ab 0 145 428.1 461.5 - 36.ab 0 417.7 465.5 - 419.7 465.5 -
63.abc 5 111.4 421.1 436.8 431.3 62.abc 53.3 125.1 423.6 451.2 437.6 62.abc 53.3 423.9 443.5 438.2 426.4 445 439.7
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Figure 4.14: MicroPMUs placement with reduced number.

The performance of the proposed method with noisy data decreases as the fault current

gets smaller. For instance, the magnitude and the fault type of double-phase (when Rf = 5

Ω) and single phase faults on Bus 610 are not identified correctly (around 45 A and 1 mA,

respectively) even though the proposed method was successful in identifying the faulted

buses. The overall performance of the method is satisfactory since 90% of the faults were

located correctly as shown in Fig. 4.16. In ungrounded systems, detecting single-phase faults

may be difficult with noisy measurements.

4.3.5.3 134-Node Real-Life Feeder

The proposed method is tested on 13.8-kV, 134-bus real distribution feeder that has been

commonly adopted in fault location literature [77–81,89]. The feeder was firstly used in [89]
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Figure 4.15: Simulation results by the reduced number of microPMUs. a) LG faults. b)
LLG faults. c) 3LG faults. d) Identification percentage.

and detailed information about the feeder can be found in [77]. Only 19 microPMUs are

used as shown in Fig. 4.17. Short branches are not monitored to minimize the number

of the microPMUs. The simulation results are shown in Fig. 4.18 where the error is the

distance from the estimated faulted bus to the actual faulted bus in meters. In Case-A, the

load data are not used. The load data are assumed to be available and included into the

impedance matrix in Case-B. The performance of Case-B is better than Case-A since most

of the faults were identified with zero error distance and high magnitude accuracy. However,

the performance of Case-A is satisfactory considering the input data requirements and since

most of the faults were located within 50m error distance. Regarding the faults types, all the

faults types were identified correctly in both cases. The operation of the protective devices

along the feeder was not used during the tests to create the most challenging scenario, so all

the 133 buses were included in the searching space.
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4.3.5.3.1 DG Penetration

In order to evaluate the DGs impact on the proposed fault location method, two 800 kW

PVs are placed at buses 90 and 134 through 13.8 kV/0.48 kV transformers. Two additional

microPMUs are placed on the PVs buses. Fig. 4.19 shows the identification results for

Case-A and Case-B with 0.5 Ω, 10 Ω and 100 Ω fault resistances. The results indicate that

the performance of the proposed method is satisfactory when DG penetration is considered.

4.3.5.3.2 Errors in Line Impedance

In this section, sensitivity of the proposed method against inaccuracy in line impedance

is evaluated. Random normal distributed noise with zero mean and standard deviation of

1% and 10% are generated. The impedance matrix of each line type is multiplied by a value

from the generated noise vector. Fig. 4.20 shows the performance of the proposed algorithm
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Figure 4.17: Single-line diagram of the 134-node feeder [89].

with 1% and 10% error in line impedances for the two cases. It can be seen that the proposed

algorithm is robust against inaccuracy in line impedances.

4.3.5.3.3 MicroPMUs Synchronization Errors

In order to study the effect of microPMUs synchronization errors, random numbers with

zero mean and standard deviations of 0.1% and 0.5% are generated and added to the angles

of the measurements in radians (0.05 and 0.28 in degrees). Fig. 4.21 shows the performance

of the proposed algorithm with 0.1% and 0.5% synchronization errors for the two cases. The

overall performance of the method is satisfactory. It can be seen that the percentage of

the noise added has small impact on the proposed method when the fault current is high

(Rf = 0.5 Ω). The performance of the proposed method decreases as the fault current gets

smaller.
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Figure 4.18: Simulation results of the fault identification algorithm. a) Case-A. b) Case-B.

4.3.6 Discussion and Comparison

Comparative studies have been conducted to compare the proposed method with other

methods in the literature. The method in [77] requires load data to be included into the

impedance matrix, which means a high number of load meters are required in addition

to the voltage measurements. If the loads are not included in the bus impedance matrix,

it will yield multiple identification answers. In contrast, our approach is applicable with

or without the availability of the load data. Our MILP-based approach outperforms the
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Figure 4.19: Simulation results with DGs. a) Case-A. b) Case-B.

methods in [79,80] since it can determine the fault type and the current drained by the fault

with high accuracy. Table 4.7 represents a direct comparison between the performance of

the method in this paper, in [77], and in [79]. It can be seen that the MIP-based method in

this paper outperforms the other two methods.

For the 134-node feeder, the approach in [78] utilizes voltage and current measurements

located at 13 buses, which means 78 measured values (each meter provides the three-phase

voltages and currents). In our approach, for the same scenario, less error rate is achieved

with less measurements. 57 (3 × 19) values are used in our approach. Fig. 4.22 shows
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Figure 4.20: Simulation results with errors in line impedances. a) Case-A. b) Case-B.

the simulation results in [78] and that from this paper. It can be seen that our approach

outperforms the method in [78] for its higher accuracy in fault location identification.

4.4 Conclusion

In this chapter, two applications of MIP in power systems are presented. In the first

application, an efficient MINLP problem is formulated to model Type-III WTs accurately,

considering the control impact. A one-step algorithm is developed to compute the steady-

state operating point of Type-III WTs for various balanced stator voltage levels. For a given

stator voltage and wind speed, the electrical and mechanical variables of the system can be
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Figure 4.21: Simulation results with micoPMUs synchronization errors. a) Case-A. b)
Case-B.

computed. Lossy DFIG back-to-back converters are considered. The formulated problem

is non-linear, so it is solved using BMIBNB (a built-in solver on YALMIP). The solver

implements a standard branch and bound algorithm. The solver relies on external linear,

quadratic, and semidefinite programming solvers for solving the lower bounding relaxation

problems and non-linear solvers for the upper bound computations. It also uses an external

linear programming solver for bound strengthening. The results obtained by solving the

formulated problem are validated with electromagnetic transient (EMT) simulations.

In the second part of this chapter, a new application MIP is introduced in this disserta-

tion to identify faults locations in distribution networks. An efficient MILP formulation is
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Table 4.7: Comparison between the proposed method in this paper with [77] and [79]

Method In this paper In [77] In [79]
19 microPMUs 13 microPMUs+load data+fault type 22 microPMUs

type LG LLG 3L LG LLG 3L LG LLG 3L
Rf 0.5 10 0.5 10 0.5 10 0.5 10 0.5 10 0.5 10 0.5 10 0.5 10 0.5 10

0-100m 125 126 130 127 129 129 120 120 - - 115 115 113 114 109 112 109 110
100-200m 8 7 3 6 4 3 12 12 - - 15 15 15 14 18 16 20 18
200-300m 0 0 0 0 0 1 1 1 - - 2 2 4 4 5 4 3 4
>300 0 0 0 0 0 0 0 0 - - 1 1 1 1 1 1 1 1
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Two phase-to-ground
Two phase
Three phase-to-ground

Figure 4.22: Location error for different faults (Rf = 1 Ω) using microPMUs. a) Simulation
results in [78]. b) Simulation results in this paper. Permission is included in Appendix A.

developed and introduced into fault identification problem formulation. The main findings

of this research are summarized as follows.

• The proposed MIP-based method is capable of identifying fault location, fault type,

and fault current with high accuracy in distribution networks using the pre and during

fault voltages at the end of the branches in addition to the impedance bus matrix.

• The algorithm can be used with different characteristics networks. Feeders with single,

double, or three lines and unbalance loading can be handled. Three feeders with

different characteristics were chosen for demonstration.
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• The results have shown that the method is robust against different challenging scenar-

ios. It presented good performance with noisy measurements, inaccurate bus impedance

matrix, distributed generation penetration, different fault resistance values, and a re-

duced number of microPMUs.

The formulated problem is linear, so it is solved by Mosek or Gurobi in CVX interface.

Alternatively, BNB solver in YALMIP interface is used, which uses CPLEX as a lower solver

and Rounder as an upper solver.
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Chapter 5: Conclusion and Future Work

5.1 Conclusion

This dissertation focused on developing an accurate steady-state phasor model for Type-

III WTs. In contrast to conventional synchronous or asynchronous generators, Type-III WTs

are electronically coupled to the electrical grid. The steady-state and dynamic responses of

DFIG-based WTs are dependent on the converters’ controllers. Accurate modeling requires

simulating the behavior of the power electronics and control systems under a variety of op-

erating conditions. This research area is analyzed in two tasks. The first task considers

the balanced stator voltage situation, while the second task considers the unbalanced stator

voltage situation. The first task proposes two methods for computing the steady-state op-

erating conditions of Type-III WTs while taking control limits into account. The proposed

methods are applicable in both ideal and low-voltage operating conditions. The first method

begins by formulating an optimization problem to determine the voltage thresholds at which

the control system’s behavior changes due to reaching the current limits. An efficient algo-

rithm for steady-state calculations is designed using the identified limits. The problem is

formulated as equality and inequality constraints and solved using a non-linear programming

solver. The second method develops a one-step algorithm. The steady-state operating point

of Type-III WTs is computed using an efficient algorithm based on MINLP. The electrical

and mechanical variables of the system can be calculated given the stator voltage and wind

speed. In that modeling, we considered a full-order model of DFIG-based WTs. Certain

oversimplifying assumptions that are frequently made in the literature are avoided. Losses
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in the back-to-back converter are considered, as is the non-zero reactive power support pro-

vided by the grid-side converter. In comparison to state-of-the-art, the proposed methods

result in significantly more accurate DFIG computation models. Electromagnetic transient

(EMT) simulations are used to validate the proposed methods.

The second task proposes an adequate model of a Type-III WT under grid unbalance.

Not only does the proposed model consider positive and negative sequence circuits, but also

the third harmonic circuit. Along with modeling, we develop an efficient steady-state analysis

algorithm. To accomplish this, harmonic circuit analysis is first performed on the induction

machine, RSC, DC-link, and GSC ac side. Additionally, the relationships between the dc and

ac side variables of the two dc/ac converters are examined. The steady-state analysis problem

is formulated as a set of algebraic equality constraints. A non-linear optimization solver is

used to solve the optimization problem. The analysis produces phasors for the harmonic

components at the steady-state. The results are validated and compared to phasors derived

from Fourier transforms of electromagnetic transient (EMT) simulation results.

5.2 Future Work

For further study of this dissertation, the following may be provided. The research in

this dissertation can be extended by considering different control designs (e.g., unbalance

mitigation controls). Moreover, incorporating the proposed model in load flow and short

circuit studied can be investigated. A brief survey on the topic of islanded microgrid power

flow is provided in the following section.

5.2.1 Islanded Microgrid Power Flow

The power flow analysis of islanded microgrids is a challenging task due to the following:

1) There is no bus that can be treated as an infinite bus that is capable of holding the system

frequency and its local bus voltage to a constant value. 2) Given that there is no slack bus,
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it will be impossible to make all DG units operate in PV or PQ modes. DGs and loads are

regulated by droop/secondary controls. 3) Microgrids structure may vary, which impacts

the solving algorithm [90].

In [91, 92], the power flow for an islanded microgrid is solved using the conventional

approach. In these studies, the DG with the highest rating is selected as the slack bus, while

other DGs are represented as PV or PQ buses with a pre-specified or selected active voltage

magnitude and/or power. These methods assume the system frequency to be constant and

ignore the decentralized droop control-based microgrid operation.

In [93], a novel three-phase power flow algorithm for islanded microgrids is proposed. The

proposed method takes into account the absence of the slack bus in the system. The proposed

method considers the three operation modes of DG units: PV, PQ, and droop. The number

of mismatch equations describing each bus in the system depends on the type of the bus.

There are 12 mismatch equations for the droop-buses, while there are 6 and 3 for PQ and PV

buses. The system frequency is not pre-specified. It is assumed to be a variable and needs

to be calculated. The authors implemented Newton-Trust region to overcome the challenges

faced by Newton-Raphson algorithms when dealing with distribution systems. The set of

non-linear equations describing the power flow is to be regarded as a minimization problem.

In [94], Newton-Raphson algorithm is modified to take into account the droop characteristics

of DGs, while the well-known backward/forward sweep algorithm is expanded in [95] to cope

with the lack of slack bus and the droop characteristics of DGs. The system frequency is

assumed to be a variable in both methods.

None of the aforementioned algorithms have addressed the hierarchical control effects in

microgrids. In [96] a generalized microgrid power flow is proposed, which is able to incorpo-

rate hierarchical control schemes into the microgrids power flow. The proposed approach is

based on the direct backward/forward sweep algorithm. No slack bus is assumed to exist,

so the power loss is shared among all DGs. A generalized PQ bus is introduced for model-
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ing DG in microgrids. The proposed method is only applicable to radial or weakly meshed

microgrids as it is an extension of the direct backward/forward sweep algorithm.

In [97], an enhanced Newton-type microgrid power flow (EMPF) applicable for meshed

and radial structures is proposed. In addition to the traditional PV and PQ buses, a new

bus type called DER bus is introduced for distributed energy resources equipped with droop

and/or secondary control. The Jacobian matrix is modified to incorporate droop controls

and various secondary control modes. As the newton type power flow is sensitive to the

starting point, the power flow is first run with droop control. The obtain results used are as

initial values for the main problem with the hierarchy.

In [90], the implicit Zbus Gauss algorithm (GRev), which can handle arbitrary structures,

is adopted. The proposed algorithm allows incorporating DER hierarchical controls as well

as load droops. Due to its insensitivity to initial values, GRev is more robust than Newton’s

method. Compared to the Newton-based algorithm in [97], the GRev algorithm is more

advantageous in computational speed. It is a derivative-free approach that avoids updating

the Jacobian matrix at each iteration.
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[14] E. Nycander and L. Söder, “Review of european grid codes for wind farms and their im-
plications for wind power curtailments,” in 17th International Wind Integration Work-
shop Stockholm, Sweden— 17–19 October 2018, 2018.

[15] C. Sourkounis and P. Tourou, “Grid code requirements for wind power integration in
europe,” in Conference Papers in Science, vol. 2013. Hindawi, 2013.

[16] X. Ye, Y. Qiao, and Z. Lu, “Cascading tripping out of numerous wind turbines in china:
Fault evolution analysis and simulation study,” in 2012 IEEE Power and Energy Society
General Meeting, 2012, pp. 1–11.

[17] G. Xiang, W. Hu, and Y. Min, “Study on cascading trip-off failure of large-scale wind
farm in china,” in 2015 IEEE 10th Conference on Industrial Electronics and Applications
(ICIEA), 2015, pp. 1353–1358.

[18] H. Xu, J. Hu, and Y. He, “Operation of wind-turbine-driven dfig systems under distorted
grid voltage conditions: Analysis and experimental validations,” IEEE Transactions on
Power Electronics, vol. 27, no. 5, pp. 2354–2366, 2012.
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