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Abstract

The complexity of dynamical analysis has been growing to suffice the understanding

and modeling of dynamical systems. Besides its nonlinearity and high-dimensionality, the

dynamics of power systems contain uncertainty that complicates its analysis. Recently,

dynamical modeling has been categorized into three types: white-box, black-box, and gray-

box. White-box modeling has the accessibility of all system components. Black-box modeling

has the observability of the system measurements without knowing the actual system. Gray-

box modeling has the observability of the system measurements with the reachability to some

of the system components. The scope of this dissertation focuses on black-box and gray-box

models to achieve practical system and parameter identification of power system applications.

Dynamic Mode Decomposition (DMD) is a black-box method that has been proposed by

the fluid community. It is a free-equation model identification technique and it has proven its

practicality in various fields including brain modeling, fluid experiments, video separation,

flows around a train, and financial trading strategies. Our work reviews the DMD algorithm

and implements it for mode identification and signal reconstruction in three power system-

related applications: RLC circuit dynamics, phasor measurement unit (PMU) measurements

of an unknown system, and AC voltage waveform polluted by harmonics. In the first two

applications, we compare DMD with Eigensystem Realization Algorithm (ERA) and present

that the two methods have the same accuracy level. The last application shows that DMD

can also work as fast Fourier transformation (FFT), which can identify harmonics and their

magnitudes in the analyzed system.

The standard DMD is unable to identify real-world measurement data captured by pha-

sor measurement units (PMUs) because they are noisy. In our research, we enhance DMD

performance by data stacking that increases the rank of the data matrix. Correspondingly,
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DMD accurately identifies the system eigenvalues and eigenvectors. The eigensystem com-

ponents reveal the details of the dynamics and reconstruct the signals in the time-evolving

format. While data stacking raises the computation cost, we further implement a random-

ization technique for DMD to radically reduce the size of the data matrix. The randomized

DMD (rDMD) has high accuracy and efficiency. Our work shows that the identified mode

shapes (eigenvectors) of the DMD/rDMD can recognize the oscillation mode type whether it

is local or interarea. PMU data from three real-world oscillation events are used for demon-

stration. Also, we compare both DMD and rDMD with the classical identification methods

including Prony, Matrix Pencil, and Eigensystem Realization Algorithm.

The second part of this dissertation focuses on gray-box dynamical modeling for param-

eter identification. The two classical parameter identification methods are the prediction

error method (PEM) and the similarity matrix technique. These methods are nonlinear

and require a good initial guess of parameters that must be in the domain of convergence.

Recently, two new methods have been developed by the system identification community.

These methods start from the two conventional methods, make computing improvement by

taking into consideration the low-rank characteristic of data, and formulate the estimation

problems as rank-constraint optimization problems. Furthermore, the rank-constraint op-

timization problems are converted to difference of convex programming (DCP) problems

and solved by convex iteration. The new convexification technique leads to more accurate

parameter estimation. Our work presents the four methods and implements the problem

formulations and solving algorithms for synchronous generator and inverter-based resource

(IBR) dynamic model parameter estimation.
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Chapter 1: Introduction

1.1 Background

Power system oscillation is an electromechanical behavior that exists in any interconnec-

tion system that contains more than a synchronous generator. In 2018, the total number of

US electrical energy sources reached 22,118 units [1]. With this considerably large number

of electric units, oscillations must be taken under consideration. Even with regular opera-

tion, oscillations are found in the electric grid due to mundane actions such as load change.

Generally, oscillations grow, sustain, or decay, as shown in Fig. 1.1. Growing oscillations

could result in catastrophic outcomes: instability, vulnerability, and damage. Oscillations

are categorized into System and Forced [2]. The system oscillations tend to have low mag-

nitudes; they are broken down into local, intraplant, inter-area, and torsional. The Forced

oscillations are initiated by external sources like equipment failures, control interaction, or

abnormal operation.

With the help of PMUs, different types of oscillation have been observed across the U.S.

grid. While the system oscillations can be caused by several event types, they may lead

to catastrophic events. One of the major oscillation events in the U.S. electrical system is

WSCC August 10, 1996 disturbance. Sequence actions initiated the event:

• Because of a fault, a 230 kV transmission line and a generator unit were removed from

the system.

• 13 of the McNary hydro units increased their reactive power output by 14 MVAr.

• Due to some error in the operation, an unbalance relay tripped all 13 units.

1
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Figure 1.1: Oscillation types. The top plot shows a growing oscillation, the middle plot
shows a sustaining oscillation, and the bottom plot shows a decaying oscillation.

• After disconnecting the McNary units, a poorly damped interarea oscillation initiated

in the system. The oscillations grew to about 1,000 MW and 60 kV peak-to-peak.

• The system voltage collapsed. The system was separated into four electrical islands.

• 28,000 MW of the system load was dropped; 7,500,000 customers were affected by this

event.

By analyzing this event, the main reason behind collapsing the system is the oscillations,

which were initiated by the cascaded protection actions. Reference [3] gives a detailed

analysis of this event, and it conducts oscillation analysis that shows the oscillation frequency

is 0.712 Hz with damping of -7.62%.

Oscillation analysis mainly focuses on oscillations detection to determine their source

and mitigate them. The oscillation is characterized by its frequency, damping ratio, mode

shape, and participation factor. While mode frequency describes the oscillating degree,

the damping ratio indicates whether the oscillation is growing or decaying. Mode shape is

mathematically the eigenvector associated with the oscillation mode: it shows the system

2



state direction for the mode. The participation factor specifies the effect degree between the

states and the analyzed mode. These characteristics reveal rich aspects of the dynamical

system; they can be carried out by either model-based or data-driven approaches [4]. The

latter is more practical for analyzing large-scale systems.

The government incentives and technology development have accelerated the growth of

renewables. Currently, the most effective players of renewables are wind-turbine generators

(WTGs) and photovoltaic (PV) systems. A single wind-turbine unit can generate up to 4

MW, and a single rooftop panel can generate up to several kilowatts. The exploitation of

the wind system is the largest due to its efficiency and practicality. In 2019, the generated

power from wind power plants (WPPs) reached 300 billion kWh in the US [1]. Besides their

intermittence, WPPs significantly reduce the system inertia that damps out the normal

and abnormal oscillations. Integrating renewables with the existing components necessitate

redesigning the system control structure.

During operation, equipment manufacturer parameters vary based on the system loading

level. In power systems, parameter variation is also caused by different factors such as

magnetic saturation, overloading, temperature, device aging, disturbances, and faults.

Identifying the system through measurements data can avoid not only operation interrup-

tion, but also complicated testing. Parameter estimation uses the knowledge of the known

parameters to identify the unknown ones. In the literature, it is referred to as gray-box

identification.

1.2 Problem Statement

Dynamical system analysis is mandatory to enrich system physical understanding that

leads to advanced and practical implementations such as estimation, control, design, opti-

mization, and future state prediction. Recently, dynamical system analysis is categorized

based on our prior knowledge of the system. The dynamical analysis modeling is categorized

into three types: white-box, black-box, and gray-box.

3



1.2.1 White-Box Modeling

This type of modeling is completely based on physical relationships. It assumes that all

the analyzed system details can be reached or calculated. generally, researchers and engineers

strive to bring engineering applications to this category for two reasons. First, it is desired to

mathematically interpret and describe the system behavior so that we are enabled to handle

and predict its response. In addition, we will be able to figure out how any change in the

system impacts its behavior. Second, this category improves the engineering sense in a way

that helps to enhance its performance.

Engineering applications are constructed in accordance with white-box modeling. For

example, if we have a simple RLC circuit, and we know the value of each component as

well as the supply voltage source, we can simply not only calculate the circuit current but

also compute the power each component consumes. Another example, for a given relatively

small power system, it is possible to implement the power system analysis such as load flow,

optimal power flow, continuation power flow, or fault analysis.

State-space model expresses the system’s dynamical behavior. For a nth-order system

with m input and p outputs, the continuous-time state-space model is expressed as follows.

x(t) = Acx(t) +Bcu(t),

y(t) = Ccx(t) +Dcu(t),

(1.1)

where Ac ∈ Rn×n, Bc ∈ Rn×m, Cc ∈ Rp×n, and Dc ∈ Rp×m are the dynamical system matrix,

the input matrix, the output matrix, and the feedthrough matrix, respectively. The system

state variable is x, the system input is u, and the system observable component is y.

Many engineering applications adopt discrete-time state-space because it is more practical

for several reasons such as discrete measurement and efficient computation. The discrete-

time state space is as follows. With all the great advantages that can be achieved from

white-box modeling, it can be obstructed because of the unknown dynamics, uncertainty,

nonlinearity, and high-dimensionality.

4



xk+1 = Adxk +Bduk,

yk = Cdxk +Dduk,

(1.2)

where k is the sample number with respect to the time sampling period ∆t. The state-space

modeling is shown in Fig. 1.2.

-1 +

+++

Figure 1.2: The state-space modeling.

1.2.2 Black-Box Modeling

In the literature, this category is also called response modeling. Black-box algorithms aim

to reveal the system’s characteristics from only the input and output measurements. Without

prior knowledge of the system, the black-box modeling describes the system behavior, as

shown in Fig. 1.3.
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Figure 1.3: Black-box modeling scheme. It takes only the system input and output
measurement to identify the system characteristics.
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As dynamical systems are conveniently linearized and approached with state-space form,

the black-box model seeks to identify the state matrix A that expresses the system response,

as illustrated in Fig. 1.4.

-1 +

+++

Figure 1.4: General implementation of black-box modeling on state-space form.

Owing to its practicality, black-box modeling has served in diverse engineering applica-

tions for decades. It has been developing for decades and it can be approached with many

mature algorithms. Some of the algorithms take the input and output measurements, and

some take only the output measurement with the assumption that the system input is an

impulse or step response. While the output-based algorithms take into account only the

state matrix A, the input-output-based algorithms consider all the state space components:

A, B, C, and D. In general, all the black-box algorithms identify the state-space matrices up

to a similarity matrix. Although the identified system has the characteristics of the original

system, the similarity matrix hides the actual system parameters.

1.2.3 Gray-Box Modeling

Gray-box modeling is a combination of the white-box (Physical modeling) and the black-

box (Response modeling). The concept of gray-box modeling is to utilize the input-output

6



measurement with the known parameters to identify the unknown parameters; its scheme is

shown in Fig. 1.5.

Figure 1.5: Gray-box scheme. It consolidates the known system parameters with the
system input and output measurement to identify the unknown parameters.

The gray-box model can be reflected in state-space form as shown in Fig. 1.6. It seeks

to identify the actual dynamical system matrix A, the input matrix B, the output matrix

C, and the feedthrough matrix D.

-1 +

+++

Figure 1.6: The implementation of gray-box modeling on state-space form.

Parameter identification plays a critical role in understanding as well as designing dy-

namic systems. In real-world application even if the system structure is known under steady-

state operation, the whole system or part of it changes during abnormal conditions. For
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example, generator parameters change under transient and sub-transient conditions. We

stand in need to identify the system under online operation so that the service will not be

interrupted. Since it is impractical or impossible to manually measure each system com-

ponent, we rely on our knowledge of the system structure and utilize the input/output to

identify missing parts. Gray-box methods can lead to precious information of a system that

is partially known. The main challenges of gray-box implementations:

• It needs prior knowledge of the system.

• It is less reliable due to nonlinearity and nonconvexity.

• It is not applicable to all systems because not all systems are identifiable.

1.3 Research Objectives and Achievements

This dissertation breaks down into the following parts:

1.3.1 Dynamic Mode Decomposition in Power Systems

The importance of describing a system through its measurements encourages researchers

to develop system identification algorithms. Dynamic Mode Decomposition is one of the

newest algorithms that has been proposed by the fluid community. It has served in different

applications such as brain modeling, video separation, flows around a high-speed train, and

financial trading strategies. We explore the DMD’s ability in power system applications.

DMD is applied to identify the dynamics matrix for an RLC circuit using measurement data

and identify a signal’s frequency components and magnitudes. The latter application achieves

the same function as fast Fourier transformation (FFT). DMD and ERA are compared to

show that they achieve similar levels of accuracy.
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1.3.2 Randomized DMD for Oscillations

Real-world inter-area oscillation events are approached with only sturdy system identi-

fication algorithms. Besides their large-scale difficulty, the real-world PMU measurements

contain noise that complicates the analysis. The standard DMD algorithm is unable to deal

with real-world inter-area oscillation events for that reason. We change the standard data

input and apply the data stacking technique. This increases the rank of the data input, thus

enabling the user to absorb more information from the data. The main drawback of data

stacking is that it adds a computational burden to the process of solving the problem. Em-

ploying randomized linear algebra techniques considerably reduces the computation cost. We

implement modified DMD and randomized DMD on three real-world oscillation events that

occurred in ISO New England, a North-East part of the U.S. Eastern Interconnection. The

proposed method has been compared with the prominent methods: Prony, Matrix Pencil,

and ERA. Besides the accuracy and efficiency, our approach provides the user the ability to

differentiate whether the oscillation is local or inter-area. Correspondingly, the grid operator

can easily locate the event source and take the proper action.

1.3.3 Gray-Box Modeling for Generators and Inverters

To govern a system, all the system parameters must be known. The parameters of

dynamical systems likely change with time or due to disturbances. The existing parameter

identification methods are nonlinear and exposed to settle in a local point, which is unrelated

to the actual system parameters. Thanks to convexification improvement, the control and

system identification communities have developed new convex methods that have a higher

chance of reaching the global solution point, which reflects the actual system parameters.

We employ and formulate two of the powerful convexified methods to identify a synchronous

generator and a reduced-order wind system connected to a weak grid. Those convex identi-

fication methods take the advantage of the rank constraint to be solved efficiently with the
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difference of convex programming. We compare and discuss the two convexified methods

with two classical nonlinear methods to examine their performance.
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1.5 Outline of the Dissertation

The dissertation is organized as follows:

Chapter 2 presents the dynamic mode decomposition background and data-stacking tech-

nique. The DMD algorithm is implemented in power system applications: RLC circuit, PMU

measurements, and distorted signal. In these applications, we compare DMD with ERA and

FFT.

Chapter 3 provides a data randomization technique based on linear algebra. Then, the

randomization technique is applied to the DMD algorithm to have Randomized Dynamic

Mode Decomposition (rDMD). Afterward, the DMD and rDMD are implemented on real-

world event data analysis. This chapter also compares DMD and rDMD with the existing

methods that are Prony, Matrix Pencil, and Eigensystem Realization Algorithm.

Chapter 4 overviews the gray-box model identification problem formulation and presents

two classical methods: Prediction Error Method and Similarity Matrix Technique. Then, it

introduces the convexification of the similarity matrix technique and the convex Ho-Kalman

method. The four identification techniques are applied to two case studies: a second-order

dynamic model and a reduced-order grid-integrated IBR model.

Chapter 5 concludes our work and plans future work.
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Chapter 2: Dynamic Mode Decomposition in Power System Applications

2.1 Introduction

The oscillation modes injected to the power grid can be identified by several black-

box (data-driven) methods: Prony [5], [4], Matrix Pencil [6], [7], Eigensystem Realization

Algorithm (ERA) [8], Koopman Analysis [9], and Variable Projection Method [10].

In the 2012 IEEE PES taskforce report on electromechanical mode identification [11],

three methods for ringdown signals: Prony, Matrix Pencil, and ERA methods, were pre-

sented. Reference [12] further compares the three methods on their similarity, including

data matrix formulation and noise handling relying on singular value decomposition (SVD).

Case studies on two real-world events taken from [13] show that ERA has the best perfor-

mance in eigenvalue identification accuracy.

A more recent method called dynamic mode decomposition (DMD) has been proposed

and applied in fluid community [14] in 2010. The DMD algorithm has been used in diverse

applications such as brain modeling, fluid experiments, foreground/background video sepa-

ration, flows around a high-speed train, and financial trading strategies [15]. Reference [16]

applies DMD under the consideration of setting the given data in pairs of n-dimensional

vectors, rather than the time-sequential series. In the same reference, the authors compare

the DMD with two other system identification techniques that are ERA and linear inverse

modeling (LIM).

DMD is applied in power systems for oscillation analysis in [17]. The authors show that

DMD is more efficient than both Koopman and Prony in identifying dynamical modes and

their spatial and temporal characteristics. Reference [18] visualizes the identified modes

to approach more intuitive dynamical attributes. In decentralized WAMS structure, [19]
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successfully circumvents high-dimensional data processing using DMD Compressed Sensing

that selects the most observable PMUs. The DMD extracts distortion harmonic components

of microgrids [20]. Reference [21] enhances the performance of the extended DMD under

noisy measurements.

For practical interest, besides eigenvalue identification, the distinction of the oscillation

mode as local or inter-area is desired. If the definition of the state variables is known, mode

shape or eigenvector can lead to more information regarding who is contributing to the

oscillation.

Compared to several other methods that rely on Hankel matrices, e.g., Prony analysis,

Matrix Pencil, and ERA, DMD has a unique advantage: state variables have a clear physical

definition. Thus the mode shape information from the system matrix A leads to the physical

interpretation of how measurement influences an oscillation mode. Matrix Pencil and Prony

analysis do not lead to system matrix A. Though ERA leads to a state matrix, the state

variables are unknown.

DMD decomposes high-dimensional data into spatial and temporal structures. Essen-

tially, DMD carries out eigendecomposition for a data matrix. Hence, a data matrix can be

factorized into two components: spatial and temporal. The dynamic system model can be

found by keeping the dominant spatiotemporal structures which are identified using domi-

nant singular values. This feature also helps to obtain a reduced-order model which keeps

only dominant eigenvalues. The future state may be predicted using the identified eigenval-

ues and initial states.

This chapter provides a concise review of the DMD algorithm and further demonstrates

DMD implementation in power system applications1. The first case study applies DMD

on a series RLC circuit to identify its modes using sample measurements of the capacitor

voltage and the inductor current. Further, random distortions are injected into the voltage

and current measurements so that we examine the DMD capability noisy measurement. In

1This chapter was published in IEEE North American Power Symposium [22]. Permission is included in
Appendix A.
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the second case study, we test the DMD algorithm with PMU power measurements. In these

two case studies, the DMD is compared with ERA. The third case study implements DMD

with voltage measurements that contain undesired real-world harmonic components. DMD

can accurately identify the model and decompose all the existing components.

2.2 DMD General Concept

The general dynamical continuous-time structure

dx

dt
= f(x, t;µ), (2.1)

where f(·) is the dynamical continuous-time function. x is the system state vector, x ∈

Rn, at time t, whereas µ denotes the system parameters. In free-equation modeling, the

measurements of the unknown system take the place of the dynamical function f(·). In

practice, the measurements are collected in discrete-time; thus, we initially conduct the

DMD in discrete-time dynamics

xk+1 = F (xk) , (2.2)

where F(·) expresses the equally-spaced discrete form. The discrete state is xk = x(k∆t) for

k = 1, 2, . . . ,m. ∆t is the system sampling period, and m is the total number of measure-

ments. In linear or linearized dynamic system, the dynamics matrix, A ∈ Rn×n, maps the

snapshot xk to the subsequent snapshot xk+1 as

xk+1 = Axk. (2.3)

Applying eigen-decomposition to matrix A = ΦΛΦ−1 leads to

xk+1 = ΦΛΦ−1xk = ΦΛ2Φ
−1

xk−1 = · · · = ΦΛk Φ−1x1︸ ︷︷ ︸
b

, (2.4)
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where b ∈ Cn×1, Φ ∈ Cn×n is the right eigenvector matrix of A, and Λ is a diagonal matrix

with elements as λi, i = 1, · · · , n. The DMD enables spatio-temporal decomposition of high-

dimensional data from which we can analyze how the system modes evolve in time. The

decomposition structure is defined:

xk+1 =
r∑

j=1

φjλ
k
j bj = ΦΛkb, (2.5)

where the columns of Φ are the DMD modes, the diagonal entries of Λ are the discrete-

eigenvalues, λk, and b is the coordinates of x(0) in the eigenvetor basis. All the measurement

snapshots can be expressed using DMD components as follows

X = Φ

[
b Λb · · · Λmb

]
, (2.6)

which can be simplified as

X =




| |

φ1 φ2 · · ·

| |




diag(b)




1 λ1 · · · λm1

1 λ2 · · · λm2
...

...
. . .

...



. (2.7)

The time-domain expression of x(t) can be constructed after identifying the eigenvalues and

eigenvectors of A

x(t) =
n∑

k=1

φk exp (ωkt) bk = Φ exp(Ωt)b, (2.8)

where Ω is a diagonal matrix that contains the continuous-eigenvalues, ωk. The relationship

between the discrete and continuous eigenvalue is ωk = ln (λk) /∆t. These components,

which reflect the system dynamic behavior, are identified from the system measurements

with the help of DMD.
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As DMD input, the collected snapshots of the unknown system are gathered in two

sequential overlapping sets that one of them is time-shifted, as follows

Xm−1
1 =




| | |

x1 x2 · · · xm−1

| | |



, (2.9a)

Xm
2 =




| | |

x2 x3 · · · xm

| | |



, (2.9b)

where Xm−1
1 , Xm

2 ∈ n × (m − 1). The subscript and superscript refer to the first and last

measurement snapshots in set, respectively. The logic behind this is to generate Krylov

subspace; therefore, substituting (2.3) in (2.9) yields

Xm−1
1 ≈




| | |

x1 Ax1 · · · Am−1x1

| | |



, (2.10a)

Xm
2 ≈




| | |

Ax1 A2x1 · · · Amx1

| | |



. (2.10b)

Consequently, the best-fit dynamics matrix, A, is derived as

A = arg min
A

∥∥Xm
2 −AXm−1

1

∥∥
F

= Xm
2 (Xm−1

1 )†, (2.11)

where ‖ · ‖F is the Frobenius norm, and the superscript † notates Moore-Penrose pseudo

inverse that is mathematically evaluated as X† = (XTX)−1XT , where the superscript T

refers to the transpose. To avoid dealing with inverse of a large-size matrix, Singular Value

Decomposition (SVD) is adopted for Xm−1
1 . In addition, a rank r will be chosen for rank
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reduction. Hence,

Xm−1
1 ≈ UΣV∗, (2.12)

where U ∈ Rn×r,Σ ∈ Rr×r, and V ∈ R(m−1)×r, and ∗ denotes the complex conjugate

transpose. U and V are unitary matrices, they satisfy U∗U = I and V∗V = I.

It can be found from (2.12) that the pseudo-inverse of Xm−1
1 can be expressed as:

(Xm−1
1 )† ≈ VΣ−1U∗. (2.13)

Hence, according to (2.11), A can be expressed as follows.

A = Xm
2 VΣ−1U∗. (2.14)

A low-dimensional dynamics matrix Ã is realized by projecting A onto U basis:

Ã = U∗AU = U∗Xm
2 VΣ−1, (2.15)

where Ã ∈ Rr×r. The low-rank dynamical model becomes:

x̃k+1 = Ãx̃k, (2.16)

where x̃ = U∗x and x̃ ∈ Rr.

The full-rank state vector can be recovered by xk = Ux̃k. Next, the eigendecomposition

of the low-dimensional dynamics matrix Ã is carried out.

ÃW = WΛ, (2.17)

where Λ ∈ Cr×r, and W ∈ Cr×r. The diagonal entries of Λ are the eigenvalues, and the

columns of W are the eigenvectors. While Λ is associated to both Ã and A, W is associated
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Algorithm 2.1 Dynamic Mode Decomposition

Input: X = [ x1 x2 x3 . . . xm] ∈ Rn×m.
Output: Φ ∈ Cn×r, Λ ∈ Cr×r, W ∈ Cr×r, b ∈ Cr×1.

1: X1 ← [ x1 x2 x3 . . . xm−1], X1 ∈ Rn×(m−1),
X2 ← [ x2 x3 x4 . . . xm], X2 ∈ Rn×(m−1).

2: [U,Σ,V] = svd ( X1) ,
U ∈ Rn×r,Σ ∈ Rr×r,V ∈ R(m−1)×r.

3: Ã← U∗X2VΣ−1, Ã ∈ Rr×r

4: [W,Λ] = eig(Ã).
5: Φ← UW.
6: b← Φ†x1.

to only Ã. The eigenvectors of the high-dimensional dynamics matrix A are recovered as

follows

Φ = UW, (2.18)

where Φ ∈ Cn×r. Finally, b, is computed as

b = Φ†x1, (2.19)

where b ∈ Cr×1. The standard DMD procedure is summarized in Algorithm 2.1.

2.2.1 Data Stacking

Suppose that there is one measurement channel. The data matrix X will be a row

vector, which certainly makes estimation difficult. To construct a data matrix, the stacking

technique is used to obtain a data matrix X with a higher row dimension. Augmenting the

data in shift-stacking and time-delay matrix ensures a more accurate solution [15]. Moreover,

data stacking increases the dimension of the measurement matrix that helps capture more

information from the data. The general data multi-channel form is set as follows.
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Xaug =




X
m−(s−1)
1

X
m−(s−2)
2

...

Xm
s




=




x1 x2 · · · xm−(s−1)

x2 x3 · · · xm−(s−2)

...
...

. . .
...

xs xs+1 · · · xm




(2.20)

where Xaug ∈ Rs·n×(m−s+1), and s is the stacking number. The DMD algorithm splits the

augmented data into two overlapping sets:

Xaug,1 = Xaug(:, 1 : m− s) (2.21a)

Xaug,2 = Xaug(:, 2 : m− s+ 1) (2.21b)

where Xaug,1, Xaug,2 ∈ Rs·n×(m−s). It can be seen that

Xaug,2 = diag([A, · · · ,A])Xaug,1.

With the two new data matrices, the same DMD procedure can be carried out for modal

analysis.
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2.3 The DMD Applications in Power Systems

2.3.1 RLC Circuit

2.3.1.1 RLC Base-Case Measurements

In this case study, the DMD is implemented on a series RLC circuit that is shown in

Fig. 2.1. It carries out the capacitor voltage and the inductor current measurement samples,

as a result, the circuit model is identified, and the future states are predicted. The circuit

parameters: V= 1 volt, ∆t= 0.001 s, R= 1 Ω, L= 0.01 H, and C= 0.001 µ. The dynamics

matrix, A, is defined as follows

A =



−R
L

−1
L

1
C

0


 =



−100 −100

1000 0


 .

Since the RLC circuit is a second-order system, it has two eigenvalues, λ1,2, that are

−50.00 ± j312.25. Initially, the problem is solved through MATLAB function ode45 [23].

The RLC solution for 0.1 s, taking into account the sampling rate of 0.001 s, consists of

100 signal points. Only the first 20 points of the solution are employed as DMD input.

The measurement time shift, s, is chosen to be 10. The size of both Xaug,1 and Xaug,2 is

(20× 10). It should be noted that the rows of the data matrices are 20, twice s, bearing in

mind that the DMD input is comprised of two signals. Even though Xaug,1 rank is 10, the

rank-reduction is primarily based on the effective singular values, from the diagonal matrix

Σ. This case has three powerful singular values that have most of the data information. The

rest of the ineffective singular value can be disregarded. The normalized singular values are

plotted in Fig. 2.2. Therefore, the DMD rank, r, is 3. Consequently, the rank-reduction of

this case helps to circumvent 70 % of unnecessary computation.

The DMD solution is compared with the ERA method as well as the original model. The

model identification is shown in Fig. 2.3, whereas the eigenvalues are plotted in Fig. 2.4. It

can be seen that both methods exactly match the original system.
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Figure 2.1: Series RLC circuit.
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Figure 2.2: RLC case study singular values.
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Figure 2.3: Base-case model along with DMD and ERA model identifications.
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Figure 2.4: Base-case model, DMD, and ERA eigenvalues.

22



2.3.1.2 RLC Measurements with 10% Noises

Since the measurements of the real world inherently contain noises, 10% random noises

are added to the measurement signals. The purpose of this case study is to inspect both DMD

and ERA methods with noises. The DMD setting, data matrices size and the DMD rank,

are in accordance with the base case. The DMD and ERA model identification solutions

are shown in Fig. 2.5. Because the model eigenvalues with 10% noises are not known, we

compare the DMD and ERA eigenvalues with each other and with the base case model

eigenvalues. They are found in Fig. 2.6. It can be seen that while the ERA eigenvalues

slightly change, the DMD eigenvalues standstill and match the original model.
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Figure 2.5: RLC with 10% noisy measurements. DMD and ERA can reconstruct the signal.
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Figure 2.6: The DMD and ERA eigenvalues of 10% noisy measurements.

2.3.2 PMU Measurements

The DMD and ERA algorithms are implemented on PMU data of power measurements

during an oscillatory event, taken from [24]. The data-set records 15 s, with a sampling rate

of 0.05 s, after the event occurred in the grid. The measured signal points are 301, and they

are plugged in the DMD. s, the time shift, is selected to be 150, so the size of Xaug,1 and

Xaug,2 is (150 × 151). Due to the lack of information on the measured system, the system

order can be estimated by considering the most effective singular values. The normalized

singular values for this case are drawn in Fig. 2.7. Since the measurement contains noises,

and our goal is to express the system without noises, the DMD rank is chosen to be the

number of the most dominant singular values, which is 5. The DMD rank can be higher, but

this adds ripples and meaningless eigenvalues to the identified model. Furthermore, if rank-

reduction is not performed, all the singular values are included, the DMD fails to identify

the model. The original measurements along with the DMD and the ERA identification

are shown in Fig. 2.8. The DMD and ERA eigenvalues are found in Fig. 2.9. Although
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the magnitude of the ERA eigenvalues tends to be slightly higher than the DMD’s, both

solutions are comparable.
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Figure 2.7: PMU measurement case study singular values.
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Figure 2.8: PMU measurements with DMD and ERA reconstructed signals.
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Figure 2.9: The DMD and ERA eigenvalues of the PMU measurements.

2.3.3 Abnormal Operation Analysis

The distribution-level system typically has unbalanced and harmonic frequency compo-

nents. Moreover, faults and sudden disturbances add tremendous distortions to the network.

Since these undesired electrical components greatly harm both the grid and the consumers’

devices, a detailed analysis must be performed to track the disturbance issues. As an ex-

ample, if the voltage has unbalanced and fifth-order harmonic components, the phase ”a”

voltage is represented as follows [25]

Vsa(t) = V̂s cos (ω0t) + k1V̂s cos (ω0t) + k5V̂s cos (5ω0t) , (2.22)

where V̂s is the voltage peak magnitude. The negative and fifth-order harmonic components

are k1 and k5, respectively. t represents time, whereas the system radian frequency is ω0.

In this case study, (2.22) is used to mimic the real-world voltage measurement data, as

it is taken through PMU. Then, the DMD algorithm is applied to the given data as if we

do not know the original system. This reverse engineering technique demonstrates DMD

ingenuity.
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The values of this example are V̂s = 1, k1 = 0.1, k5 = 0.25, and ω0 = 2 ∗ π ∗ 60. The

voltage data and also the DMD identification are drawn Fig. 2.10, which appear distorted.

The voltage data-set duration is 0.1 s with a sampling rate of 0.001 s. So, the input signal

is constructed of 101 samples. s is selected to be 50, that is, the size of Xaug,1 and Xaug,2

is (50× 51). The singular values of this case are shown in Fig. 2.11. The effective singular

values are 6, as expected since each cosine has two eigenvalues. Thus, the DMD rank is 6.

DMD builds the system of which its eigenvalues are plotted Fig. 2.12. The DMD gives the

ability to decompose the given signal, the modes are found in Fig. 2.13. Mode 1, mode

2, and mode 3 are associated with fundamental, fifth-harmonic, and negative components,

respectively. The DMD arranges the signal modes in dominance order. Each mode has a

participation factor to the original signal, as shown in Fig. 2.14.
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Figure 2.10: Vsa(t) original data and the DMD identification.
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From this analysis, operational engineers have a closer look at the measured signal from

which they can easily know all the system details and fix it. For instance, the given case

study is found to contain second and fifth-order harmonic components, as engineers, we

should directly investigate their cause.
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Chapter 3: Randomized Dynamic Mode Decomposition for Oscillations

Power system measurement data tend to be high-dimensional and to have a low-ranked

structure due to measurement redundancy and states correlation. Thanks to the recent

randomized numerical methods, dealing with a large data matrix can be circumvented by a

much smaller one with high accuracy. This research includes a randomization technique in

computing the DMD algorithm as in [26]. This chapter2 focuses on implementing the DMD

on real-world PMU data to identify oscillation modes and distinct their nature using mode

shape. The contribution of this chapter is three-fold.

• Compared to the major reference on DMD application in power system oscillation

analysis [17], this research improves DMD implementation in signal reconstruction

and DMD’s performance in accuracy. (i) We not only implemented DMD to identify

eigenvalues from PMU measurements but also reconstructed signals and can predict

signals at any time t. This is realized by carrying out one more step to represent a

data matrix’s time-evolving characteristics. (ii) DMD’s performance is improved by

the data stacking technique. Accuracy in eigenvalue identification and measurement

signal reconstruction has been greatly improved. Comparison of without and with data

stacking technique is presented in this chapter.

• With the data stacking technique, the row dimension of the data matrix increases

significantly. This causes more computing cost. We implement the randomization

technique into DMD [26] and radically reduce the matrix dimension. In turn, the

2This chapter was published in IEEE Transactions on Power Systems [27]. Permission is included in
Appendix A.
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computing efficiency of DMD-based oscillation modal identification has been greatly

improved.

• Relying on synchrophasor measurements collected by a region from scattered locations,

the distinction between system wide-spread oscillation mode and regional oscillation

mode can be made based on identified mode shapes associated with the measurements

at different locations. PMU measurements from real-world oscillation events were

used for this research. The analysis results match the knowledge of those real-world

oscillations. The proposed method has been compared with the existing methods that

are Prony, Matrix Pencil, and ERA in case studies.

3.1 Randomization Method

Our research on real-world event data shows that to achieve accuracy, the number s

for data stacking is selected to be 30 - 40% of the measurement snapshots number. This

number may be greater than 200. This results in large data matrices. Data handling requires

more computing time. For computing efficiency, in this research, randomized DMD will be

implemented. The objective is to replace the large-scale data matrix Xaug ∈ R(s·n)×(m−s+1)

by a matrix with a smaller row dimension.

The process of the presented randomization method is to build a new small data matrix

that reflects the original data matrix with adequate quality. The randomization technique

that we employ was proposed by Halko et al. [28]. It consists of two stages: stage A and

stage B. Moreover, two additional approaches (oversampling and power iteration scheme)

are implemented to ensure the reduced data set has high quality.
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3.1.1 Stage A

For the given data matrix, X ∈ Rn×m, and the target rank k � min(m,n), we seek to

find the optimal orthonormal basis Q ∈ Rn×k that holds:

X ≈ Q Q∗X︸ ︷︷ ︸
H

. (3.1)

H ∈ Rk×m will be used to represent X.

First, the column space of X is sampled. The sampling proceeds by projecting the original

high-dimensional data onto a random matrix:

Y = XΨ, (3.2)

where Ψ ∈ Rm×k is a normal Gaussian distribution matrix. Y is a set of linearly independent

vectors that span in the range of X. Consequently, the optimal basis Q can be efficiently

achieved by means of QR-decomposition such that

Y = QR. (3.3)

3.1.2 Stage B

Given the optimal basis Q, the small data matrix H ∈ Rk×m is obtained by projecting

the original matrix, X, onto the computed basis Q

H = Q∗X. (3.4)

It is worth mentioning that the original data matrix, X, is preserved; it can be recovered as

follows

X ≈ QH. (3.5)
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The relationship of the original and reduced matrices is described in Fig. 3.1

Task 2

Figure 3.1: The dimensions of the original and reduced data matrices.

3.1.3 Oversampling

To ensure the column space of Q spans in X with high probability, extra samples are

added from the measurements via the random matrix. Therefore, we have Ψ ∈ Rm×l, where

l = k + p. The parameter k is the rank of X and p denotes the extra samples. Reference

[28] suggests setting p to 5 or 10 is sufficient to achieve correct results. In our case studies,

we set p = 10.

3.1.4 Power Iteration Scheme

In case the data matrix, X, has a slowly decaying singular value spectrum, the quality

of the basis Q declines. The power iteration scheme dramatically fastens the singular value

spectrum decaying [26]. Power iteration scheme is implemented as follows.

Y = ((XX∗)q X) Ψ, (3.6)

where q is an integer number that represents the power iterations. Although the cases in

this research have high noises, setting q = 2 leads a sufficiently fast singular value spectrum.
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Higher value of q conveys a more accurate solution, but at the cost of extra computation.

If X is factorized using SVD and X = UΣV∗, then (3.6) becomes the following: Y =

((XX∗)q X) Ψ = UΣ2q+1V∗Ψ. The randomized technique is demonstrated in Algorithm 3.1.

Algorithm 3.1 Randomized technique [26]

Input: X ∈ Rn×m, k � min(m,n), p, q

Output: H ∈ Rl×m, Q ∈ Rn×l

1: l← k + p

2: Ψ← rand(m, l)

3: Y ← XΨ, Y ∈ Rn×l

4: for k = 1, . . . , q do

5: [Q,∼] = qr(Y)

6: [Z,∼] = qr(X∗Q)

7: Y = XZ

8: end for

9: [Q,∼] = qr(Y)

10: H← Q∗X

3.2 Randomized DMD

While data stacking improves DMD performance, it increases the computation cost.

This section provides computation enhancement to the algorithm process. The methodology

relies on including the randomization technique in the DMD steps. This method is proposed

by Erichson et al. [26]. The result of the rDMD matches standard DMD. The rDMD is

implemented after computing the optimal orthonormal basis Q from Algorithm 3.1. The

high-dimensional measurement snapshots are projected onto Q as follows.

h1,h2, . . . ,hm := Q∗x1,Q
∗x2, . . . ,Q

∗xm ∈ Rl. (3.7)

34



The new low-dimensional snapshots are gathered into two overlapping matrices just as in

(2.9)

Hm−1
1 =




| | |

h1 h2 · · · hm−1

| | |



, (3.8a)

Hm
2 =




| | |

h2 h3 · · · hm

| | |



, (3.8b)

where Hm−1
1 , Hm

2 ∈ l × (m − 1). Then, the dynamics matrix that maps the two low-

dimensional sets is computed using least-squares estimation:

Ah = Hm
2 (Hm−1

1 )†

= Hm
2 VΣ−1U∗,

(3.9)

where Ah ∈ Rl×l , U ∈ Rl×k,Σ ∈ Rk×k, and V ∈ R(m−1)×k. U,Σ, and V are the truncated

SVD components of H1
(m−1). Ah is projected onto U basis to make it even smaller:

Ãh = U∗AhU = U∗Hm
2 VΣ−1, (3.10)

where Ãh ∈ Rk×k. Next, the eigendecomposition is implemented to obtain the system

eigenvalues and eigenvectors:

ÃhWh = WhΛh, (3.11)

where Λh ∈ Ck×k, and Wh ∈ Ck×k. The DMD modes are recovered as

Φh = QUWh, (3.12)
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Algorithm 3.2 Randomized Dynamic Mode Decomposition

Input: H = [ h1 h2 h3 . . . hm] ∈ Rl×m, Q ∈ Rn×l

Output: Φh ∈ Cn×k, Λh ∈ Ck×k, Wh ∈ Ck×k, bh ∈ Ck×1.
1: H1 ← [ h1 h2 h3 . . . hm−1], H1 ∈ Rl×m−1,

H2 ← [ h2 h3 h4 . . . hh], H2 ∈ Rl×m−1.
2: [U,Σ,V] = svd ( H1) ,

U ∈ Rl×k,Σ ∈ Rk×k,V ∈ Rm−1×k.
3: Ãh ← U∗H2VΣ−1, Ãh ∈ Rk×k

4: [Wh,Λh] = eig(Ãh).
5: Φh ← QUWh.
6: bh ← Φh

†Qh1.

where Φh ∈ Cn×k. The vector mode amplitudes, bh, is evaluated as

bh = Φh
†Qh1, (3.13)

where bh ∈ Ck×1. The randomized dynamic mode decomposition is outlined in Algo-

rithm 3.2.

In the following section, DMD and rDMD will be demonstrated on real-world event data

analysis. All calculations were performed in MATLAB on a laptop with an Intel Core i7

CPU and 16Gb of memory.

3.3 An Illustrative Example: Oscillation Event in Two-Area System

In this case study, we implement our analysis on the classic two-area four-machine system

for inter-area oscillation study [29]. This system has an order of 8, with each generator

represented by 2nd order swing dynamics. The two-area system was made for a research

report commissioned from Ontario Hydro by the Canadian Electrical Association [29], shown

in Fig. 3.2. The case study we carry out was introduced in [29] that is a sudden disturbance

occurs in area 1. A step change of the mechanical torque of +0.1 p.u. is applied on G1

and of −0.1 p.u. is applied on G2. This kind of event creates both inter-area and local

modes. While [29] analyzes the system response using a model-based method, we do it
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Table 3.1: Two-area system event computation details.

Voltage Data DMD rDMD

Matrix Dimension 39×997 18×997

Computation Time (s) 0.0063 0.0038

Phase Angle Data DMD rDMD

Matrix Dimension 39×997 19×997

Computation Time (s) 0.0111 0.0049
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Figure 3.2: Two-area system with mechanical torque disturbance.

using a measurement-based method, DMD and rDMD. The measurements used in this case

study are simulation data from Power System Toolbox[30]. Sampling time (∆t) is 0.01 s.

The randomized decomposition computation time for voltage magnitude data as an input is

0.0031 s and for phase angle data as an input is 0.0043 s. The DMD and rDMD computation

details are shown in Table 3.1.

3.3.1 Model Identification

The simulated measurements of the disturbance event are used as a DMD input; DMD

will be applied for the set of the voltage magnitude (or phase angle) data from 13 buses.
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The signals will be reconstructed by DMD, as in (2.8). The DMD signals are compared

with the original signals to examine accuracy. In case the original measurement signals

have noises, the DMD rank is adjusted. In this case study, we use all the bus voltage

magnitude and phase angle measurements as an input to both DMD and rDMD. The DMD

reconstructed signals for the voltage magnitudes and phase angles are compared with the

original voltage magnitude and phase angle signals in Fig. 3.3a and Fig. 3.3b, respectively.

Excellent matching is demonstrated.

Although it is possible to implement the DMD with the voltage magnitudes and phase

angles are lumped together in a set as an input, we implement them separately to investigate

the details of the analyzed data. With the voltage magnitudes or phase angles as an input,

it is only possible to achieve a good match between the measurement and the reconstructed

signals when the shift-stacking, s, is ≥ 3. For this, we set s = 3 and that makes the DMD

input matrix size change from (13× 999) to (39× 997).

The shift-stacking scheme enlarges the number of subspaces that define the analyzed

nonlinear system. Shift-stacking the measurement data for the voltage magnitudes does not

affect the system order.

The rank of the estimated system is set as 8 with voltage magnitudes as measurement.

The 8 eigenvalues match the model-based eigenvalues.

With the phase angles as measurement, the DMD and rDMD eigenvalues are shown in

Fig. 3.4a. The model reduction, in this case, is set according to the system order, since we

already know it. This also can be confirmed by examining the energy of the singular values,

shown Fig. 3.4b, which are the diagonal entries of the matrix Σ.
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Figure 3.3: DMD reconstructed signals of the two-area system event. (a) bus voltage
magnitudes, (b) bus phase angles. Excellent match is observed.
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Figure 3.4: Two-area event: (a) eigenvalues, and (b) singular value energies.

3.3.2 Mode Shapes Analysis

Mode shapes are the eigenvectors associated with the system eigenvalues; they portray

how the system evolves in time. In DMD, with taking the bus phase angles under consider-

ation, the mode shapes are the column vectors of the DMD mode, Φ. The DMD mode of

rDMD matches the standard DMD. For the given case study after the applied disturbance,

the mode shapes for the dominant modes are shown in Fig. 3.5 for the generators.
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Mode 1: 0.5616 Hz
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Figure 3.5: The mode shape of the dominant mode of the two-area event.

The first mode is the only inter-area component in the system, and its associated mode

shapes appear on top of Fig. 3.5. The mode shapes of the inter-area mode show that Area

1 oscillates against Area 2. In other words, the disturbance of Area 1 initiates an oscillation

that spreads to Area 2 causing the two areas to oscillate against each other. It can be

seen that this mode primarily affects the generator buses of the undisturbed area. Another

interpretation of the mode shapes is that the inter-area oscillation mode can be observed and

controlled the best at the buses that have higher magnitudes. For instance, for this mode,

bus 11, which contains G3, is the optimal place for PMU and stabilizer; the PMU observes

the modes, and the stabilizer controls it. The second and third modes, shown at the bottom

of Fig. 3.5, are related to local oscillations in which the generators of the same area oscillate

against each other.
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3.4 Real-World Oscillation Event Case Studies

This section presents the implementation of DMD and rDMD on three real-world oscil-

lation events. These events occurred in ISO New England, a North-East part of the Eastern

Interconnection in the united states. The ISO New England has peak load of 26,000 MW.

Data and brief descriptions of the three events are from Test Cases Library of Power System

Sustained Oscillations [31]. The sampling period, ∆t, is 0.033 second. Table 3.2 presents

the three events descriptions from [31].

Table 3.2: Real-world event descriptions.

Case # Date PMU Type Frequency (Hz)
1 June 17, 2016 ISO-NE System-wide mode 0.27
2 Oct 3, 2017 ISO-NE Wide-spread 0.08, 0.15 0.31
3 Jul. 20, 2017 ISO-NE Regional 1.13

3.4.1 Oscillation Event 1

On June 17, 2016, an emergency shutdown due to control failure of a nuclear reactor

occurred in the Grand Gulf Nuclear Station that is in Area 2. The cause of the failure

was hydraulic control valve malfunctioning. As a result, 65 percent of the power load was

dropped from the system, and a forced oscillation frequency around 0.28 Hz was imposed in

the system for about 45 minutes [2]. We analyze the 32 voltage magnitude signals that are

shown Fig. 3.6.

Data from 40 to 60 seconds are used for analysis. Without shift-stacking, the DMD

is unable to identify the system and reconstruct the signals, as shown in Fig. 3.7a. Shift-

stacking the event data enables the DMD to accurately identify the system modes and

reconstruct the signals from the DMD’s components, as shown in Fig. 3.7b. For this case,

excellent matching of reconstructed and original signals is achieved with the shift-stacking

number s at 250. The data matrix’s dimension changes from (32× 705) to (8000× 456) that
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is from (n×m) to (n · s×m− s+ 1). The proposed rDMD reduces the size to (26× 456),

which is (k + p×m− s+ 1), while analysis accuracy is preserved.
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Figure 3.6: Phase-to-ground voltage magnitude of event 1.

The randomized decomposition computation time is 0.0165 s. The DMD and rDMD

computation details are shown in Table 3.3.

Table 3.3: Real-world event 1: computation details.

Event 1: Voltage Magnitudes DMD rDMD

Matrix Dimension 8000×456 26×456

Computation Time (s) 0.2282 0.0079
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Figure 3.7: Comparison of data stacking for event 1.

Since the measurement data are expected to be corrupted by noises, we examine the

singular value energies before we truncate the model through the SVD elements. Fig. 3.8

shows the Event 1 singular value energies and cumulative energies. Setting the DMD rank to

16 holds 99.95% of the data information. Consequently, both the DMD and rDMD identify

16 eigenvalues that are shown Fig. 3.9.
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Figure 3.8: The singular value energies and cumulative energy of event 1.
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Figure 3.9: The DMD and rDMD identified eigenvalues for event 1.

The DMD spectrum determines the dominant modes in the analyzed system; for this

case, the DMD spectrum is shown in Fig. 3.10. The dominant oscillation mode is at 0.28

Hz, which matches NERC report[2].
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Figure 3.10: DMD spectrum of event 1.

It can be concluded from the mode shape that Substation 9 is most related to this mode

as the mode shape’s magnitude at Substation 9 is the largest. It is worth mentioning that

measurements from substations in ISO NE show similar angles for this mode. This indicates

that the entire ISO NE oscillates as a whole for this mode. This information can be used to

judge that 0.28 Hz mode is an inter-area oscillation mode.

3.4.2 Oscillation Event 2

On October 3, 2017 inter-area oscillations of 0.08 Hz, 0.15 Hz, and 0.31 Hz were initiated

and dispersed in the New England power system. The oscillations source was at an external

area (Area 3), where an issue had occurred on a large generator governor. The oscillations

lasted in the network for about 5 minutes. Our goal is to identify oscillation modes and

judge their nature from the New England event voltage measurements that are shown in

Fig. 3.11.

Both DMD and rDMD are implemented on a time window from 250 to 280 s for all the

given PMU voltage magnitude signals. The DMD without shift-stacking the data is inca-

pable to identify the event and reconstruct the signals, as appeared in Fig. 3.12a. On the

other hand, the DMD with shift-stacking the data has the ability to identify and reconstruct

the signals, as shown in Fig. 3.12b. The analyzed data size is (22× 910). The DMD recon-

structed signals match the original signals with a stack number s = 350. The randomized
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decomposition computation time is 0.0358 s. The DMD and rDMD computation details are

shown in Table 3.4.
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Figure 3.11: Phase-to-ground voltage magnitudes of event 2.

Table 3.4: Real-world event 2: computation details.

Event 2: Voltage Magnitudes DMD rDMD

Matrix Dimension 7700×561 40×561

Computation Time (s) 0.3008 0.0107

For this case, the cumulative energy of the first 30 of the singular values is 99.94%. By

comparison with Event 1 case in which the first 16 of the singular values have cumulative

energy of 99.95%, one can conclude that Event 2 includes more dynamics and noises than

Event 1. According to the singular values, the DMD rank is set to 30. Therefore, the DMD

and rDMD identify 30 eigenvalues that are shown in Fig. 3.13. They show a close match.

The Event 2 DMD spectrum, shown in Fig. 3.14, indicates that the event dominant modes

are 0.0833 Hz, 0.1489 Hz, and 0.3056 Hz. The identified modes have frequencies agreeing
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with the info in Table 3.2. Finally, the mode shapes based on voltage phase angles are shown

in Fig. 3.15. The plots indicate all three modes are inter-area oscillation modes.
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Figure 3.12: Comparison of signal reconstruction for event 2. (a) without stacking. (b)
with data stacking.
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Figure 3.14: DMD spectrum of event 2.

3.4.3 Oscillation Event 3: Comparison with Classical Methods

On July 20, 2017, a disturbance in a large generator initiated growing regional oscillations

in Area 1. The number of the PMUs that recorded the event is 35, the voltage magnitude

measurements are shown in Fig. 3.16. In this case study, we show a comparison between the

DMD/rDMD and the classical identification methods that are Prony, Matrix Pencil (MP),

and ERA. The analyzed ringdown response is the voltage magnitude from 51 to 65 second.
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Figure 3.15: The dominant mode shapes of event 2.

The signal reconstruction of the tested methods is compared with PMU voltage in Fig. 3.17.

The data matrix has 20 effective singular values and correspondingly the rank of all the

tested methods is 20. The mismatching error of all of the algorithms are shown in Fig. 3.18,

and their computation times are in Table 3.5. It can be seen that the mismatching errors of

DMD and rDMD are the lowest, which indicates DMD and rDMD lead to the most accurate

reconstructed signals.

3.4.4 Mode Shape Analysis for The Dominant Mode

Mode shape analysis based on frequency measurements has been used in the industry to

distinct oscillation types, e.g., [2]. In this subsection, frequency measurements will be used

for DMD analysis, and further mode shape (φi of the ith mode) of the dominant modes will

be plotted for oscillation type analysis. Fig. 3.19a and Fig. 3.19b present the frequency

Table 3.5: Real-world event 3: algorithm computation time.

Algorithm rDMD DMD MP Prony ERA

Time (s) 0.0769 0.1467 0.7310 1.8357 2.3675
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Figure 3.16: Phase-to-ground voltage magnitudes of event 3.

measurements of the two events used for DMD analysis. For Event 1, 20 seconds data are

used while, for Event 3, 40 seconds data are used. Randomized DMD successfully identifies

eigenvalues and the reconstructed signals are also shown in Fig. 3.19a and Fig. 3.19b. The

dominant mode of Event 1 is the 0.28 Hz mode which has been also identified using the

voltage magnitude data while the dominant mode of Event 3 is a 1.14 Hz mode. A complete

s-domain eigenvalue location plot based on Event 3 data is shown in Fig. 3.20. The dominant

mode is the 1.14 Hz mode.

Mode shapes corresponding to the dominant mode for each event are plotted in Fig.

3.21. It can be seen that for Event 1 for the 0.28 Hz mode, mode shapes corresponding to

the substations at New England have almost the same angles. That is, for this mode, the

entire New England can be treated as a single generator. This mode is indeed an inter-area

oscillation mode. On the other hand, mode shape plot of the 1.14 Hz mode of Event 3

indicates that the mode shape vectors of New England substations are not contained in a

cone with a small angle. Rather, the angles are quite different. [31] identified the dominant

mode of Event 3 as a regional mode. This feature is also confirmed by Fig. 3.21b.
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Figure 3.17: Algorithms comparison on event 3.

Event 3: The Difference of Actual and Reconstructed Signals
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Figure 3.18: The reconstruction signal error of the algorithms on event 3.
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Figure 3.19: Frequency signals reconstruction of event 1 and event 3. (a) Event 1 frequency
measurement and reconstructed signals. Rank is assumed as 16. Data stacking number is
350. (b) Event 3 frequency measurement and reconstructed signals. Rank is assumed as 20
and data stacking number is 550.
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Figure 3.20: Identified eigenvalues of event 3.
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Figure 3.21: Mode shapes of event 1 and 3. (a) Event 1 0.28 Hz mode’s mode shape. (b)
Event 3 1.14 Hz mode’s mode shape.
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Chapter 4: Gray-Box Modeling for Synchronous Generators and Inverters

4.1 Introduction

Synchronous generators and inverter-based resources (IBRs) are the main energy re-

sources in the power grid. Governing the grid control structures leans on the system param-

eters, which are exposed to variation for different reasons such as aging and events. In the

current industrial practice, generic dynamic models with assumed model structures are used

for dynamic assessment, e.g., [32, 33]. Due to the fact that most power system applications

rely on model-based analysis, parameter estimation plays a critical role to minimize the dis-

crepancy between the simulation and reality. How to fit the model parameters using field

measurement data is of practical importance. The goal of this chapter is to design a method

to come up with the model parameters based on time-domain measurement data.

Parameter estimation ameliorates the performance of diverse power system applications

as it reliably helps interpret the dynamical behavior. The system aggregated load can be

estimated [34]. The internal synchronous generator components can be approached [35],[36].

Reference [37] proposes a technique that utilizes the system mode to estimate the system

inertia using least-squares. The method is improved in [38] by including the mode shapes

with the system modes to estimate the system damping with the system inertia. The latter

method is sensitive in estimating the system damping. With the Unscented and Extended

Kalman Filters, the authors of [39] are able to estimate direct axis transient reactance,

quadrature axis voltage, and generator inertia. Reference [40] provides two models to iden-

tify the parameters of the dynamic synchronous generator using autoregression exogenous

(ARX)-based least squares estimation (LSE). The first model identifies the system while

taking the frequency as input and the power as output. In the second model, with the as-
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sumption of a single machine infinite bus system, the parameters are identified considering

the measurements as output.

The application scope of this research is two-fold. First, we model a single-machine

infinite-bus to identify the inertia, damping and synchronizing torque coefficients. Second,

we parameterize a reduced-order grid-integrated IBR model to identify five parameters that

are of paramount importance to the inverter control structure.

Estimating dynamic model parameters for a model with a known structure is termed

gray-box model identification and the most popular method is PEM [41]. For a given model

structure, gray-box model identification leads to unknown parameters relying on measure-

ment data. Although the prior knowledge of gray-box is more than black-box, solving gray-

box is less reliable. This is due to the nonconvexity that is caused by the inherited bilinearity

in the gray-box. As a result, the global solution that leads to the exact parameter values is

not guaranteed because it may settle at a local point. PEM directly uses the input-output

time-domain data to identify the parameters[41]. While it acquires acceptable asymptotic

accuracy, PEM requires a good initial guess of parameters that should be in the domain of

convergence.

Another approach to handle gray-box is a two-step way: (i) conduct a black-box method

(such as MOESP or N4SID) to identify the system up to a similarity transformation matrix,

and (ii) solve an optimization problem that involves the parametrized structure and the

similarity transformation matrix to find the unknown parameters. This procedure is also

exposed to local solutions as the problem in the second step is nonlinear[42].

Recently, the system identification community has made significant progress in improv-

ing gray-box methodology. Reference [43] exploits the low-rank structure of the two-step

approach to convert the bilinear problem to a rank constrained problem; then, the problem

can be solved using difference-of-convex programming (DCP). In [44], PEM is reformulated

as a rank constraint optimization problem with a matrix decision variable to be as close

as the data Hankel matrix formed from the measurement data. The data Hankel matrix is
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Figure 4.1: Dynamical model parameter estimation techniques.

low-rank and can be factorized into an observability matrix and a controllability matrix, as

shown in the seminal paper by Ho and Kalman in 1966 [45]. This problem can be further

formulated as a DCP problem with an objective function to minimize the nuclear norm of

the matrix decision variable and the sum of its first n singular values (where n is the model

order).

This chapter investigates four different gray-box methods that are shown in Fig. 4.1;

two of the methods are classical and nonlinear, and the other two are state-of-the-art and

convex. We formulate and apply the identification methods on the following case studies:

• A second-order dynamic model to represent a single-machine infinite-bus system. This

case allows grid operators to find generator parameters through measurement data.

We formulate the methods in a way to estimate the damping coefficient, the machine

inertia, and the synchronizing torque coefficient. While the convex methods accurately

identify the parameters, the nonlinear methods estimate the parameters with an error.

• A reduced-order grid-integrated IBR model: the methods are adopted to identify five

parameters of the inverter control model. For the nonlinear methods, PEM has a small

error, however, it is highly more accurate than the similarity matrix technique. All the

convexified methods are more accurate than the nonlinear methods.
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4.2 Dynamical Model Parameter Identification

A nth-order system with m input and p outputs, the continuous-time state-space model

is expressed as follows.

ẋ(t) = Ax(t) +Bu(t),

y(t) = Cx(t) +Du(t),

(4.1)

where A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, and D ∈ Rp×m are the dynamical system matrix,

the input matrix, the output matrix, and the feedthrough matrix, respectively. In many

engineering applications, adopting discrete-time state space is more practical for several

reasons such as discrete measurement and efficient computation. The discrete-time state

space is as follows.

x[k∆t+ ∆t] = Adx[k∆t] +Bdu[k∆t],

y[k∆t] = Cdx[k∆t] +Ddu[k∆t],

(4.2)

where ∆t is the sampling period and k is the sample number. Many methods accurately

convert continuous-time state-space form to discrete-time state-space form [23, Chapter 2].

Among the numerical integration methods, Forward-Euler approximation is convenient in

parameter identification because it retains the system original structure, as follows:

Ad = A∆t+ I,

Bd = B∆t,

Cd = C,

Dd = D,

(4.3)

where I is the identity matrix. The conversion accuracy increases with decreasing the sam-

pling period, ∆t.

The system is constructed based on the physical mechanisms so that each parameter is

related to a physical component. The model is built in an affine parameterized form to utilize
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the prior knowledge of the system and to identify the missing parameters. The parameterized

system structure can be set up as follows. Assume that the feedthrough matrix D = 0 and

the system matrices are affine towards the parameter vector θ ∈ Rl.

A(θ) = A0 +
l∑

i=1

Aiθi,

B(θ) = B0 +
l∑

i=1

Biθi,

C(θ) = C0 +
l∑

i=1

Ciθi,

(4.4)

where θ ∈ Rl represents the unknown system parameters. Herein, we present two classi-

cal nonlinear identification ways that are Prediction Error Method and Similarity Matrix

Technique. In general, the solution accuracy of nonlinear algorithms is primarily based on

the provided initial values. Reference [46] proposed in 2003 an initialization method that

is based on convex sum-of-squares method. While this initialization method helps lead to

global solution, it is still restricted to small-scale systems.

Afterward, in the following sections, we demonstrate two convexified methods.

4.2.1 Prediction Error Method (PEM)

It utilizes the system input and output data for identifying its parameters. With N

number of system measurements, the method is realized by solving the following optimization

problem:

min
θ

1
N

∑N−1
k=0 ‖y(k∆t)− ŷ(k∆t|θ)‖2

s.t. x̂(k∆t+ ∆t) = Ad(θ)x̂(k∆t) +Bd(θ)u(k∆t),

ŷ(k∆t|θ) = Cd(θ)x̂(k∆t), for k = 0, . . . , N − 1,

(4.5)

where x̂ and ŷ refer to the estimated state and output measurement, respectively. PEM can

be approached using classical techniques such as the Gauss–Newton method [41] and the

gradient projection method [47].
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4.2.2 The Similarity Matrix Technique

This technique reaches the system parameters in two steps: implementing black-box on

the system and utilizing prior knowledge of the system.

4.2.2.1 Implementing Black-Box

Black-box identification is mature and has many methods in the literature such as

Multivariable Output Error State sPace (MOESP)[47], Eigensystem Realization Algorithm

(ERA)[8], and Numerical algorithm For Subspace IDentification (N4SID) [41]. Black-box

modeling can accurately identify the system characteristics. However, because the system is

identified up to the similarity transformation matrix, the system parameters cannot be de-

termined. With considering the similarity transformation matrix T in the system, equation

(4.2) becomes as follows

x̃[k + 1] = T−1AT︸ ︷︷ ︸
Â

x̃[k] + T−1B︸ ︷︷ ︸
B̂

u[k],

y[k] = CT︸︷︷︸
Ĉ

x̃[k],

(4.6)

where Â, B̂ and Ĉ represent the state space of the estimated system from a black-box method.

4.2.2.2 Utilizing Prior Knowledge

After identifying the system using any of the input-output black-box methods, the user

constructs the relationship of the estimated the parameterized matrices:

TÂ = A(θ)T,

T B̂ = B(θ),

Ĉ = C(θ)T.

(4.7)
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The unknown parameters θ and similarity transformation matrix T can be estimated by

solving the following least-squares problem

min
θ,T

‖TÂ− A(θ)T‖2
F + ‖TB̂ −B(θ)‖2

F + ‖Ĉ − C(θ)T‖2
F , (4.8)

where ‖ · ‖2
F is the Frobenius norm. This problem is nonlinear because of the multiplication

between parametrized matrices and the similarity matrix. In the following sections, we

provide two techniques that convexify this problem so that the user has a higher chance to

attain the global solution.

4.3 The Convexified Similarity Matrix Technique

As the similarity matrix technique is bilinear, it has many local solution points. The

actual system parameters are only achieved by realizing the global solution point. Reference

[43] convexifies the similarity matrix technique problem to ensure reaching the global point.

This chapter adopts the same methodology to examine its ability and to compare it with

other methods.

4.3.1 Problem Formulation

The convexification procedure aims to attain the unknown parameters θ and the similarity

matrix T . By means of the Kronecker product ⊗ and the vectorization operator vec(·),

equation (4.7) can be reshaped as following




ÂT ⊗ I − I ⊗ A(θ)

B̂T ⊗ I

I ⊗ C(θ)




︸ ︷︷ ︸
M(θ)

vec(T ) =




0

vec(B(θ))

vec(Ĉ)




︸ ︷︷ ︸
N(θ)

, (4.9)
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where M(θ) ∈ R(n2+mn+pn)×n2
and N(θ) ∈ R(n2+mn+pn). M(θ) and N(θ) inherit the affinity of

the unknown variables θ from the parameterized structure A(θ), B(θ) and C(θ). Therefore,

they can be expressed as follows

M(θ) = M0 +M1θ1 + · · ·+Mlθl,

N(θ) = N0 +N1θ1 + · · ·+Nlθl,
(4.10)

where {Mi}li=0 and {Ni}li=0 contain the coefficients of M(θ) and N(θ). With τ = vec(T ) and

the affine form in equation (4.10), equation (4.9) becomes:

M0τ +M1τθ1 + · · ·+Mlτθl = N0 +N1θ1 + · · ·+Nlθl, (4.11)

It can be seen that the problem is still bilinear — due to the multiplication of θ and τ . This

issue can be circumvented by involving an auxiliary variable as following

ϑ1 = τθ1

...

ϑl = τθl

(4.12)

where ϑi ∈ Rn2
for i = 1, · · · , l. Consequently, we have:

M0τ +M1ϑ1 + · · ·+Mlϑl = N0 +N1θ1 + · · ·+Nlθl, (4.13)

where {ϑi}li=0 and {θi}li=0 are the problem variables. Although the equation is transformed

into linear form, it is under-determined as it incorporates more variables than equations.

The under-determinedness is handled by making use of the unknown variable relation, in

equation (4.12). The two variable sets construct a rank one matrix:

H(ϑ, θ) =



τ ϑ1 · · · ϑl

1 θ1 · · · θl


 (4.14)
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where ϑ =

[
ϑ0 · · · ϑl

]
∈ Rn2×l. As a result, the problem is solved with respect to the

rank constraint, rank[H(ϑ, θ)] = 1. Thus, applying Singular Value Decomposition (SVD)

on H(ϑ, θ) leads to svd[H(ϑ, θ)] = uvT , where u ∈ Rn2+1 and v ∈ Rl+1. Correspondingly,

the unknown variables in equation (4.11) are achieved by solving the following estimation

problem

min
ϑ,θ

‖
l∑

i=0

Miϑi −N0 −
l∑

i=1

Niθi‖2
2

s.t. rank[H(ϑ, θ)] = 1.

(4.15)

While solving the above optimization problem leads to the global solution that reflects the

exact unknown parameters, the rank constraint computationally hinders the solving process.

To efficiently solve the problem, the following subsection transforms the problem into the

difference of convex programming form.

4.3.2 Difference of Convex Programming

The rank-constraint optimization problem, equation (4.15), is converted to a nuclear

norm regularized optimization problem as follows

min
ϑ,θ

‖
l∑

i=0

Miϑi −N0 −
l∑

i=1

Niθi‖2
2 + λ‖H(ϑ, θ)‖∗ (4.16)

where ‖ · ‖∗ denotes the nuclear norm and λ is the regularization factor. Then, the nuclear

truncation is implemented to replace the rank constraint:

‖H(ϑ, θ))‖∗ = fn(H(ϑ, θ)) =
l+1∑

i=1

σi(H(ϑ, θ)), (4.17)

63



where fn is the sum of the largest n singular values, σ. Because the constraint is rank 1, the

following relation can be deduced:

l+1∑

i=2

σi(H(ϑ, θ)) = fl+1(H(ϑ, θ))− f1(H(ϑ, θ)) = 0, (4.18)

where

fl+1(H(ϑ, θ)) = ‖H(ϑ, θ)‖∗,

f1(H(ϑ, θ)) = ‖H(ϑ, θ)‖2.

Accordingly, the nuclear norm regularized optimization problem is equivalent to

min
ϑ,θ

‖
l∑

i=0

Miϑi −N0 −
l∑

i=1

Niθi‖2
2

+λ(‖H(ϑ, θ)‖∗ − ‖H(ϑ, θ)‖2).

(4.19)

The above derivation mainly depends on the norms that are convex and can be approached

using Difference of Convex Programming (DCP). The sequential convex programming method

is efficient for solving a DCP problem, and it is adopted for this formulation. For every k

iteration, (ϑ̂k, θ̂k) is the estimated solution of the problem variables (ϑ, θ). ûk and v̂k are re-

spectively the left and right singular value vectors of the largest singular value of the matrix

H(ϑ̂k, θ̂k). Therefore, the convexified problem that estimates (ϑ̂k+1, θ̂k+1) is

min
ϑ,θ

‖
l∑

i=0

Miϑi −N0 −
l∑

i=1

Niθi‖2
2

+λ(‖H(ϑ, θ)‖∗ − (ûk)TH(ϑ, θ)v̂k).

(4.20)

Iteratively solving the above problem has a higher chance to achieve the exact values of the

unknown parameters. As the sequential convex programming method requires proper initial-

ization to reach the global optimal solution, employing the solution of (4.16) as initialization

most likely takes care of it.
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4.4 Hankel Data Matrix-Based Gray-Box Model Identification

With the assumption that impulse response data are available, the gray-box model identi-

fication utilizes the low-rank property of the data Hankel matrix formed by impulse response

data and formulates a rank constraint problem to be solved via DCP.

4.4.1 Problem Formulation

The algorithm aims to identify the model parameters by matching the measured impulse

response with the impulse response of the parameterized model. The system impulse response

measurements, also called Markov parameters, are equivalent to Mi = Cd(Ad)
iBd for i =

0, 1, . . . , R, where R is the number of the total impulse samples.

The Markov parameters are aggregated in a block Hankel matrix:

H∗v,h =




M0 M1 · · · Mh−1

M1 M2 · · · Mh

...
...

. . .
...

Mv−1 Mv · · · Mv+h−2



, (4.21)

where the subscripts v and h represent the number of block rows and columns, respectively.

Each of them has to be greater than or equal to the system order, n. The parameterized sys-

tem, which contains the unknown parameters, is also collected in a block Hankel matrix that

matches the shape of the measurement Hankel matrix. Solving the following optimization
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problem identifies the unknown parameters

min
θ

∥∥H∗v,h −Hv,h(θ)
∥∥2

F

s.t.

Hv,h(θ) =


Cd(θ)Bd(θ) · · · Cd(θ)A
h−1
d (θ)Bd(θ)

...
. . .

...

Cd(θ)A
v−1
d (θ)Bd(θ) · · · Cd(θ)A

v+h−2
d (θ)Bd(θ)



.

(4.22)

This is a nonlinear programming problem and it is difficult to find the global solution.

4.4.2 Rank-Constraint Reformulation

The matrix Hv,h(θ) is low-rank, and it can be factorized as follows

Hv,h(θ) =




Cd(θ)

Cd(θ)Ad(θ)

...

Cd(θ)A
v−1
d (θ)




︸ ︷︷ ︸
Ov(θ)

×
[
Bd(θ) Ad(θ)Bd(θ) · · · Ah−1

d (θ)Bd(θ)

]

︸ ︷︷ ︸
Ch(θ)

,

(4.23)

where Ov(θ) and Ch(θ) are the extended observability and controllability matrices, respec-

tively. To differentiate between the Hv,h(θ) original and low-rank structures, the low-rank

structure is denoted as Γ so that Γ = OC. Next, two variable matrices are introduced to
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represent the shift property of Ov(θ) and Ch(θ), respectively.

Ov(θ) =



Ov(p+ 1 : vp, :)

Cd(θ)A
v
d(θ)


 ,

Ch(θ) =

[
Ch(:,m+ 1 : hm) Ahd(θ)Bd(θ)

]
.

(4.24)

Ov(θ) and Ch(θ) respectively hold the relationship of Ov(θ) = Ov(θ)Ad(θ) and Ch(θ) =

Ad(θ)Ch(θ). The bilinearity of these variables can now be transformed into a rank constraint.

As a result, the following problem is formed in [44]:

min
θ,O,C,O,C,Γ,Ā

‖H∗v,h − Γ‖2
F

s.t. rank




Γ O O

C In Ad(θ)

C Ad(θ) Ā




︸ ︷︷ ︸
Z

= n,

O(1 : p, :) = Cd(θ),

O(1 : (v − 1)p, :) = O(p+ 1 : vp, :),

C(:, 1 : m) = Bd(θ),

C(:, 1 : (h− 1)m) = C(:,m+ 1 : hm),

(4.25)

where Ā = A2
d(θ). This rank-constraint problem will be solved by difference of convex

programming in the following subsection.

4.4.3 Difference of Convex Programming

The truncated nuclear norm method gives the ability to replace the rank constraint in

(4.25) by the following

‖Z‖∗ − fn(Z) = 0, (4.26)
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where ‖ · ‖∗ is the nuclear norm and fn(Z) =
∑n

i=1 σi(Z). fn is the sum of the largest n

singular values, σ. The nuclear norm and fn(Z) are all convex in the minimization variables.

Hence, it is a difference of convex programming (DCP) problem. It can be solved by sequence

iteration.

At every jth iteration, the Singular Value Decomposition (SVD) is implemented on Z:

Zj =

[
U j

1 U j
2

]


Sj1

Sj2






V j,T

1

V j,T
2


 , (4.27)

where U j
1 and V j,T

1 denote the n truncated left and right singular matrices, respectively.

min
θ,O,C,O,C,Γ,Ā,Z

‖H∗v,h − Γ‖2
F + λ

(
‖Z‖∗ − tr

(
U j,T

1 ZV j
1

))

s.t. Z =




Γ O O

C In Ad(θ)

C Ad(θ) Ā



,

O(1 : p, :) = Cd(θ),

O(1 : (v − 1)p, :) = O(p+ 1 : vp, :),

C(:, 1 : m) = Bd(θ),

C(:, 1 : (h− 1)m) = C(:,m+ 1 : hm),

(4.28)

where λ > 0 is a penalty parameter. (4.28) is a convex programming problem. Also, at the

start of the iteration process, the n truncated left and right singular matrices are assumed

as zero.

4.5 Case Studies

This section presents and discusses the implementation of the gray-box algorithms on a

SMIB model and an analytical model of grid-integrated IBR. For each algorithm, the accu-
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racy of the K estimated parameters θ̂ with respect to the actual parameters θ∗ is evaluated

using the normalized root-mean-square errors (NRMSE):

NRMSE =

√√√√ 1

K

K∑

i=1

(
θ̂i − θi∗
θ∗i

)2

. (4.29)

The simulation is computed in MATLAB using: YALMIP [48] with fmincon and IPOPT

[49] solvers for nonlinear problems and CVX [50] with SDPT3 solver for convex problems.

For convex case studies, the penalty parameter is set to 0.001 and increases 5% in every step

that has the regularized (penalty) term of the objective function greater than 0.001.

4.5.1 Single-Machine Infinite-Bus (SMIB)

SMIB analysis is mandatory before commissioning to validate the manufactured param-

eters and to determine the stability critical time. The system is shown in Fig. 4.2, and its

state-space model is following.




∆δ̇

∆ω̇


 =




0 1

−Ksωo

2H
− D

2H




︸ ︷︷ ︸
A




∆δ

∆ω


+




0

ωo

2H




︸ ︷︷ ︸
B

∆Tm, (4.30)

where

Ks =
VTV∞ cos δ

Xeq

. (4.31)

∆δ and ∆ω are the deviations of the generator rotor angle in rad and speed in rad/s,

respectively. The system nominal angular frequency is ωo = 2πf , where f is the system

frequency (60 Hz). ∆Tm is the mechanical torque, and D is the damping coefficient that

is set to 1. The machine inertia H is 3.5 sec. The equivalent system reactance is Xeq =

X ′d + XT + XL = 0.1033 pu. Ks is the synchronizing torque coefficient, and it is computed

at its equilibrium to be 0.7819. For more details please refer to[51].
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Figure 4.2: Single-machine infinite-bus system.

4.5.1.1 Model Identification

The following parameterization structure is designed to identify D, H, and Ks.




∆δ̇

∆ω̇


 =




0 1

θ1 θ2




︸ ︷︷ ︸
A




∆δ

∆ω


+




0

θ3




︸ ︷︷ ︸
B

∆Tm. (4.32)

where

θ1 = −Ksωo

2H
,

θ2 = − D

2H
,

θ3 =
ωo

2H
.

For comparison, all the following methods adopt this identification structure.

• Prediction Error Method (PEM)

We use input-output measurements of the step response; the data samples are 1200

with sampling time of 0.001, as shown Fig. 4.3. Both fmincon and IPOPT can solve this

specific problem and lead to the same solution that is shown in Table 4.1; however, they are

incomparable considering computation time where fmincon solves it in 1, 732.4 s and IPOPT

solves it in 9.4358 s. The variable identification error is shown in Fig. 4.4. As expected, θ2

has the highest error as its value is low. The NRMSE of this case is presented in Fig. 4.5.

Using the identified parameters, the system signals are reconstructed and compared with
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the original signals to examine the identification accuracy; Fig. 4.6 shows the step response

reconstructed from the identified parameters matches the original step response.
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Figure 4.3: SMIB case: step response data that are used for PEM learning.

• Similarity Matrix Technique (SM)

As mentioned earlier, this technique and its convexified version are primarily based on

black-box identification. In this research, we use the following estimated system that is

obtained from MOESP:

Â =




0.0206 16.7432

−2.5153 −0.1635




B̂ =



−11.1819

0.3090




Ĉ =




0.0528 1.9096

−4.8021 0.5711




(4.33)

One of the ways to examine the estimated black-box model accuracy is to inspect its eigen-

values; they have to match the original system. Using the above-estimated model, solving
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(4.8) obtains the unknown variables as well as the similarity transformation matrix. This

optimization problem is highly nonlinear, and solving it is extremely sensitive to the ini-

tializations. IPOPT solver is efficient, however, surprisingly, it cannot solve this problem.

Without generalization, only fmincon could solve it with a computation time of 2.2057 s.

The system signals are reconstructed in Fig. 4.6; they show acceptable matching. The iden-

tification error is shown in Fig. 4.4, and θ3 has the highest error. Fig. 4.5 shows the NRMSE,

and the similarity matrix technique has the highest error because the solution settles on a

local point. For this case, we set the initial values 10% around the actual values. The user

might not have or reach this initialization value. For that, this identification method is not

reliable to singly stand alone.

• Convex Similarity Matrix Technique (cSM)

The process of this method is conducted with the above-estimated model, (4.33). The

matrices M and N are sparse with the size of (10× 4) and (10× 1), respectively. Since we

seek to identify 3 unknown parameters for this problem, we construct 4 sets of M and N ;

one contains the known parts of the systems, and the rest of the sets are constructed with

respect to each unknown parameter, as in (4.10):

M0 =




0.0206 −1.0000 −2.5153 0

0 0.0206 0 −2.5153

16.7432 0 −0.1635 −1.0000

0 16.7432 0 −0.1635

−11.1819 0 0.3090 0

0 −11.1819 0 0.3090

1.0000 0 0 0

0 1.0000 0 0

0 0 1.0000 0

0 0 0 1.0000




,
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M1(2, 1) = M1(4, 3) = 1,

M2(2, 2) = M2(4, 4) = 1,

all the entries of M3 are zero because the third identified variable only belongs to B(θ). The

N matrices are defined as

N0 =




0

0

0

0

0

0

0.0528

−4.8021

1.9096

0.5711




,

N3(6, 1) = 1,

because the first and second identified variables are unrelated to B(θ), N1 and N2 are zero

vectors.

The presented solution is achieved within 83 iterations in 0.6719 s. The detailed iteration

solution is shown in Fig. 4.8: the top plot demonstrates the behavior of the objective function

without regularization, the middle plot shows the regularization part of the objective function

decreases in each iteration, and the bottom plot presents the convergence of the parameters

in each iteration. Fig. 4.4 reveals that the parameter error is negligible, accordingly, the

NRMSE in Fig. 4.5 validates that the total error of all the unknown parameters is less than

0.01. Indeed, reconstructing the signals in Fig. 4.6 presents perfect matching.
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• Convex Ho-Kalman method (cHK)

We use the impulse response that is shown in Fig. 4.9. With setting the sampling time

to 0.01 s, the total number of samples is 100. The Hankel matrix is built with block rows

and columns of v = 10 and h = 90, respectively. The solution of this algorithm is obtained

in 9 iterations and 10.2031 s. The detailed iteration solution is presented in Fig. 4.10. The

objective function without regularization is shown in the top plot, the regularization part

of the objective function is shown in the middle plot, the convergence of the parameters is

shown in the bottom plot. The solution identifies the parameters without error.
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Figure 4.4: SMIB case: percentage error of each identified parameter.
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Figure 4.5: SMIB case: NRMSE.
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Figure 4.7: SMIB case: the computation time of each method.

Table 4.1: SMIB parameters.

Parameter Actual PEM SM cSM cHK

θ1 -42.1109 -42.0017 -42.043 -42.1108 -42.1109
θ2 -0.1429 -0.1367 -0.145 -0.1429 -0.1429
θ3 53.8733 53.6963 55.27 53.8731 53.8733
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Figure 4.8: SMIB case: cSM iteration solution.
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Figure 4.9: SMIB case: impulse response.
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Figure 4.10: SMIB case: cHK iteration solution.

4.5.2 A Grid-integrated IBR

High penetration of wind generation exposes the system to voltage oscillation as well as

temporary overvoltage. The impact of this phenomenon primarily pertains to the system

strength, which is assessed based on the system Short Circuit Ratio (SCR). Thus, a system

with low SCR is weak because of its vulnerability to voltage variation. The reduced-order

analytical model to represent a grid-integrated IBR is from [52], which can offer an explana-

tion of the low-frequency oscillations observed in a real-world wind power plant (WPP) in

Texas[53]. In this case study, we adapt the analytical model from [52] into a parameterized

structure and identify five parameters.
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4.5.2.1 The Analytical Model

The analyzed system is a WPP connected to a grid through a transformer and a trans-

mission shown Fig. 4.11. The grid is represented with constant voltage magnitude and angle.

The line is assumed to be purely induction and the line reactance is notated as X. The point

of common coupling (PCC) represents the converter bus that connects the WPP to the grid,

where V̄ , P , and Q are the converter voltage magnitude, active power, and reactive power,

respectively.

Grid

V1

Q

P V̄

PCC

jX

Figure 4.11: A wind power plant is connected to the grid.

The WPP is treated as a current source. The vector control technique is implemented

on the WPP with its d-axis aligned with the PCC voltage space vector. The WPP output

current, id and iq, can be controlled by two cascaded loops, namely, outer and inner. The

outer loops: one tracks the real power to generate the d-axis current reference i∗d, and the

other tracks the PCC voltage to generate the q-axis current reference i∗q. The inner current

loops track the references from the outer loops to set the converter output dq-voltages, Vtd

and Vtq.

The converter’s inner current control is simplified by a first-order system with a time

constant τ that takes the reference currents as inputs. The outputs are the dq-axic currents:

id and iq.

Since the converter voltage is aligned with the PCC voltage, hence vd = V and vq = 0.

The system’s circuit relationship can be expressed as follows in the dq-frame:

vd + jvq = (jX) (id + jiq) + V̄∞. (4.34)
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Due to the fact that the active power flows from a higher angle to a lower one, the PCC

angle, δ, is set to be leading the grid’s angle. Consequently, the system KVL can be further

decomposed as follows

vd = −Xiq + V∞ cos δ,

vq = 0 = +Xid − V∞ sin δ.

(4.35)

Relying on the following trigonometric relationship

V∞ cos δ =

√
V 2
∞ − (V∞ sin δ)2, (4.36)

equation (4.36) can be plugged in equation (4.35) to have

vd = −Xiq +

√
V 2
∞ − (Xid)

2. (4.37)

The linearization of (4.37) gives the following:

∆V = ∆vd = −X∆iq −
X√(

V∞
Xid

)2

− 1

︸ ︷︷ ︸
c

∆id. (4.38)

The active power feeding the grid from the PCC, and its linearized expression is:

P = V id,

∆P = id∆V + V∆id.

(4.39)

The analytical model is presented in Fig. 4.12.
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ẋ2

ẋ3
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Figure 4.12: The WPP linearized analytical model. The model parameter values are
τ = 0.05, X = 1, id = 0.955, Kp = 1, Ki = 1, Kpv = 1, Kiv = 10, isc = 1/X, Vd = 1, and
V∞ = 1.

4.5.2.2 The Analytical Model State-Space

We derive the state-space form of the analytical model to make it compatible with the

identification algorithms. The dynamical state of each integrator is indicated in Fig. 4.12.

The state-space form is as follows.




ẋ1

ẋ2

ẋ3

ẋ4




=




0 0 −Ki (Vd − c id) Ki X id

0 0 −Kiv c −Kiv X

1
τ

0 −Kp (Vd−c id)+1

τ

Kp X id
τ

0 1
τ

−Kpv c

τ
−Kpv X+1

τ




︸ ︷︷ ︸
A




x1

x2

x3

x4




+




Ki 0

0 −Kiv

Kp

τ
0

0 −Kpv

τ




︸ ︷︷ ︸
B




∆P∗

∆V∗


 .

(4.40)

From the above derivation, (x1 + Kp(∆P∗ − ∆P)) and (x2 + Kpv(−∆V∗ + ∆V)) are

respectively ∆i∗d and ∆i∗q. These are dq reference current components that are generated by

the outer loops. x3 and x4 are ∆id and ∆iq, respectively.
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4.5.2.3 Model Identification

In this case study, we aim to find five parameters: the time constant, τ , and the controller

gains, Kp, Ki, Kpv, and Kiv. We parameterize the system as follows:

A(θ) =




0 0 2.07θ2 0.955θ2

0 0 −3.22θ3 −θ3

θ1 0 2.07θ4 − θ1 0.955θ4

0 θ1 −3.22θ5 −(θ5 + θ1)



,

B(θ) =




θ2 0

0 −θ3

θ4 0

0 −θ5



.

(4.41)

where

θ1 =
1

τ
, θ2 = Ki, θ3 = Kiv

θ4 =
Kp

τ
, θ5 =

Kpv

τ

All the following methods employ this identification structure.

• Prediction Error Method (PEM)

This method can identify the parameters using 800 samples of the input-output measure-

ments with a sampling time of 0.001 s. With step response, the system output measurements,

used for this method, are shown in Fig. 4.13. Both IPOPT and fmincon solvers are able to

solve this problem during 3.3098 s and 2.7936 s, respectively. The NRMSE value of IPOPT

and fmincon are respectively 0.0924 and 0.2076. Since IPOPT gives a more accurate so-

lution, we advocate this method. The identified parameters are presented in Table. 4.2,

each parameter is identified with an error that is less than 2%. The signals of the identified

system match the original as shown Fig. 4.15.

• Similarity Matrix Technique (SM)
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Figure 4.13: PV-mode IBR case: step response data that are used for PEM learning.

With the help of MOESP, the following estimated model is used for SM and cSM.

Â =




−0.2425 29.4277 19.2790 7.7312

−10.8380 −0.3868 13.2615 −1.6242

−4.2309 −7.9152 −4.4144 −8.2186

−1.7001 −1.3392 −7.1351 −13.4590



,

B̂ =




−10.6536

4.6308

8.3075

7.4087



,

Ĉ =




−0.1737 0.1594 −0.4780 0.2000

0.8714 −0.6566 0.1363 0.1609

−0.5752 −0.6914 −0.0530 −0.0656

1.2464 −0.2343 −0.4637 −0.2407



.

(4.42)
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The solution of this method is obtained using fmincon solver in 3.1796 s. IPOPT solver is

not able to solve it. SM technique has a high error percentage for all the variables comparing

to the other techniques as presented in Table. 4.2. The error of θ2 is unacceptably high

that reached around 150%. Even though we use initialization that differs from the actual

parameters only 10%, this method has the highest NRMSE as shown in Fig. 4.14. From this,

it can be concluded that initialization using the Sum of Square convexification technique as

proposed in [54] does not guarantee the optimal solution for this problem. The identified

system failed to reconstruct the signal as shown Fig. 4.15.

• Convex Similarity Matrix Technique (cSM)

The size of the matrices M and N are (36× 16) and (36× 1), respectively. We construct

6 sets of M and N to identify the 5 unknown parameters. The solution is reached within

52 iterations during 0.8438 s. The detailed iteration process is shown in Fig. 4.16; the top

plot presents the unregulated objective function, the middle plot shows the regularization

component, and the bottom plot displays the convergence of the parameters. The parameters

of this technique are shown in Table. 4.2. As a result, the NRMSE, Fig. 4.14, is also low

and acceptable. The identified model can produce the original signals with high quality as

shown in Fig. 4.15.

• Convex Ho-Kalman method (cHK)

With the assumption of the measuring accessibility of all the four states, we employ the

impulse response that is shown in Fig. 4.17 for the identification process with the sampling

time 0.003 s. Total 116 data points are used with the number of block rows and columns are

respectively v = 10 and h = 106. The solution is reached in 43 iterations during 115.6250 s;

the solution details are shown in Fig. 4.18. The unregularized objective function is shown

in the top plot, the objective function penalty is shown in the middle plot, the convergence

of the parameters is shown in the bottom plot. The parameter error and NRMSE are
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extremely low as shown in Table. 4.2 and Fig. 4.14, respectively. The identified parameters

can perfectly reconstruct the signal as shown Fig. 4.15.

Table 4.2: Wind power plant analytical model parameters.

Parameter Actual PEM SM cSM cHK

θ1 20 19.7658 21.1501 20.0046 20.0056
θ2 1 1.0110 2.5096 1.0046 1.0020
θ3 10 10.0621 10.4607 9.9732 9.9994
θ4 20 19.8421 21.3188 20.0478 20.041
θ5 20 19.8950 21.6989 19.97 19.9993

PEM SM cSM cHK
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0.20

0.25

0.30
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Figure 4.14: PV-mode IBR case: NRMSE.

4.5.3 Computational Analysis

To examine the performance of the techniques, we use off-the-shelf solvers.

• Nonlinear techniques: PEM and SM

Even with the recent advances in approaching nonlinear problems, the solution most

likely diverges or settles in a local point that does not reflect the actual system parameters.

Both PEM and SM are nonlinear with different structures. While nonlinear solvers are based

on nonlinear algorithms, each algorithm is compatible with certain nonlinear structures. The
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Figure 4.15: PV-mode IBR case: comparing the identified signals with the original.
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Figure 4.16: PV-mode IBR case: cSM iteration solution.
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Figure 4.17: PV-mode IBR case: impulse response.
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Figure 4.18: PV-mode IBR case: cHK iteration solution.
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default algorithm for fmincon is the interior-point and for IPOPT is the primal-dual interior

point.

For PEM, IPOPT is way more efficient and accurate than fmincon. In fact, as shown

in the IBR case study, the NRMSE of the fmincon is high that reconstructing the system

signal does not match the original. As a result, the user is exposed to be misguided. For

SM, on the other hand, fmincon can reach a solution with an error while IPOPT cannot.

The fmincon solution is highly sensitive to initialization.

• Convex techniques: cSM and cHK

In the SMIB case study, the parameter identification error of cSM is insignificant that the

identified system can accurately reconstruct the signals of the actual parameters. Another

criterion to evaluate the identification is the NRMSE, which is below 0.01 for this method.

With a larger system, as in IBR case study, cSM has small NRMSE and excellent signal

reconstruction.

cHK exactly identifies the parameters of the SMIB case study, and it has the lowest

NRMSE in identifying the IBR case. For this method, the error can be further reduced by

including more impulse data; however, it dramatically adds a severely computational burden.

While the accuracy of cHK outperforms the other methods, it is computationally expensive,

especially with many parameters.
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Chapter 5: Conclusion and Future Work

This chapter concludes the contributions of this dissertation and plans future work.

5.1 Conclusion

Chapter 2 delves into the dynamic mode decomposition algorithm and considers it in

power system applications. Besides its high accuracy in identifying a model, DMD has the

capability to decompose spatial and temporal modes. The first case study presents the DMD

ability to identify the RLC circuit modes from a few measurement samples. DMD is found

to be as accurate as ERA. Then, we add noise to the RLC measurements to examine both

methods, and it is noticed that the DMD’s eigenvalues remain unchanged as in the base

case. The second case study applies DMD on PMU power measurement data of an unknown

system. The solution is found comparable to the ERA method. The third case study

conducts DMD on a data-set of voltage measurement that is distorted due to disturbance;

DMD is capable of identifying all the measurement component details. This case shows that

the DMD can recognize the dominance of each mode; this is the FFT’s feature.

Chapter 3 considers DMD in real-world oscillation event analysis to identify the oscillation

modes and distinct their nature. We improve the DMD algorithm for modal analysis of power

grids in two aspects: enhanced accuracy and reduced computing cost. Enhanced accuracy is

achieved by the use of the data shift-stacking technique, which results in a data matrix with

a much larger size. To reduce computing cost, a randomized linear algebra technique creates

a new data matrix with much less row dimension while having data information preserved.

The resulting randomized DMD is implemented on oscillation analysis. Three real-world
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oscillation event data have been used for case studies to demonstrate the excellent modal

identification capability of randomized DMD.

Chapter 4 explores the gray-box model identification, which is a challenging task since the

formulated optimization problems are nonlinear programming problems. Advancements have

been made in this area by exploiting the low-rank characteristics of the data and adopting

difference of convex programming. Our research implements the most recent research results

of gray-box model identification in synchronous generator parameter identification and IBR

parameter identification. Two case studies are used to demonstrate the problem formulation

and solving for parameter identification. The results show that the convexified techniques

outperform the classical nonlinear methods. Also, with the presented new techniques, the

user can bypass problem initialization that could lead to incorrect parameters.

5.2 Future Work

In our work, we provide an efficient way to distinct the oscillation type whether it is

local or inter-area. This fastens tracking the disturbance location. The inter-area oscillation

is more harmful as it spreads in the whole network, as in the case of the 1996 event. The

main causes of inter-area oscillations: low-inertia, generator clustering, and high inter-area

power transfer. I plan to investigate detailed cases and try to mitigate the inter-area oscilla-

tion spread in the network. This step completely relies on control theory. In the literature,

inter-area oscillations have been suppressed by different devices such as power system stabi-

lizers, FACTS, and other controllers. Reference [55] goes further to damping the inter-area

oscillations with a doubly-fed induction generator wind farm turbine.

As my focus is on data-driven implementations, certain steps must be considered before

applying the above-mentioned strategies. First, we must investigate the available data. This

is a critical step to handle real-world applications. As we have seen in Chapter 3, it is possible

to characterize the oscillation type from the data and recognize whether it is local or inter-

area by examining the direction of the identified system eigenvectors. This can be achieved
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by taking the PMU phase angle measurements. PMU voltage measurements are available,

however, they do not lead to the same conclusion. In my future study, I will analyze more

of the available data to understand the physical relations that highly help control inter-area

oscillations.

Second, I will inspect the controllability of the system. In general, the majority of the

power system is controlled by closed-loop feedback, the system input actuation is based

on the output observation. The physical relationship of the power system applications is

coupled, so it should be sought after determining the optimal actuators that have higher

control authority with the least cost. In the analysis of Chapter 3, we consider PMUs of

generation and transmission substations in general; in future work, detailed analysis should

be considered that breaks down the components of each substation to evaluate the most

controllable substations or devices.

To do so, parameter identification methods help a lot in estimating the unknown compo-

nents of the system. As it is part of this dissertation, Chapter 4 presents four identification

methods identifying synchronous generators and inverter-based resources. In future work,

these methods are going to be used to identify substation components to find the optimal

actuator to control the system.
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