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Abstract

The growing interest in data-hungry wireless applications of mobile devices has led the

cellular industry to look for new frequencies and new techniques for utilization of next-generation

wireless technologies. As millimeter-wave (mmWave) communication becoming a promising

solution, It can provide greater bandwidth and higher data rates in future radio access. While

in the hostile environment of mmWave bands, the signals suffer from high propagation loss, the

smaller wavelengths of mmWave frequencies make it possible to practically pack a large number

of antennas with reasonable form factors. Thus, mmWave communication can provide directional

transmission with high gain antenna arrays to penetrate the hostile environment. Digital, analog, and

hybrid beamforming are commonly used methods to form directional transmission using antenna

arrays. However, as the Millimeter-wave (mmWave) components are expensive, even simple

analog beamforming approach would need phase shifters, control circuits, and may still require

an expensive circuit design. The increase on the array size, also complicates the hardware and

algorithms to control the generated beams which also require more advanced resource allocation

including beam-user association.

In this dissertation, first, data rate and energy efficiency performance of mmWave wireless

communication systems consisting of a new lens antenna subarray (LAS) based hybrid multiple-

input-multiple-output (MIMO) architecture is investigated. LAS architecture simplifies hardware

requirements and lowers the cost by reducing the number of phase shifters while potentially

maintaining near identical beam-steering and gain capabilities with respect to the traditional hybrid

MIMO architecture (TA). The LAS architecture degenerates into TA or single lens antenna array

architecture (SLA) when the lens diameter of the subarray is reduced or enlarged, respectively.

Second, dynamic sidelobe multiplexing (DSM) algorithm is proposed to overcome restrictions

that comes from limited number of radio-frequency (RF) chain usage. The proposed multiplexing

vii



technique precodes the transmitted data over transmitter beams in order to open up a new path

to the receiver. Therefore, the proposed method provides an opportunity to exceed the limits of

conventional hardware usage in beamspace MIMO. Third, an algorithm for joint optimization of

antenna parameters with load balancing is presented to distribute users to cells while optimizing

the antenna parameters. The proposed approach does not only change the serving range of each

cell but also re-assign users to cells for effective system capacity to provide maximized resource

allocation. Fourth, another resource allocation problem is investigated in Manhattan grid layout

mobility performance of Macrocell-assisted small Cell concept. Fifth, perturbed antenna array

geometries are investigated for a novel authentication approach which introduces an identity to

formed beams. Sixth, RF domain Doppler emulator, which is compact and easy to control, is

presented to measure signal characteristics under frequency dispersive channel conditions for swift

evaluation of developed algorithms.
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Chapter 1: Introduction

In the previous generations of wireless communication, systems were able to provide

sufficient capacity with one large cell. Simple frequency reuse techniques have been implemented

to improve the performance [1]. However, tremendous growth in the variety and the number of the

wireless applications results in a hunger more and more data rates. This growing interest in data

greedy wireless applications made the cellular industry to seek new frequencies and new techniques

for utilization of next-generation wireless technologies [2,3]. mmWave communication becomes a

promising technology to support wireless systems for larger bandwidth and higher data rates in fifth

generation (5G) networks [4–7]. Federal Communications Commission (FCC) has already stepped

forward and opened 3.85 GHz commercial spectrum at 28 GHz, 37 GHz, and 38 GHz including

7 GHz free access spectrum at 67.5 GHz [8].

Hostile channel characteristics in mmWave bands, i.e. atmospheric absorption (upto 15

dB/km loss), sensitivity to blockage (upto 40 dB loss), had kept the band usage challenging for

dynamic access multiuser communication [9–11]. It is well known that in mmWave bands, the

communication signals suffer from high propagation loss [12, 13]. Because of those problems

methods and techniques are required to compensate strong path-loss while providing accessto

multiple users. As an important feature of mmWave bands, the smaller wavelengths make it

possible to practically pack a large number of antennas with reasonable form factors. Thus,

mmWave communication can provide directional transmission with high gain antenna arrays.

Beamforming algorithms are used to optimize transmission direction and overcome harsh

channel conditions (i.e., high attenuation, blockage) [14–17]. There are three beamforming ar-

chitectures presented in the literature (i.e. Digital, analog, and hybrid beamforming) [18]. As

the mmWave components are expensive, hybrid or analog only structures are expected to be im-

1



plemented to prevent usage of many DAC/ADC components [19]. However, even simple analog

beamforming approach would require phase shifters, control circuits, and still hard to implement.

The increase on the array size, also complicates the hardware and algorithms to control the gener-

ated beams. As the current systems can introduce upto 256 antenna elements [20], it is challenging

to implement the system in a cost effective way. The cost effective solutions are needed because

mmWave transmission points (TPs) are planned to be densely deployed to increase the chance of

establishing LOS links [11]. Since available high bandwidth and spatial diversity can be utilized

to provide self-hauling capability over a wireless link, mmWave systems already show a promising

cost effective feature for rapid deployment [20].

1.1 Overview of Techniques to Establish mmWAve Communication

Directive communication is an essential technique for mmWave communication to compen-

sate strong propagation via focusing transmitted signal towards receiver direction [20]. Therefore, it

is a key element in mmWave systems to overcome harsh channel conditions of the band. To achieve

high beamforming gains, TPs and user equipments need to construct their beams towards each

other. In this section, we discuss on beamforming architectures following with beam association

methods and their relation to the architecture. Then, we review the current approach to the beam

design from system perspective as TPs, and discuss on hardware complexity.

1.1.1 Beamforming Techniques

Steerable beamforming is implemented in three basic structures: Digital beamforming,

Analog beamforming, and Hybrid beamforming. While the signal is processed in digital domain

for digital beamforming, in analog beamforming, the signal is processed on set of analog RF/IF

components. As the name implies hybrid approach is implemented in both domains.

2
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Figure 1.1: Fully digital beamforming architecture

Digital flexibility in baseband processing allows better control on the formed beam via single

user, multi-user, or multi-cell precoding algorithms. As shown in Fig. 1.1, digital beamforming

algorithm would require a separate RF chain in each antenna path. Considering the wide-band

requirements of mmWave systems, ADC/DACs implemented in each RF chain should be able to

work in large dynamic range [20]. However, with the current technology, designing the TPs with

already expensive ADC/DACs and implementing upto 256 RF chains would be extremely cost

inefficient especially for dense deployment [19, 21].

In analog beamforming, the signal is processed in RF domain using network of phase

shifters and control circuit. Block diagram of this analog processing is shown in Fig. 1.2. Its

simple design is an immediate solution to overcome the hardware limitations on the hardware

complexity and power consumption of mmWave systems [20]. However, analog beamforming only

supports single stream transmission at a time.

3



…

𝑁𝑡𝑥

Data
RF Chain RF 

Precoder
𝒇𝑅𝐹

Figure 1.2: Analog only beamforming architecture

B
a

s
e

b
a

n
d

 P
r
o

c
e

s
s
o

r

RF Chain

RF Chain

…

𝑁𝑅𝐹

…

D
a

ta

𝑭𝐵𝐵 …

𝑁𝑡𝑥

…

𝑁𝑡𝑥

…
…

+

+

RF 
Precoder
𝒇𝑅𝐹
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Figure 1.4: Illustration of exhaustive search method

Hybrid approach is driven from digital beamforming aproach with the goal of reducing

required number of RF chains while providing similar performances [22]. Fig. 1.3 shows a block

diagram for hybrid architecture. Compared to RF beamforming, NRF number of RF chains could

support NRF parallel data streams, however each RF chain would require a separate phase shifter

network to implement RF beamforming. Further details on mmWave beamforming can be found

in [19].

1.1.2 Beam Association

In cellular communication, the network must be aware of the users in the coverage area.

Implementation of focused transmission with narrow beams requires more detailed awareness

within the coverage area, i.e. direction of available users. Therefore the TPs perform a periodical

scan using beam search algorithms to detect and synchronize on new users [23, 24]. Commonly

used search algorithms are exhaustive and iterative search algorithms.
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First Step Second Step

Figure 1.5: Illustration of iterative search method

In exhaustive search shown in Fig. 1.4, the user and TP makes trials on every possible

beam direction (for each beamforming precoder) and select the best. As the beams get narrower,

the required number of trials would increase and cause increased discovery delays. The iterative

approach shown in Fig. 1.5, would solve delay problem, since iterative search starts with wider

beams and get narrower to refine the scan in the best direction. Unfortunately, iterative search cannot

be implemented for analog beamforming with only phase shifter networks, since this algorithm

would require amplitude changes in precoder to manipulate beam width.

1.1.3 Transmission Points

Transmission points electrically steer/switch the high gain beams to identify and commu-

nicate with the users. An illustration of TP setup for mmWave can be given as in Fig 1.6. In the

figure, the TPs are designed to serve every direction and each antenna array assumed to serve 90◦

sectors. In the current design trend, large antenna arrays are capable to generate high gain narrow

beams and they are also designed to electronically change the direction of the beam to cover all
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Figure 1.6: An illustration of transmission points implementing beamforming in mmWave
networks.

the possible directions. Therefore, the hardware complexity increases to provide narrower beams.

With the goal of serving surrounding users from one point, the beams are required to be settled as

quickly as possible from one user to another. Thus a seamless transmission can be achieved [25] to

chance active beam in time.

Dense deployment and expectation of few number of users per cell implies that mmwave

links will be established along a few direction at a time. In Figure 1.6, users are gathered towards a

certain directions within each sector. This might happen depending on changing channel conditions

and daily life events. While blockage (e.g. buildings) might prevent TP to communicate users

behind it, hotspot (e.g. stadium event) attracts more users to its locations. In this kind of situation

field of view (FoV) of electrical steering should be focused more towards the hotspot direction

while prevent utilizing resources towards the blockage. Thus, achieving 256 (even more) antennas

array gains would be more cost effective for dense deployment of the mmWave systems.
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Currently discussed/proposed approaches for mm-wave wireless network beam management

remain mostly impractical for implementing very narrow beams due to high cost associated with

constructing and deploying the needed TP and user hardware. For example, despite the physically

small wavelengths, high gain mm-wave antenna arrays (especially those operating below 60 GHz)

are not suitable for on-chip integration due to their relatively large physical size. Above 60 GHz,

wafer-scale integration of mm-wave antennas [26,27] continues to be a challenge and a major cost

driver due to the need for a large number of antenna elements to realize the high gain apertures.

Silicon-based phased arrays potentially reduce system development to commercial timescales.

A number of bottlenecks, however, affect feasibility of the latter topologies in addition to the

aforementioned footprint concerns. Specifically, low-resistivity substrates of mainstream silicon

processes preclude on-chip integration of an efficient antenna, rendering the off-chip radiator as

the only practical option, while potentially introducing routing parasitics on typical array platforms

(e.g. bond wires between the chips and a holder PCB). Moreover, RF circuit design becomes

more challenging as the carrier frequencies extend into the mm-wave region due to several factors

such as reduced gain of analog circuits, pronounced effects of device/interconnect parasitics, wide

channel bandwidth requirements, and increased sensitivity to process, bias voltage and temperature.

Consequently, deployment of mm-wave networks within the mass-scale, communications market

necessitates joint network and hardware innovations that complement each other.

1.2 Dissertation Outline

1.2.1 Lens Antenna Subarrays in mmWave Hybrid MIMO Systems

Data rate and energy efficiency performance of mmWave wireless communication systems

consisting of a new lens antenna subarray (LAS) based hybrid multiple-input-multiple-output

(MIMO) architecture is investigated. LAS architecture simplifies hardware requirements and lowers

the cost by reducing the number of phase shifters while potentially maintaining near identical beam-

steering and gain capabilities with respect to the traditional hybrid MIMO architecture (TA). The

LAS architecture degenerates into TA or single lens antenna array architecture (SLA) when the
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lens diameter of the subarray is reduced or enlarged, respectively. It is shown that under mmWave

channel scattering conditions, LAS architecture operates with a data rate approaching that of TA

while significantly exceeding the data rate of the SLA. Due to the reduced hardware complexity and

power consumption, LAS architectures operate with a significantly improved energy efficiency. In

an example system consisting of 64 and 16 transmitter and receiver antennas with 2 RF chains, it is

shown that the LAS architecture operates with 2× energy efficiency and 98% spectrum efficiency.

In a larger hybrid MIMO antenna systems, LAS architecture is expected to benefit even more.

1.2.2 Dynamic Sidelobe Multiplexing in Beamspace MIMO Systems

Recent studies on multiplexing concept over beamspace MIMO can reduce the need for

using phase shifters while keeping the directivity performance at similar levels. Thus, beamspace

MIMO provides cost-effective and simple hardware designs for millimeter-wave (mmWave) sys-

tems. However, the number of users/streams that can be supported at the same time-frequency

resource is limited to the number of radio-frequency (RF) chains. In this letter, to overcome this

restriction, dynamic sidelobe multiplexing (DSM) algorithm is proposed. The proposed multiplex-

ing technique precodes the transmitted data over transmitter beams in order to open up a new path

to the receiver. Therefore, the proposed method provides an opportunity to exceed the limits of

conventional hardware usage in beamspace MIMO. The numerical results show that the proposed

approach enhance the system performance for more than 50% compared to conventional beamspace

MIMO techniques.

1.2.3 Joint Approach to Beam Optimization and User Association

Efficiently managed user-cell association is important for self-optimization of communi-

cation networks. Edge user performance and fairness of the service quality can be improved by

offloading heavily loaded cells to neighboring cells. In this paper, an algorithm for joint opti-

mization of antenna parameters with load balancing is presented to distribute users to cells while

9



optimizing the antenna parameters. The proposed approach does not only change the serving

range of each cell but also re-assign users to cells for effective system capacity. The performance

evaluations show that the presented approach increases the edge user capacity by 27% compared

to conventional approach.

1.2.4 Mobility Performance of Macrocell-Assisted Small Cells in Manhattan Model

Macrocell-assisted small cell concepts, such as “Phantom cell concept” and “soft cell

concept”, have been proposed previously for interference management, flexible cell planning, and

energy saving in dense small cell deployments. These concepts require macrocell involvement

to improve links between small cell and user. Since target implementation areas of the concepts

are crowded urban areas (e.g. downtown New York City) to satisfy the data need, more realistic

simulations are needed to be implemented compared to conventional evaluations. In this paper, as a

new approach to urban area LTE simulations, Manhattan grid layout is presented and implemented

for mobility performance of Macrocell-assisted small Cell concept. The results show that the

macrocell involvement to improve mobility performance gives a great advantage compared to using

the conventional mobility solution for dense small cell deployments.

1.2.5 Arraymetrics: Authentication Through Chaotic Antenna Array Geometries

Advances in computing have resulted in an emerging need for multi-factor authentication us-

ing an amalgamation of cryptographic and physical keys. This letter presents a novel authentication

approach using a combination of signal and antenna activation sequences, and most importantly,

perturbed antenna array geometries. Possible degrees of freedom in perturbing antenna array

geometries affected physical properties and their detection are presented. Channel estimation for

the plurality of validly authorized arrays is discussed. Accuracy is investigated as a function of

SNR and number of authorized arrays. It is observed that the proposed authentication scheme

can provide 1% false authentication rate at 10 dB SNR, while it is achieving less than 1% missed

authentication rates.
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1.2.6 RF Circuit Implementation of a Real-Time Frequency Spread Emulator

Despite their reliability, on-site measurements are time-consuming and costly actions for

the evaluation of new devices. Channel emulators are widely utilized measurement instruments to

generate desired environmental channel effects in laboratory environments. Within these instru-

ments, baseband emulators are expensive, and reverberation chambers provide limited control of the

channel. However, radio frequency (RF) circuit implementation of channel emulators provides an

affordable and an easy tool to test performances of new systems and methods under different channel

effects. In this study, a new RF domain Doppler emulator, which is compact and easy to control, is

presented for measuring signal characteristics under frequency dispersive channel conditions. The

circuit has been implemented using variable attenuators, switches, and power splitters to emulate

Doppler spread of air-ground channels, and the performance is evaluated through measurements. It

is observed that the emulator indeed generates the desired Doppler model close enough to replicate

environmental channels for mobile applications in laboratory environments.
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Chapter 2: Lens Antenna Subarrays in mmWave Hybrid MIMO Systems

Multimedia driven technologies and multifunctional wireless devices have pushed the ex-

isting wireless systems to their limits in traditionally utilized spectrum and increased the desire to

operate at higher frequency bands [7, 9]. FCC has already stepped forward and opened mmWave

band for future radio access [8]. It is well known that in mmWave bands, the communication signals

suffer from high propagation loss [12, 13]. On the other hand, as an important feature of mmWave

bands, the smaller wavelengths make it possible to practically pack a large number of antennas

with reasonable form factors. Thus, mmWave communication can provide directional transmission

with high gain antenna arrays. Beamforming algorithms are used to optimize transmission direc-

tion and overcome harsh channel conditions (i.e., high attenuation, blockage) [14–17]. Unlike the

lower frequency bands, cost and power consumption of hardware components in mmWave band

limits the widespread utilization of mmWave communication systems. This problem is further

exacerbated with the desire of including radio frequency (RF) chains and analog to digital (ADC)

/ digital to analog (DAC) converters per antenna element since high gain antenna arrays consist of

many elements. Thus, hybrid multiple input multiple output (MIMO) architecture that packs fewer

RF chains at the back of the high gain antenna array has attracted great interest over the recent

years [28].

Hybrid MIMO architecture prevents usage of many RF chains and ADC/DACs [19,28–31].

Although number of RF chains are less than the number of antenna elements, the complexity

and power consumption of hybrid MIMO architecture continues to be challenging for hardware

implementations due to need for large number of analog RF components (e.g. phase shifters).

The implementation and power consumption challenges increase for larger antenna arrays such

as 256 antenna elements [20] or more to satisfy necessary system performance. In addition to
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hardware complexity and cost, recent studies demonstrate that the DC power consumed by the

phase shifters (and their variable gain amplifiers) becomes critical [32, 33]. This problem is

exacerbated in the traditional hybrid MIMO architecture (TA) since the number of phase shifters

becomes multiple of the number of RF chains and antennas employed within the architecture.

Therefore, several alternative architectures that reduce the total number of phase shifters have

been recently investigated with regards to their spectrum and energy efficiencies [33]. These

alternative architectures have reduced the total number of phase shifters with combinations of

replacing them with less power demanding RF switches, implementing different signal summation

paths, and grouping elements into smaller phased arrays. However, these investigations have shown

that although alternative architectures consume less power (due to the removal of phase shifters),

they operate with less spectrum efficiency. Hence, the energy efficiency (i.e. data rate / power

consumption) have remained very similar to the traditional hybrid MIMO architecture (TA) [33].

A different approach to the problem is presented in [34, 35] using a few bit ADC receivers, where

in the receiver a cost efficient ADC with less number of quantization levels is implemented.

The main issue with the proposed alternative hybrid MIMO architectures in [33] is related

to their inability to generate the same antenna gain and similar beamforming as TA could do. For

example, one classical approach for reducing the total number of phase shifters in a phased antenna

array is the subarraying technique [36]. However, classical subarraying significantly reduces the

beam steering range that can be achieved without grating lobes. Consequently, although the subarray

may operate as well as a TA in line-of-sight (LOS) communications falling within a narrow scan

range, it cannot provide a large scan range and demonstrate full capability to constructively add

the multipath scattering with optimum coefficients. On the other hand, single lens antenna array

architecture (SLA) provides a similar capability to TA. They consist of an electrically large lens

with antenna elements placed at the focal plane. Switching the excitation element also switches

the radiated beam. The beam is high in gain and can be steered over a large angle. Since beam

steering is performed with switches, hardware implementation is simplified and power consumption

is reduced, typically at the expense of a larger antenna structure. Consequently, a number of studies
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have proposed usage of SLAs in mmWave wireless communication systems [37–41]. Reference [37]

investigates SLA with 1 RF chain for mmWave systems. In [38], SLA supporting RF chains that are

much fewer in number than the total number of antennas is investigated for MIMO communications.

Reference [42] provides multi-user extension to the SLA. In [40], pre-compensation of path delays

is proposed to implement low complexity single carrier transmission. In [41], wide band beam

selection algorithm is presented to improve sum-rate of the system.

The main drawbacks of SLAs can be considered to be their larger size and limitation for

the beamforming precoding. In SLA, an RF chain gets connected to only one antenna element at

a given time. In multipath environment, this prevents to implement a precoder/combiner that will

optimize the shape of the beam and related coefficients to constructively combine signals arriving

from multipaths. Hence, SLA is expected to underperform in spectrum efficiency in a multipath

environment. In this chapter, we propose to investigate spectrum and energy efficiency of a recently

introduced architecture: lens antenna subarrays (LAS) [43, 44]. LAS architecture is shown in Fig.

2.1 and compared to the TA with Fig. 2.2. Signal from an RF chain (out of a total of NRF chains)

gets connected to L discrete lenses after passing from a phase shifter. Within the lens, the signal gets

delivered to an antenna element by a RF switch network. The total number of antennas is N where

M = N/L denotes the number of antennas per lens. The total physical footprint of the lenses are

approximately equal to the physical size of the half-wave spaced N antenna elements so that the TA

and LAS architectures exhibit similar antenna gains. The total number of phase shifters are reduced

by a factor of M. However, despite this reduction, each LAS maintains electronic beam-steering

capability. Hence, the LAS architecture can potentially provide similar beam steering range with

the TA and SLA. In fact, one can consider LAS architecture to be degenerating into a TA and
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Figure 2.1: Lens antenna subarray (LAS) hybrid MIMO architecture.

SLA with the choices of M = 1 and M = N, respectively. Power consumption is expected to

be reduced as M increases towards the SLA, however, this will negatively impact the spectrum

efficiency in multipath environments. In contrast, reducing M will increase power consumption,

but also increase its spectrum efficiency.

In this chapter, we demonstrate for the first time that the proper choice of M can be utilized to

obtain a better energy efficiency (i.e. data rate per power consumption) in mmWave communication

systems as opposed to the conventional wisdom of using TA or SLA. Contributions of this chapter

can be summarized as

• For the first time, spectrum and energy efficiency of LAS architecture is investigated.

• Multiple stream and multiple RF chain scenarios for the LAS architecture are presented.

• The LAS architecture is evaluated with exhaustive search search algorithms to prove its

capabilities.
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Figure 2.2: Traditional hybrid MIMO architecture (TA).

• The performance of the LAS architecture is investigated within varying scattering environ-

ments to demonstrate its capabilities over SLA.

Section II describes the LAS architecture, wireless channel model, and system model. Section

III demonstrates the performance of LAS architecture. Specifically by considering a mmWave

propagation channel which consist of 6 clusters with 8 rays per cluster, it is shown that a mmWave

system employing LAS architecture in its transmitter and receiver can operate with 2× energy

efficiency and 98% spectrum efficiency as compared to usage of TA.

Throughout this chapter, matrices are denoted by bold uppercase letters (e.g. A), and

vectors are denoted by bold lowercase letters (e.g. a). AH and aT denote the Hermitian (conjugate

transpose) of matrix A and regular transpose operation of a, respectively.
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2.1 System Model

2.1.1 Lens Antenna Subarray (LAS)

Dividing a large phased antenna array into subarrays for reducing the total number of phase

shifters and simplifying the back-end electronics is a well-recognized concept [36]. In this case,

array factor (AF) of the antenna can be written as AF = AFp AFs, where AFp and AFs stand for

the primary and secondary AFs corresponding to the subarray and array of subarrays, respectively.

The absence of phase shifters causes AFp to lose its electronic beam-steering capability, while

AFs exhibits grating lobes due to the large spacing among the subarrays. Consequently, for large

scan angles, grating lobes of AFs enter into the visible range and cause a limited scan range

with large side lobe levels (SLLs). Overlapping and interlacing subarrays improves scan range

and SLL [36, 45]. However, these techniques still underperform in comparison to the traditional

phased arrays. Additionally, these techniques present implementation challenges. For example,

overlapping requires smaller inter-element spacing and multiple RF crossings in the feed network

– not easily scalable to mmWaves. Amplitude control and randomization of subarray antenna

grouping are promising to enhance performance [46], but scan range is still well below the traditional

phased array. Importantly, amplitude control is performed with variable gain amplifiers – implying

significant power consumption for massive MIMO arrays [47].

LAS architecture places microwave lenses over the subarrays. Antenna elements of the

subarray are located in the focal plane of the lens. Consequently, each antenna within the subarray

becomes associated with a beam pointed towards a different angular direction. The LAS architecture

therefore necessitates to include a switch network per a subarray as well to perform antenna selection

based on desired angular beam direction. These architectural modifications allows AFp to gain its

electronic beam-steering capability. Hence, AFp AFs can perform without issues of grating lobes

when AFp and AFs are properly steered through the switch network and phase shifter included
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under each lens. Due to AFp gaining electronic beam-steering capability, LAS based antenna offers

a large scan range as compared to other subarray techniques. The LAS architecture is flexible for

making trade-offs between the total number of switches and phase shifters by adjusting the number

of antennas placed under each lens (L).

LAS architecture is presented in Fig. 2.1. In a particular LAS architecture example, the

variables were selected as N = 20 antenna elements, L = 5 lenses, M = N/L = 4, NRF = 1 and

radiation performance was investigated [43]. This was a 1D linear array implementation of the LAS

architecture. It was designed with the objectives of meeting the radiation efficiency and aperture

efficiency (i.e. half-power beamwidth (HPBW)) performance of a traditional N = 20 element λ/2

spaced 1D linear phased antenna array (i.e. > 15 dBi gain, and 80% radiation efficiency based on

full wave simulation of traditional array). These objectives were met with an SLL below 9 dB and

scan range of ±37.5◦. In [48], this concept was extended to 2D beam steering by using extended

hemispherical dielectric lenses with variables selected as N = 119 antenna elements, L = 7 lenses,

M = N/L = 17, and NRF = 1. The antenna operated with 19.8 dBi gain, 10◦ degree HPBW, SLL

below −9.7 dB, and a scan range approaching ±45◦. As shown in the table provided in [48], LAS

architecture significantly enhances the scan range over other subarrays.

Typically, TAs operate with scan ranges of ±45◦ and can approach to ±60◦ with careful

design considerations (such as suppression of surface waves). As a new architecture, LAS architec-

ture may have potential to match this scan range in future and has already demonstrated ≈ ±45◦.

Therefore, in the system analysis, scan range of TA and LAS architectures will be treated as equal

to each other as ±45◦.

Uniform TAs operate with −13 dB SLL. LAS architecture is already shown to provide

≈ −10 dB SLL in recent publications [43, 48]. In addition, antenna gain obtained from LAS

architecture is shown to be comparable to that of the TA. Due to the low level of SLL and on-going

research in the design of LAS architectures towards improving performance, system analysis will

treat the SLL level of LAS to be equal of TA for simplicity. Under equal SLL, equal scan range,

and equal HPBW assumption, the radiated beam from a LAS architecture consisting of M antennas
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will be equal to the beam radiated by M element half-wavelength spaced TA. Therefore, in the

system analysis, the LAS can be replaced with a M element TA with beam steering vector of

Am = [e−jπMsin(θm), e−jπ(M−1)sin(θm), . . . , ejπMsin(θm)]T , (2.1)

where θm = π/4 − (m − 1)π/2/(M − 1) is the direction of the radiating beam from LAS while

m = 1, 2, ...M indicates the antenna selected with the switch network. Radiated beam directions

from the LAS architecture takes discrete values due to the discrete number of antenna elements.

Location of these elements are designed to generate beams with equal θ spacing.

2.1.2 System Model

We assume that the LAS architecture shown in Fig. 2.1 is used in a single-user mmWave

system. The transmitter with Nt antennas, Lt lenses, NRF
t chains transmits Ns data streams to the

receiver with Nr antennas, Lr lenses, NRF
r chains where Ns ≤ NRF

t ≤ Nt and Ns ≤ NRF
r ≤ Nr.

Based on hybrid beamforming equations given in [31], and considering narrowband frequency-flat

channel model, the received signal can be given as

r =
√

ρHFs + n (2.2)

where r is the Nr × 1 received signal vector, H is the Nr × Nt channel matrix, F is the Nt × Ns

precoder matrix, s is the Ns × 1 transmitted data, ρ is average received power and n is the vector

of independent and identically distributed complex N(0, σn) noise.

The high propagation loss characteristics of mmWave channel causes limited scattering in

the environment. Therefore, narrowband clustered channel model is more accurate for mmWave

systems [15, 49–51]. Using the clustered channel model, channel matrix H can be expressed as

summation of scattering components which consist of Ncl number of clusters and Nray number of
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rays in each cluster. Considering that, the channel matrix H can be written as

H =

√︄
NtNr

Ncl Nray

Ncl

∑
i=1

Nray

∑
k=1

αi,kar(φi,k)aH
t (θi,k), (2.3)

where αi,k is the complex gain of the kth ray in the ith cluster, at(θi,k) is the transmit antenna array

response vector which is evaluated for θi,k departure angle of kth ray in the ith cluster, ar(φi,k) is the

receiver antenna array response vector which is evaluated for φi,k arrival angle of kth ray in the ith

cluster. The N element array vector for TAs can be expressed as

a(θi,k) =
[

1 . . . e−j2πnsin(θ) . . . e−j2π(N−1)sin(θ)

]T
. (2.4)

Since the receiver implements a hybrid combiner W to the received signal, the processed

received signal vector can be written as

y =
√

ρWHHFs + WHn (2.5)

where W is the Nr × Ns receiver combining matrix. Considering FLens transmitter lens effect and

hybrid precoding matrices, the precoding matrix F can be expanded as

F = Fmt
LensFRFFBB, (2.6)
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where mt represents 1 × Lt vector of selected antenna indexes under each lens at the transmitter,

Fmt
Lens is the Nt × Lt lens antenna effect, FRF is the Lt × NRF

t RF precoder using phase shifters at

the transmitter, and FBB is the NRF
t × Ns digital precoder. Each column of Fmt

Lens matrix consist of

zeros and Am. It can be expressed as

Fmt
Lens =



Amt(1) 0Mx1 . . . 0Mx1

0Mx1 Amt(2) 0Mx1

... . . .

0Mx1 . . . 0Mx1 Amt(Lt)


NtxLt

. (2.7)

The zeros in the matrix indicates that there is no contribution between subarrays to their individual

beams that they generate. For a clear understanding of Fmt
Lens an example matrix with M = 3, L = 2,

and N = ML = 6 can be given as

Fmt
Lens =



ejπMsin(−π/4) 0

1 0

e−jπMsin(−π/4) 0

0 1

0 1

0 1


(2.8)

where mt is selected as [3, 2] which means that first LAS is excited by the 3rd antenna element

radiating towards θ3 = −π/4 while second LAS is excited by the 2nd antenna element radiating

towards θ2 = 0. Similarly, the combining matrix W can be written as

W = Wmr
LensWRFWBB, (2.9)
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where mr represents vector of selected antenna indexes under each lens at the receiver, and Wmr
Lens

is the Nr × Lr lens antenna effect, WRF is the Lr × NRF
r RF combiner using phase shifters at the

receiver, and WBB is the NRF
r × Ns digital domain combining matrix.Wmr

Lens matrix can also be

formed similarly to Fmt
Lens matrix by replacing transmitter domain variables with receiver domain

variables.

Equation (2.5) represents all the antenna, RF processing, and digital processing of the

system consisting of LAS architecture. Using this equation, the link throughput of the system can

be calculated similarly to [31] as

R = log2

(
INs +

ρ

Ns
R−1

n WHHFF∗H∗W
)

. (2.10)

where IN is Ns × Ns identity matrix, Rn = σ2WHW is the noise covariance matrix after combining.

However, finding an optimal precoding and combining matrices of {Fmt
Lens, FRF, FBB, Wmr

Lens, WRF,

WBB} is unlikely due to the non-convex constrains on {Fmt
Lens, FRF, Wmr

Lens, WRF}. Thus, to

show the performance of proposed LAS concept, exhaustive search has been implemented during

performance analysis to find efficient precoding and combining matrices.

2.2 Performance Analysis

In this section, we first provide a power consumption model for TA and LAS architecture.

Subsequently, we investigate spectrum efficiency of these architectures with the system model

presented in previous section. Finally, we evaluate the energy efficiency using the ratio of spectrum

efficiency and power consumption.
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2.2.1 Power Consumption

Power consumption in traditional and alternative hybrid MIMO architectures has been

investigated [33,52] by considering the number of total hardware components (e.g. phase shifters,

switches) and typical power consumption expected from these components. Reference [33] also

presents a survey of hardware components developed for 60 GHz band applications. A wide range

of power consumption values are typically observed and power consumption of particular hardware

is selected based on certain justifications such as average value and expected trend in future years.

We take a similar approach at the component level to evaluate and compare the power consumption

of the LAS architecture and TA. First, these architectures are compared by assuming a single RF

chain and ADC/DAC, i.e. architectures in Fig. 2.1 with NRF = 1. We set the desired effective

isotropic radiated power (EIRP) to 45 dBm based on existing/expected standards. We calculate

the peak broadside gain of the traditional linear antenna array (GTA) by assuming a 90% aperture

efficiency (ηTA) as

GTA = (4π/λ2)ApηTA, (2.11)

where Ap stands for the footprint area. Ap is linearly proportional to the element number N and

element spacing d that is taken as d = λ/2 with λ representing the free space wavelength. The

aperture efficiency of extended hemispherical or slab dielectric lenses used in [43, 48] can be as

high as patch antenna arrays when compared with respect to the “footprint of lens base (= Ap)”.

Due to the lens/air mismatch and attractiveness of using low-cost (but with slightly higher loss)

materials such as Acrynolitrile Butadiene Styrene (ABS) in 3D printing, aperture efficiency of LAS

(ηLAS) is set to 80% and its gain is evaluated as

GLAS = (4π/λ2)ApηLAS. (2.12)
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To be similar with the antenna presented in [43], we set frequency to 38 GHz and take physical

aperture area as Ap = (N ∗ 4) ∗ 4 mm2, where 4 mm is a rounded value for the half of the free

space wavelength λ = 7.8947 mm.

To achieve the desired EIRP (given in dBm), the total RF power that must be transmitted

from the antenna elements can be expressed as

PTA
Tx

= 100.1EIRP/GTA (2.13)

PLAS
Tx

= 100.1EIRP/GLAS (2.14)

For the TA architecture consisting of single RF chain (NRF = 1), the number of phase shifters is

equal to the total number of antenna elements (i.e. NPS = N). By representing the efficiency of

the transmit amplifier with ηPA, DC power consumption of a phase shifter with PPS and DC power

consumption of an RF chain connected to ADC/DAC with PC, the expression for the DC power

consumption of TA becomes

PTAt = PTA
Tx

/ηPA + NPPS + PC. (2.15)

In this equation, the insertion loss (IL) of N-way power dividers within the architecture is not

modeled as in [33]. LAS architecture can potentially provide further advantage in this perspective

since switches also perform power division. Phase shifters are in general implemented as active or

passive devices. Passive phase shifters exhibit negligible power consumption, however, they are in

need of amplifier to compensate for their high losses.

For the LAS architecture consisting of single RF chain (NRF = 1), equation (2.15) must

be modified to account for IL and DC power consumption of the switch network. The switch

network performs single pole multiple throw functionality. It can be implemented in various

ways depending on choice of M in architecture. Here, we consider using SP2T, SP4T, and SP8T

switches for M = 4, 8, and 16. We assume the switch network’s loss as ILSW = ` ∗ 1 dB,
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Figure 2.3: Power consumption of Lens Antenna Subarray (LAS) and Traditional (TA) hybrid
MIMO architectures with single RF chain.

where ` stands for the number of switches in series within the network. The IL introduced by the

SP2T implementations will be higher due to the need for using multiple switches in series. For

example, SP4T and SP8T switch functionalities can be implemented with a total of NSW = 3 and

NSW = 7 SP2T switches, ILSW of 2 dB and 3 dB, since ` = 2 and ` = 3 for these implementations,

respectively. Accounting for the switches, the DC power consumption of the LAS architecture

becomes

PLASt =
PLAS

Tx

ηPAηSW
+ LPPS + LNSW PSW + PC. (2.16)

where ηSW = 10(−ILSW/10) stands for the efficiency of the switch network and PSW represents the

DC power consumption of the switch. The curves shown in Fig. 2.3 are generated with ηPA = 0.2,

PPS = 30 mW, and PC = 220mW. As in [33, 53], PC is taken significantly higher than PPS. PPS

is based on commercially available phase shifters. PSW is taken significantly lower as PSP2T = 10

mW. For power consumption of larger throw switches, we use PSP4T = 20 mW and PSP8T = 40

mW. Fig. 2.3 demonstrates that for small arrays with N < 30, the efficiency of amplifiers dominate

the power consumption. However, for larger arrays, power consumption in control components is
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the dominant contributor and larger lenses with more multiple throw switches offer better power

savings. Different power consumption assumptions for the components produces similar trends

demonstrating that large antenna arrays will benefit from the LAS architecture in terms of total

power consumption.

Equations (2.15) and (2.16) can be generalized to multiple RF chains as

PNRF

TAt
=

PTA
Tx

ηPA
+ NRFNPPS + NRFPC, (2.17)

PNRF

LASt
= PLAS

Tx
/(ηPAηSW) + NRFLPPS

+NRFLNSW PSW + NRFPC.
(2.18)

Fig. 2.4 depicts that the TA power consumption becomes heavily dominated by the phase

shifters with increasing NRF. For instance, for N = 64 the power consumption for NRF = 4 and

NRF = 8 TA are 9 W and 18 W, respectively. Significant power savings can be achieved by the LAS

architecture even in small array settings. For example, the power consumption ratio between TA

and LAS architecture is > 2 : 1 for N = 64 and NRF = 8 when LAS architecture is implemented

with M = 16 elements per lens, L = N/M = 4 lenses and SP4T switches.

Receiving architectures will employ low noise amplifiers (LNAs) at the antenna elements.

Therefore, the power consumption model can be expressed by replacing transmitted RF power

related quantities in equations (2.17) and (2.18) with LNA power consumption PLNA as

PNRF

TAr
= NPLNA + NRFNPPS + NRFPC, (2.19)

PNRF

LASr
= NPLNA + NRFLPPS

+NRFLNSW PSW + NRFPC.
(2.20)

Fig. 2.5 shows PNRF

TAr
and PNRF

LASr
as a function of N and NRF with PLNA = 20 mW [33]. It is

observed that for multiple RF chains, the LAS architecture again presents significant reduction in

power consumption.
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Figure 2.6: Spectrum efficiency of LAS and TA architectures with single RF chain when receiver
is equipped with omni-directional antenna.

2.2.2 Spectrum and Energy Efficiency

To evaluate the performance of the TA and LAS architecture, a scattering propagation

channel is assumed. The propagation environment is modeled consisting of Ncl = 6 clusters with

Nray = 8 rays per cluster which are distributed on azimuth angles with Laplacian distribution as

already utilized to model mmWave wireless communications in [49, 50]. For simplicity, all the

clusters are assumed to have equal powers. The angular spread at both transmitter and receiver are

distributed with the same variance. The channel is assumed to be known. The channel estimation

can be performed with similar approaches presented in [33,54,55], but LAS may potentially benefit

from a different channel estimation approach and this is beyond the scope of this manuscript. SNR

is calculated as SNR = ρ/σ2
n. Finally, all the reported results are averaged over 500 random channel

realizations.
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Figure 2.7: Energy efficiency of LAS and TA architectures with single RF chain when receiver is
equipped with omni-directional antenna.

Fig. 2.6 and Fig. 2.7 show the spectrum and energy efficiency performances for NRF = 1

scenario employing a transmitter consisting of Nt = 64 antenna elements while the receiver is

equipped with an omni-directional antenna. When compared to SLA (L = 1), which can be

referred as conventional beamspace MIMO, the LAS architecture provides increased spectrum

efficiency. Specifically, the spectrum efficiency is improved by 15%, 24%, and 28% for L = 4,

L = 8, and L = 16, respectively at SNR = 5dB. Due to its reduced precoding capability, the LAS

architecture cannot reach to the spectrum efficiency performance of the TA which improves by 41%

as compared to the SLA. However, these values still implies that spectrum efficiency of the LAS

architecture is within 91% of TA for L = 16. Despite this minimal penalty in spectrum efficiency,

the LAS architecture outperforms all other architectures in energy efficiency as seen in Fig. 2.7.

Specifically, the energy efficiency of the LAS architecture is 161% of the TA for L = 16. It is

important to note that the best energy efficient architecture in Fig. 2.7 is with L = 8 with 194%

of the TA, showing the importance of making a careful trade-off between precoding gain and and

power consumption in the LAS architecture design.
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Figure 2.8: Spectrum efficiency of LAS and TA architectures with multiple RF chains and data
streams. For LAS modeling, both transmitter and receiver are equipped with LAS.

Fig. 2.8 and Fig. 2.9 show the spectrum and energy efficiency performances for multiple RF

chain scenarios. Transmitter is assumed to employ Nt = 64 antenna elements, and Lt = 16 lenses

with NRF
t = 8 RF chains. Receiver is assumed to be equipped with Nr = 16 antenna elements,

Lr = 4 lenses, and NRF
r = 4 RF chains. The system is evaluated for 1 and 2 simultaneous streaming

data cases to evaluate multiplexing effects as well. As seen in Fig. 2.8, the LAS architecture

performs within 89% and 98% of the spectrum efficiency of the TA for 1 and 2 streaming data

cases, respectively. Based on Fig. 2.9, energy efficiency of the LAS architecture is significantly

better than the TA. Specifically, energy efficiency of the LAS architecture is 181% and 198% of

that of the TA.

Fig. 2.10 and Fig. 2.11 show the performance under different scattering channel scenarios

when NRF = 1. A rich scattering channel is implemented with Ncl = 12 clusters and Nray = 16 rays

per cluster, while a poor scattering channel is implemented as Ncl = 2 clusters and Nray = 2 rays

per cluster. These selections can be interpreted as if the rich channel has 192 and the poor channel

has 4 scatterers, respectively. As seen in Fig. 2.10 the LAS architecture performs better in a poor
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Figure 2.9: Energy efficiency of LAS and TA architectures with multiple RF chains and data
streams. For LAS modeling, both transmitter and receiver are equipped with LAS.

scattering environment as compared to a rich scattering environment. Its performance gets even

closer to the TA in poor scattering channel conditions. This observation is also true for the SLA.

However, both LAS architecture and TA outperforms the SLA in rich and poor scattering channels.

Most importantly, it is observed that SLA suffers the most in a rich scattering environment, while

the LAS architecture still can perform close to a TA within 90% of spectrum efficiency for L = 16.

Fig. 2.10 also shows that the LAS architecture slightly performs worse in a rich scattering channel

as compared to poor scattering channel. This is related to the limited precoding capability of

the architecture as compared to TA. When the signal arrives from too many multipath directions,

the LAS architecture will not be able to adapt the antenna gain pattern as flexibly as TA can do.

The pattern created by an antenna group (i.e. M elements) behind a lens cannot be optimized by

changing antenna coefficients. Only the pattern direction can be changed by selecting the antenna

element exciting the lens. Due to this reason, the SLA suffers most as it does not exhibit any

precoding capability since all antenna elements are behind the lens with no capability of pattern

optimization by changing antenna coefficients.
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Figure 2.10: Spectrum efficiency of LAS and TA architectures for rich and poor channel
scaterring scenarios when receiver is equipped with omni-directional antenna.

Fig. 2.11 shows that the energy efficiency of the LAS architecture again outperforms the TA

approach by about 100% in rich or poor scattering channel conditions. This is again due to the close

spectrum efficiency between the two architectures, but significantly reduced power consumption in

the LAS architecture. Finally, Table 2.1 presents the summary of the observations that has been

made during the performance evaluation of the LAS architecture throughout this manuscript.

2.3 Conclusion

Spectrum and energy efficiencies of mmWave wireless communication systems consisting

of a new lens antenna subarray (LAS) based hybrid multiple input multiple output (MIMO) archi-

tecture were investigated. The LAS architecture was shown to provide improved energy efficiency

while providing similar spectrum efficiency to the traditional hybrid MIMO architecture (TA). For

example in a system with Ns = 2 data stream transmissions, employing LAS architecture at the

transmitter (Nt = 64 antennas, Lt = 16 lenses, NRF
t = 8 RF chains) and at the receiver (Nr = 16

antennas, Lr = 4 lenses, NRF
r = 4 RF chains) provides 98% of the data rate that can be achieved
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Figure 2.11: Energy efficiency of LAS and TA architectures for rich and poor channel scaterring
scenarios when receiver is equipped with omni-directional antenna.

by the TA. On the other hand, in this scenario, the LAS architecture operates with 194% energy

efficiency of the TA. As compared to single lens antenna array architecture (SLA), the LAS archi-

tecture provides significant advantages in data rate and energy efficiency particularly in scatttering

channel conditions that will be observed in mmWave bands. The presented system model used

exhaustive search for precoding/combiner matrices and channel estimation was not performed.

Future work will consider LAS architecture specific channel estimation and precoder/combiner

estimation algorithms to investigate the performance towards practical system implementations.

Multi-user scenarios will also be investigated along with antenna hardware implementations.
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Table 2.1: Performance comparison of LAS architecture with TA when SNR = 5 dB, see Section
III.A for power consumption model and assumptions, Lt = 8 for NRF

t = 1 and Lt = 16 for
NRF

t = 8.

(bits/s/Hz) Nt = 64 TA SLA LAS
(This Work)

Ns = 1 8.33 5.89 7.29
Data Rate NRF

t = 1 71% of TA 88% of TA
Ns = 2 24.76 - 24.16
NRF

t = 8 98% of TA
Energy Ns = 1 3.2 4.8 6.2
Efficiency NRF

t = 1 150% of TA 194% of TA
(per Watt) Ns = 2 2.05 - 4.05

NRF
t = 8 198% of TA

Poor Ns = 1 8.21 7.25 7.8
Channel NRF

t = 1 88% of TA 95% of TA
Rich Ns = 1 8.33 5.89 7.29
Channel NRF

t = 1 71% of TA 88% of TA
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Chapter 3: Dynamic Sidelobe Multiplexing in Beamspace MIMO Systems1

The tremendous growth in communication systems has already filled up the traditional

microwave spectrum. Still growing interest in data greedy wireless applications made the cellular

industry to seek new frequencies for utilization of next-generation wireless technologies [2, 3].

mmWave communication becomes a promising technology to support wireless systems for larger

bandwidth and higher data rates in 5G networks [4–6].

MIMO and mmWave integration has been estimated as one of the key technologies in

5G wireless communication systems to compensate for the severe path loss [57]. However, as

each antenna element in MIMO systems requires one devoted radio frequency (RF) chain, the

hardware complexity and energy consumption become excessive with large number of antenna

elements [58]. Investigations in [37, 59] show that beamspace MIMO can provide an efficient

solution for this problem. The implementation of electromagnetic lenses in beamspace MIMO,

replaces phase shifters with switches which increases energy efficiency. The direction of the

generated beam is controlled by switching between the antenna apertures placed on the focal

plane of the lens. Beamforming with the lens antenna array is not only a cost-efficient solution

but also achieves similar directivity gain with simplified hardware [38]. Thus, lens antennas

show a promising future in mmWave systems [58]. [60, 61] present studies on beam tracking

and beam selection for effective communication in beamspace MIMO. [62] provides a channel

estimation scheme based on a reliable support detection which is proposed to overcome exhaustive

overhead processing of the beamspace MIMO channel. According to these above-mentioned

works [38, 60–62], the number of users/streams that can be supported at the same time-frequency

resource is limited with the number of RF chains in conventional multiplexing of beamspace MIMO

1This chapter was published in [56]. Permission is included in Appendix A.
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Figure 3.1: System model for beamspace MIMO architecture.

systems. To overcome this limitation, [63, 64] propose the concept of non-orthogonal multiple

access (NOMA) with beamspace MIMO. Following this work, [65] presents power allocation

method for beamspace MIMO-NOMA systems using sequential convex approximation with energy-

efficiency goal. Similarly, [66] proposes user clustering for further enhancement in energy and

spectrum efficiency, while a precoding technique is used inside each cluster to reduce the inter-

user and inter-beam interferences. [67] introduces another NOMA variant which is called layered

division multiplexing (LDM) to integrate mmWave MIMO system with full-duplex device-to-

device communications in order to implement broadcast and unicast services. [68] indicates that

clustering a few users on a single beam with small bandwidth to implement NOMA limits its

potential on energy efficiency, and proposes a beam splitting scheme to serve more users located

in different beam coverage.

Despite the advantages of the aforementioned studies, the conventional transmitter systems

should provide at least the same number of transmitting beams and RF chains as the number

of multipath streams [37, 38]. In order to relieve the system from this constrain, we propose a

novel multiplexing method, called Dynamic Sidelobe Multiplexing (DSM), that allows additional
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data streams to be multiplexed and reconstructed. The main contribution of the proposed DSM

method is to introduce additional receiver beams to open up new paths to receive the additional

streams that is transmitted under the main signal. Due to multipath effects of the environment, the

signal gathered on the additional beams are not only from main lobes of the transmitted beams

but also from the sidelobes. Therefore, in the proposed DSM method, the Tx and Rx beams are

dynamically selected to maximize the goal function, i.e. capacity and signal-to-interference-plus-

noise-ratio (SINR). Compared to conventional beamspace MIMO, numerical results show that the

DSM technique can provide more than 50% spectral efficiency enhancement at high SNR).

3.1 System Model

In this chapter, we consider a typical mmWave beamspace MIMO system with capability of

establishing links through multiple beams. As illustrated in Fig. 3.1, the transmitter and receiver are

equipped with lens antenna array (LAA) with Vt, Vr antenna elements, respectively. To represent

multiple input and multiple output, the received noisy signal can be written in a matrix form as

y = Hx + n, (3.1)

where x = [x1, x2, . . . , xZt]
T is the transmitted signal vector over the beams while (·)T denotes

transposition. n is noise vector where each element is independent and has zero mean complex

Gaussian distribution with covariance of σn. H is narrowband multipath geometrical channel

matrix, and it is in [4] given as

H =
P

∑
i=1

giar(θi,A)aH
t (θi,D), (3.2)

where P is the number of resolvable channel paths, gi is the complex channel coefficient on each ith

path, θA is angle of arrival (AoA), and θD is angle of departure (AoD). at and ar are the steering

vector of the transmitter and receiver, respectively, where (·)H denotes Hermitian transposition.
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In the beamspace MIMO model, the LAA components as shown in Fig. 3.1, are located in

the focal region of electromagnetic lens [38], and they follow the condition of

sin(φ) =
vj

Dj
, vj ∈ Vj, (3.3)

where φ is the angle of antenna element relative to the x-axis, and vj denotes the selected antenna

index at transmitter/receiver j ∈ {t, r} for vj = 1, 2, ..., Vj. The column elements of the steering

vector aj can be given as

aj(θl) =
√︃

(Dj) sinc(vj − Dj sin(θl)), vj ∈ Vj, (3.4)

where D = D/λc is the lens antenna dimension D normalized by carrier wavelength λc, and

l ∈ {D, A}. Note that the number of antenna V depends on D such as V = b2Dc + 1 where b·c

is the floor function. The "sinc" function formula in (3.4) represents the angle-dependent energy

focusing property of LAA as it has been shown in [38].

Using (3.4), the elements h(vr, vt) of channel matrix H represent the channel coefficient

from transmitting antenna vt ∈ Vt to receiving antenna vr ∈ Vr and can be given as

h(vr, vt) = ∑P
i=1 gi

√︁
(DrDt)

× sinc(vr − Dr sin(θi,A))

× sinc(vt − Dt sin(θi,D)).

(3.5)

Accordingly, the received signal on the mth antenna can be summed through active transmission

antennas as

ymth = ∑
vactive

t

y(vt, vr = m), (3.6)

where

y(vt, vr) = xvt hk(vt, vr) + n. (3.7)
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3.2 The Proposed DSM Method

In order to improve the spectral efficiency in beamspace MIMO systems, we propose a

dynamic multiplexing algorithm using the sidelobe radiation on beam. The goal of the proposed

DSM algorithm is to transmit more number of data streams (Ns) than the available RF chains

(Zt) at the transmitter (Ns > Zt). In the algorithm, the transmitted data streams are processed

based on an algorithm similar to power domain NOMA implementation. To be able to receive

the transmitted data streams, the receiver should have same or greater number of RF chains than

the streams (Zr > Ns). Thus, a cost efficient transmitter (i.e. user equipment (UE)) can be able

to transmit more data streams than its original capabilities to a more powerful receiver (i.e. base

station (BS)).

To clearly explain the DSM method, it is assumed that the transmitter has two RF chains,

while the receiver has three. The method can be easily applied to the systems with (Zt, Zr) RF

chains by arranging them into groups, where each group has two transmitted RF chains and three

received RF chains.

At the transmitter, three data streams s1, s2, s3 precoded into two transmitted signals x1, x2

using the following equation

x1 = s1
√

γ1 + s3
√

1 − γ1,

x2 = s2
√

γ2 + s3
√

1 − γ2,
(3.8)

where γ ∈ (0, 1) defines power ratio between the data streams. Each signal is transmitted over

an antenna aperture which defines a beam through a narrowband multipath geometrical channel as

given in (3.2).

In order to receive the multiple data stream, the receiver is implemented to utilize same

number of RF chains as the stream, which is three-RF chains in this particular example. While the

first two chains are receiving ym1 and ym2 through matching Tx beams with Rx beams, the third

chain receives ym3 through a third receiver beam. Since the third beam does not have a matching

beam at the transmitter, it is expected to receive power from sidelobes of the transmitter beams

as well as main lobes due to multipath channel effects. The received signal at the receiver can be
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expressed as 
ym1

ym2

ym3

 =


hm1,k1 hm1,k2

hm2,k1 hm2,k2

hm3,k1 hm3,k2


x1

x2

 +


nm1

nm2

nm3

 , (3.9)

where m ∈ Vr and k ∈ Vt are the activated received and transmitted antenna indexes, respectfully.

The channel coefficient between the selected antenna apertures can be easily defined using (3.5), as

hm,k = h(vr = m, vt = k). (3.10)

At the receiver, successive interference cancellation (SIC) is applied to ensure a minimum

sum link capacity in the presence of the interference between the data streams, as well, improving

the SINR for other signals [69, 70]. Assuming perfect channel estimation, the received first two

signal ym1 and ym2 are demodulated under the interference of s3 to get s1 and s2 data streams,

respectively, as in

s̃1 = demod(ym1),

s̃2 = demod(ym2).
(3.11)

Then, these demodulated data streams are used to remove interference from the third received signal

ym3 by subtracting them for the demodulation of s3 as in

s̃3 = demod(ym3 − s̃1hm3,k1

√
γ1 − s̃2hm3,k2

√
γ2). (3.12)

Consequently, the capacity of each data stream depends on its SINR can be expressed as

R =
Ns

∑
q=1

log2(1 + SINRq), (3.13)
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where the SINR can be given as

SINRq =
γq|hmq ,kq |2

∑b 6=q γb|h(mq ,kb)|2+ ∑b(1−γb)|h(mq ,kb)|2+σ2
n

, q ≤ 2,

∑b(1−γb)|h(mq ,kb)|2
σ2

n
, q > 2,

(3.14)

where q ∈ {1, 2, 3} is the transmitted stream index, and b ∈ {1, 2} is transmitted signal index. In

order to maximize the total capacity over all the streams, (3.13) can be optimized as

γ, m, k = arg max
γ,m,k

R(γ, m, k), (3.15)

where γ = [γ1, γ2], m = [m1, m2, m3], and k = [k1, k2].

Other than the capacity maximization given in (3.15), the parameters can be optimized to

provide fair SINR over each stream. The fairness can be provided as

γ, m, k = arg max
γ,m,k

Ns

∏
q=1

SINRq(γ, m, k). (3.16)

Joint maximization problems in (3.15) and (3.16) is a complex problem. In order to simplify

this problem and follow a more practical approach, the transmitter beam indexes k and receiver

beam indexes m can be selected to maximize received power for each stream by maximizing the

channel gains as follow

{m1, k1} = arg maxm1,k1 |hm1,k1 |
2,

{m2, k2} = arg maxm2,k2 |hm2,k2 |2,

m3 = arg maxm3 |hm3,k1 |
2+|hm3,k2 |2.

(3.17)

Following the selection of k and m, γ can be optimized using (3.15) or (3.16).
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Figure 3.2: Spectral efficiency vs SNR with capacity optimization.

3.3 Numerical Results

In order to evaluate the performance of the proposed DSM method, Monte Carlo simulations

have been performed. In the simulations, Zt = 2, Zr = 3, Vt = 8, and Vr = 16 are assumed. Two

signals x1 and x2 are transmitted over a mmWave channel that is assumed to have P = 48 resolvable

paths consists of randomly generated six multipath clusters and each cluster has randomly generated

eight rays [4]. The dash lines in Fig. 3.2, Fig. 3.3, and Fig. 3.4 represent the conventional

multiplexing method in mmWave beamspace MIMO system, refers to conventional method, while

the solid lines represent the proposed DSM method, refers to proposed method.

In Fig. 3.2, the spectral efficiency results of proposed DSM method with capacity goal is

presented. The results are compared with the conventional method in different antenna element

sizes, i.e. Vt = 8, Vr = 8 and Vt = 8, Vr = 16 over different SNRs. Quantitatively, the proposed

DSM method has about 50% enhancement over the conventional multiplexing method at 5 dB SNR.

The trend of this enhancement increases as the SNR increases in the system. Since the conventional

method is affected by interference between beams, it converges towards a performance ceil. It is

also noticed that increasing the antenna elements can improve the efficiency.
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Figure 3.3: Spectral efficiency vs SNR with SINR optimization.

Similarly, Fig. 3.3 shows the spectral efficiency of the proposed DSM method compared to

the conventional multiplexing method. However, this time the γ, m, k parameters are selected using

(3.16). The figure clearly shows that despite the performance degradation the proposed algorithm

can still double the spectral efficiency at high SNR. For example, at 10 SNR value, the proposed

DSM method achieved 12 and 9 bits/s/Hz efficiency for Vt = 8, Vr = 8 and Vt = 8, Vr = 16,

respectively, while the conventional multiplexing method can provide around 4 and 6 bits/s/Hz

efficiency.

The spectral efficiency versus SNR for individual data stream s1, s2, and s3 is shown in

Fig. 3.4 for Vt = 4 and Vr = 8. In the figure, each stream is represented with lines which are

seperated by their mark and color. It can be noticed that with small degradation in the s1 and s2

data streams performance, s3 gained a great enhancement on the spectral efficiency and resulted

total performance to be improved.
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Figure 3.4: Spectral efficiency of each individual streams vs SNR for Vt = 4, Vr = 8.

3.4 Conclusion

In this chapter, a dynamic multiplexing approach has been proposed for the mmWave

beamspace MIMO systems to break the restriction of the conventional multiplexing in mmWave

beamspace MIMO scheme that can only serve one user/data-stream for each transmitted beam at the

same time-frequency resources. In the proposed approach, the data is precoded at the transmitter

to transmit over an insufficient number of beams while receiving a sufficient number of beams at

the receiver. Such a method can be advantageous in systems where the transmitter needs to be low

cost (i.e. UE) while the receiver can have more complex hardware (i.e. BS). Thus, considering

UE and BS example, using the proposed method the communication network can provide higher

speeds of uplink data or it can simply reuse the extra uplink resources for some other purpose.
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Chapter 4: Joint Approach to Beam Optimization and User Association2

Tremendous growth on capabilities of mobile devices increased the variety of application

and their requirements. In the past, only voice applications were available for mobile devices, the

current trend has been advancing toward more innovative applications like high definition video

conference, cloud computing/storage. The requirements of those applications, e.g. high data rate,

low delay, drive wireless technology to become more efficient. Self-optimization methods for

wireless communication networks, has been presented to continuously provide efficient system

performance for varying conditions [72].

Load balancing is a self-optimization method to adapt serving area of cells to relieve heavily

loaded cells. The desired effect on service area can be introduced by changing the transmission

power, antenna parameters, or both [72]. Also, forced handover without any adaptation on the

deployment parameters is a load balancing option. [73] presents antenna tilt adaptation for hetero-

geneous networks to relief the heavy load on hotspots. In the presented adaptation algorithm, each

cell optimizes antenna tilt parameter individually to change service area. With the inspiration of

bubble pressure dynamics, a bubble oscillation algorithm is proposed in [74] for load balancing.

The pressure in the bubble is represented by the traffic, and the volume is seen as the coverage

area of each cell. The authors suggest that by oscillating the bubbles, balance in the load can be

achieved. However, in this approach, frequent changes on coverage increases handover rates and it

may cause problems in the network. [75] proposes connection request blocking to direct users to

2This chapter was published in [71]. Permission is included in Appendix A.
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light loaded cells. In [76], a centralized scheduler for load balancing is presented. The scheduler

receives the available channel measurements between user and each base station, and assigns a

serving cell for each user to maximize capacity. Therefore, the serving cell might change for each

scheduling period which requires heavy coordination between cells.

Studies in [77, 78] show that the optimum antenna parameters (antenna tilt and vertical

beamwidth) change with the range of the cell. Therefore, individual optimization of antenna

parameters for load balancing will also change effective range of neighboring cells. This necessitates

joint optimization between cells for efficient system performance. [79] presents the importance of

beam parameters and its effects on received. A joint optimization method for antenna tilt and

horizontal beam parameters is presented in [80]. However, this method does not consider user-cell

association as a parameter in the optimization process. The user-cell association plays an important

role in load distribution of the network.

In this chapter, we present a method to optimize antenna parameters such as antenna tilt,

vertical and horizontal beam width. Despite the conventional approaches the presented method

optimize the goal function for target of joint optimal state/setting of antenna parameters and user-

cell association. Using different goal functions, the approach can be targeted to maximize edge user

performance, user fairness, total capacity, or other system targets. When targeting for maximum

edge user performance or user fairness, the developed algorithm flow aims to distribute user/traffic

to available cells evenly and deriving an optimal serving range for the cell by adapting their antenna

parameters, jointly. In other word, the presented approach does not only change the serving range

of each cell but also re-assign users to cells for maximum gain. Thus, it provides load balancing

while also optimizing antenna parameters.

4.1 System Model

We consider a wireless communication system with multiple base stations. The target system

could be, but not limited to 3GPP-LTE with small cells. For simplicity, downlink transmission is

assumed. Achievable capacity for each user can be written in terms of associated users with cell,

bandwidth and SINR as
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γi = ∑
j∈B

xij
Bj

Nj
log (1 + αij) (4.1)

where i ∈ U represents each user, j ∈ B indicates base station index, xij is the logic indicator of

user-cell association, Nj shows the total number of users associated with the cell j, Bj represents

available bandwidth for each cell, and αij is the SINR of user i. SINR is formulated as

αij =
Pij

∑j∈B(1 − xij)Pi,j + σn
(4.2)

where Pi,j is the received power from jth cell to user i, and σn is represented as noise power. The

received power can be modeled in terms of user location, omni directional received power, and

transmitter antenna beam pattern to represent only the antenna effects on the equation [81]. Thus,

the received power becomes

Pij = 10[Kij+β(θij)]/10 (4.3)

β(θij) = −min

20, 12

(
θij − φj

∆φj

)2
 , (4.4)

where Kij represents the omni directional received power in dB, β(θu,j) is antenna pattern gain, ∆φj

and φj are the parameters of jth base station for 3 dB beamwidth and antenna tilt, respectively.

Total capacity of the system can be written as,

Γ = ∑
i∈U

γi (4.5)
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4.2 Proposed Method

In our utility function, we target edge users to increase performance. Therefore, the utility

function of the problem can be written as,

U (φ, ∆φ, x) = ∑
k∈K

γk, (4.6)

U (φ, ∆φ, x) = ∑
k∈K

{
∑
j∈B

xkj
Bj

Nj

[
log ( ∑

m∈B

Pkm + σn) − log ( ∑
m∈B

(1 − xkm)Pkm)

]}
(4.7)

where K ⊂ U represents the index numbers of minimum 5 %-tile users. Using (4.1) and (4.2)

utility function can be driven as (4.7). A closed form solution to maximization of (4.7) is hard to

find. Therefore, an iterative greedy algorithm can be implemented to get closer to a local optimum.

The iteration can be given as,

Aj(t + 1) = arg
Aj

maxU (φ, ∆φ, x) ∀j ∈ B (4.8)

xij = arg
xij

maxU (A, x), ∀j ∈ B∀i ∈ U (4.9)

where antenna parameters Aj = {φj, ∆φj} is selected from a set of predefined antenna settings.

The implementation of the method can be described as in following steps:

• Initial deployment has fixed antenna parameters (e.g. φ = 15◦, ∆φ = 10◦ ) for all the cells

• For each user, pick a cell to connect by maximizing (4.1),

• Iterate following steps for several times

– For each cell,

∗ For each possible antenna setting,

· Calculate new received signal powers to each user by (4.3).
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Figure 4.1: Conventional approach for load balancing and antenna optimization

· Re-associate all the users to maximize (4.1).

· Determine 5%-tile of user throughputs.

∗ Select the antenna settings that maximizes the objective.

∗ Renew all the related parameters for the selected antenna setting.

• Do transmission with selected antenna setting and cell-user association until the next mea-

surement period.

The presented algorithm requires high computational power for big networks or implemen-

tation clusters, since it requires power calculations for each cell and antenna settings. However,

the results clearly show that the joint approach to the problem gives increased performance results

compared to conventional methods. The algorithm can be run with a fixed vertical beamwidth to

decrease the computational requirement by reducing the number of possible antenna settings.
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Figure 4.2: Proposed approach for load balancing and antenna optimization

Fig. 4.1 and Fig. 4.2 show conventional and the proposed approach to the problem in

algorithm flow. For the both approaches, the system measures the state of users at first as initial to

the algorithms. Then, in the conventional approach, users are assigned to cells and antenna beam

is optimized, consecutively. In another conventional approach, first the heavily loaded cell reduces

its range by changing antenna properties and let the users hand over to other cells. In the proposed

approach user association and antenna parameters are optimized, jointly. This is done by a brute

force search for each possible antenna setting and it‘s optimized user-cell association. According

to simulation results which are provided in the following section, the proposed approach show

significant gain compared to conventional approach.
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Table 4.1: Simulation Parameters

Parameter Description

Network Topology 19 hexagonal Macro cells wrapped around
Small Cells 12 small cells/ Macro cell

Inter-site distance 150m
Individual Users 20 per Macro Cell, Uniformly distributed

Hot spots Uniformly distributed 4 groups of 20 users
Path loss model PL = 72 + 29.2 log10(d)

Lognormal Shadowing σ = 8.7 dB
Transmit Power 30 dBm

4.3 Performance Evaluation

In order to show effectiveness of the proposed algorithm, system level simulations for LTE

small cell deployment has been performed based on simulation parameters provided in [81]. Under

19 hexagonal cell layout with 500 m inter-site distance, 12 small cells uniformly distributed to each

cell. Also, in total 100 users are deployed to each cell. 20 of them are uniformly distributed and

the rest of the users are deployed in groups of 20 to represent heavy load.

The user throughput and SINR results are shown for 5 different scenarios. The first

scenario, fixed antenna w/o load balancing, shows the results for the system where a fixed antenna

with optimized settings have been used without any load balancing algorithm. In this scenario

the users are associated to the cell which sends the most powerful signal. In the second scenario,

fixed antenna, the users are associated with cells to maximize (4.1) and the system has the same

antenna settings as the first scenario (φ = 15◦, ∆φ = 10◦ ). The third scenario, adaptive antenna,

shows results for the system where both antenna parameter adaptation and load balancing separately

implemented to emulate conventional approach. The system first associate users to cells to maximize

capacity then for this user-cell association the antenna parameters for each cell are optimized. The

last two scenarios present the results for the proposed joint approach. While the fourth scenario

keeps vertical beamwidth fixed and adapts only antenna tilt in the optimization, the fifth scenario

adapts vertical beamwidth and antenna tilts.
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Figure 4.3: Cumulative distribution of achievable capacity that can be accomplished by each user.

Fig. 4.3 illustrates cumulative distribution of achievable capacity of each user. As it can

be seen from the figure, the proposed algorithm increases the performance for edge users (5%-tile)

and median users (50%-tile). A conventional system with no load balancing algorithm shows

120 kbps and 510 kbps user throughput for edge and median users, respectively. For second and

third scenario which can be seen as conventional approach to load balancing problem, the results

indicate about 220 kbps and 630 kbps capacity. The proposed approach provides 280 kbps and 720

kbps capacity which shows about 116% and 27% gain for edge users against first and third system

scenario, respectively.

Fig. 4.4 shows cumulative distribution of user SINRs. As it can be seen from the figure,

the SINR change is not significant in the proposed system, since the SINR is used in the objective

function. Compared to first scenario, the edge users’ SINR dropped from -4 dB to -5 dB, while the

median users’ SINR remains same at 3 dB.
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Figure 4.4: Cumulative distribution of average SINR that can be provided to each user.

4.4 Conclusion

The importance of joint approach to load balancing and range optimization has been inves-

tigated with the proposed algorithm. The results show that the joint approach can increase total

system capacity and edge user capacity by optimizing user assignments to cells and cell ranges,

jointly. Edge users observed 27% capacity gain against its counterpart. The required high compu-

tation power can be reduced by fixing the vertical beamwidth. SINRs performance of the system

also investigated and it is seen that the proposed approach does not affect SINR, dramatically.

53



Chapter 5: Mobility Performance of Macrocell-Assisted Small Cells in Manhattan Models3

Tremendous development on mobile devices increased their requirements from wireless net-

works with advanced applications, e.g. high definition video conference, cloud computing/storage.

These requirements, e.g. high data rate, low delay, drive wireless technology to develop further

and to work efficiently. Small cell network is a good candidate to provide the requirements in

the future [83]. 3rd generation partnership project (3GPP) has initialized a workshop on Long

Term Evolution (LTE) Release 12 to clarify a path to future technologies [84]. Among the various

candidate technologies, enhanced small cells attract interest from the majority of companies. 3GPP

also released a technical report on the scenarios and requirements of small cell enhancement [85].

Low power short range cell deployments under macrocell coverage have been proposed

in the literature to increase total system capacity. In [86], street micro cells are presented, and

their signal propagation is investigated. In [83], current problems of small cell deployments and

research areas have been discussed. Despite their capability to provide high system capacity, small

cells have mobility and interference problems. The deployment of small cells will result in serious

interference with neighbor cells (macrocells in co-channel deployments and small cells in small cell

dedicated carrier deployments) because of the frequently repeated usage of resources. Also, when

user equipment (UE) moves through the network, dense small cells (more than 10 small cells per

macro cell) can increase the number of handovers (HOs) and HO failures compared to conventional

macrocell deployments. This significantly increases cell planning, management, and optimization

efforts due to a large number of HO points.

3This chapter was published in [82]. Permission is included in Appendix A.
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To improve interference management, flexible cell planning, and energy saving, macrocell-

assisted small cell concepts, such as Phantom Cell and soft cell are proposed in the literature. In [87],

the soft small cells are part of the macrocell and share the same system information with the macro

cell. The control signaling can be transmitted from the macrocell and the small cell simultaneously,

and this results in an improved SINR through an over-the-air signal combination. In the Phantom

Cells concept [88], a massive number of small cells using higher frequency band are deployed. The

small cells only handle data traffic, and the macrocells handle all the control signaling. In both soft

cell and Phantom Cell conceptions, there is macrocell involvement to improve the link between the

small cell and its user. Since dense small cell networks can provide high data rates, these concepts

are good candidates to be implemented in crowded urban areas (e.g. downtown New York City).

Therefore, the Manhattan grid mobility model, which is widely used for urban areas, is suitable

to implement realistic simulations for this concept [89, 90]. In this chapter, The Manhattan grid

model is used to implement more realistic scenarios in LTE simulations. Macrocell performance

is investigated in the simulator, and the results are interpreted for small cell mobility.

Our main contribution consists of two parts. First, we improve the current LTE simulator for

macrocells by incorporating the Manhattan grid mobility model. The Manhattan grid is seamlessly

built upon the conventional hexagonal cell layout. Macrocell deployment and UE movement are

also specified. Path loss and shadow fading calculation for cells are also elaborated. Secondly, the

impact of UE mobility and macrocell location on HO failure and HO rate are thoroughly studied.

The simulation results show that macrocell performance highly depends on relative location of

neighboring cells and buildings. To improve performance, line-of-site (LOS) to non-line-of-

site (NLOS) transitions at the cell borders should be avoided while deploying macrocells.

5.1 Macrocell-Assisted Small Cell Concept

Macrocell-assisted small cells, called Phantom Cells are proposed in [88] for capacity

problem in high-traffic outdoor environments. In the Macrocell-assisted small Cell concept, the

C-plane/U-plane are split as shown in Fig. 5.1. One major advantage for this configuration is

the possibility of offering substantial capacity increase to an existing network at the same time
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Figure 5.1: Phantom cell C-plane/U-plane split

exploiting the reliable coverage and mobility performance of the macrocell layer. In the proposed

architecture, macrocell-assisted small cells are allocated with higher frequency bands while the

macrocells keep the existing band. Therefore, the C/U-plane split configuration allows for high

capacity connection with U-plane through the small cell (with more bandwidth), while the C-plane

is maintained by a more reliable macrocell layer. This configuration also allows operators to deploy

a small number of small cells in a sparse manner to boost the user experience at some specific high-

traffic spots, which is the case for the initial dense small cell deployment. Since the macrocell layer

keeps the reliable coverage and performance, fine cell planning, configuration, and optimization

efforts are not required in the small cell layer. For example the operators do not need to worry about

the coverage holes any more in the small cell layer. Furthermore, the total capacity can linearly

increase as the operators increase the number of cells. This easy-upgrade characteristic is very

important in terms of practical system development especially for higher frequency bands, since

achieving conventional full cellular coverage is very costly, bothersome, and almost impossible due

to poor propagation characteristic at high frequency.
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5.2 System Model

Manhattan grid layout and mobility model is assumed to investigate mobility in realistic

downtown scenario. The streets and the buildings are organized as in Fig. 5.2. Table 5.1 shows

a set of values for block parameters with 500m inter-site distance (ISD) of macrocells. The block

length-to-width ratio is chosen as
√

3/2 to fit the layout on hexagonal layout as in Fig. 5.3. The

model details are given in the following subsections.

Figure 5.2: Manhattan grid layout

Table 5.1: Block size and street width

Items Description
ISD of macro eNBs 500 m
Block length 110 m
Block width ≈ 93.3 m
Street width 15 m
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Figure 5.3: Macrocell deployment to the corner of buildings

5.2.1 Macrocell Deployment

To implement the Manhattan model, the conventional hexagonal cell layout has been fit

onto Manhattan blocks. Figure 5.3 gives a Manhattan grid layout for macrocell deployment, when

the macrocells are located at the corner of building (at the intersection). Macrocells are uniformly

deployed to fixed locations in a 19-cell cluster area with each of the macrocells containing 16

Manhattan blocks. The layout also wrapped around to provide continuity.

To analyze different deployment options macrocells can be also located on 4 different

locations. Figure 5.4 shows possible locations for macrocells. For each option, whole 19-cell grid

has been shifted to desired location.
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(a) At the center of the building (b) At the corner of the buiding

(c) At the north of the building (d) At the East of the building

Figure 5.4: Macrocell locations

5.2.2 User Deployment and Mobility

Users are randomly confined to streets with uniform distribution. There is no user in the

buildings. Users can move in horizontal or vertical directions. At the intersections, UE chooses a

direction to move. The probability of going straight is 0.5 and taking a left or right is 0.25 each.

Two speed options are implemented for users. To simulate pedestrian and vehicular mobility, 3

km/h and 50 km/h speeds are chosen as user speed, respectively.

5.2.3 Signal Propagation

The effects of terrestrial environment on signal propagation can be classified into three

types, i.e., the path loss, slow fading caused by shadowing from obstacles, and fast fading caused

by multipath effects. In this subsection, generation of path loss and shadowing in the Manhattan

grid is described.
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In the Manhattan grid, there are two conditions for the relative position between UE and

the Macro cell, i.e., LOS, NLOS that affect the distance loss. Figs. 5.4 shows assumed LOS and

NLOS regions for different Macrocell locations. The path loss formulas for the LOS condition and

the NLOS condition are given in the urban macro (UMa) model (Table A1-2 in [91]).

In urban areas, shadow fading has the log-normal distribution, and changes slowly over the

period of use. When user moves, shadow fading has to be updated according to the autocorrelation

between shadow fading at the current user position and the next user position. Shadow fading is

generated and updated using the following steps:

1. N independent normal distributed random variables are created, i.e., x = [x1, x2, . . . , xN],

where N is the number of cells, xi ∼ N (0, 1), i = 1, 2, . . . , N.

2. The cross-correlation matrix Γ is constructed as follows:

Γ =



1 ρ12 · · · ρ1N

ρ21 1 · · · ρ2N
... ... . . . ...

ρN1 ρN2 · · · 1


, (5.1)

where ρij = 0.5 (i 6= j) is the correlation coefficient of the shadow fading between the radio

links i and j. Since Γ is a symmetric positive definite matrix, it can be decomposed into a

lower and upper triangular matrix by Cholesky decomposition technique, i.e., Γ = CTC and

C is an upper triangular matrix.

3. Shadow fading standard deviation is constructed in vector Σ = [σ1, σ2, . . . , σN], where σi is

the shadow fading standard deviation at link i, i = 1, 2, . . . , N. In UMa model (Table A1-2

in [91]), the standard deviation is 4 for the LOS condition and 6 for the NLOS condition. Let

y = [y1, y2, . . . , yN] = xCdiag(Σ). Then, yi will be the cross-correlated log-normal shadow

fading component for radio link i.
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4. When UE moves, the shadow fading components have to be updated. Let x be the independent

log-normal vector at the current position obtained in step 1) and x be the one at the future

position, which is ∆d away from the current position. According to the Gudmundson auto-

correlation model, the correlation between x and x is E[xTx] = diag([τ1, τ2, . . . , τN]), where

τi = e−
|∆d|
Di , i = 1, 2, . . . , N. (5.2)

According to the UMa model, Di = 37 m if link i is LOS and Di = 50 m if link i

is NLOS (TABLE A1-7 in [91]). Then, the update formula for ith component of x is

xi = τi ∗ xi +
√︃

1 − τ2
i ∗ zi, where zi ∼ N (0, 1) is independent of xi. xi will also be

normally distributed with mean 0 and variance 1.

5. The cross-correlated log-normal shadow fading vector y at the future position is updated to

be y = xCdiag(Σ).

6. Iterate over steps 4) and 5) throughout the simulation.

5.3 Performance Evaluation

This section presents mobility results for the Manhattan grid mobility model with urban

macrocells.

5.3.1 Simulation Setup

Table A1-2 in [91] is used as basic simulation settings. Additionally, Table 5.2 shows

mobility parameters implemented in the simulations. In order to simulate and analyze the infinite

cellular network using only one macrocell cluster, the wrap-around model in [92] is utilized. SINRs

and HO rate are used as the performance metric. Also, SINR just before the HO command is sent,

is observed to investigate HO failure. As a tentative failure threshold −8 dB SINR is used to find

out failure rate. Since SINR before HO is the last SINR value that user sees, it also shows the

minimum SINR.
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Table 5.2: Parameters for mobility performance evaluation

Items Description
Traffic load 100%
Multipath channel model Vehicular A
RSRP Measurement bandwidth 25 resource blocks
L1 measurement period 200 msec (5 samples)
Handover preparation (decision) delay 40 ms
Handover execution time 40 ms
SINR threshold for HO failure −8 dB
Time-to-trigger 160 msec
A3 offset 3 dB

5.3.2 Effect of Macrocell Location

In Fig. 5.5, cumulative distribution function (CDF) of SINR just before the HO is shown

for different locations of macrocell at 50 km/h user speed. As it can be seen from the figure, while

macrocells are located at the center or at the North, HO failure rate is about 3%. However, when

the macrocells are located at the corner or at the East, HO failure rate increases up to 25%. The

main reason for that difference can be explained by LOS to NLOS change at the border of a cell

as shown in Fig. 5.6. For corner and East location cases, when UE makes a turn towards the

target cell, LOS/NLOS condition changes and the received signal power from source cell drops,

dramatically. When macrocell is located at the center, LOS condition only occurs at the center area

as seen in Fig. 5.4(a). Therefore, sudden signal level drop at cell boarder does not occur for center

case. However, in the North side location case, when the LOS to NLOS change happens at the

border, it happens for both target cell and the source cell. Therefore, interference and signal power

level drop with similar rates which does not affect the mobility performance.

In summary, macrocell location, more specifically where the LOS/NLOS condition change

occur, affects the mobility performance in Manhattan grid model. That is, if the LOS/ NLOS

transitions occur in HO areas, the HO performance is degraded due to dramatic change on signal

levels for the source cell and target cell. It is noted that macrocells are more likely to be deployed

at the center of the building (Fig. 5.4(a)), but the other cases (Figs. 5.4(b), 5.4(c), 5.4(d)) can
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Figure 5.5: CDF of SINR Before handover for 50km/h

also be observed in actual deployments. The location based issues can be mitigated in a case-

by-case manner for cell optimization. For instance, HO points can be shifted by cell-specific HO

offset or cell coverage adjustment by antenna tilting to change HO area to avoid possible LOS

to NLOS transitions during HO. These problems caused by LOS/NLOS condition change can be

solved with better network planning and optimization. However, since small cells are deployed in

large numbers and randomly, this kind of effort can require more operational cost for small cells

compared to macrocells. Therefore, macrocell-assisted mobility management gains an interest to

reduce operational cost to provide good HO performance.

5.3.3 Effect of User Speed

In Fig. 5.7, CDF of SINR just before the HO is shown for different speeds, when macrocell

is located at the center or at the corner. As it can be seen from the figure, UE speed has a significant

impact on HO performance. When UE speed drops to 3 km/h, HO failure rate is also drops from 3%

to 0.1% and from 25% to 14% compared to 50 km/h for center and corner locations, respectively.
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Figure 5.6: Handover location

5.3.4 Overall System Performance

In Fig. 5.8 and Fig. 5.9, CDF plots of SINR for whole coverage area are shown for user

speed 3 km/h and 50 km/h, respectively. The figures indicate that the minimum user SINR is higher

than -5 dB, i.e. there are no coverage holes, in all the cases. It can also be seen that the median

user SINR (i.e. 50%-tile user) is around 6-7 dB for different locations. It indicates that location of

macrocell does not affect overall SINR performance.

5.3.5 Comparison between Macrocell Deployment and Small Cell Deployment

Table 5.3 shows a summary of HO performance results for macrocell deployment in Man-

hattan model and compares them with dense small cell deployments results. In the table HO

rate, HO failure rate and as a combination of these two, handover failure in time, are given for

4 different cases of macrocell deployment and for 2 different scenarios of small cell deployment.

The combination, handover failure, can be seen as connection loss rate because of mobility and

this loss requires users to re-establish connection with the network. When macrocell and small

cell deployments are compared for 50 km/h user speed, the handover rate is a little more than
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Figure 5.7: CDF of SINR Before handover for different speeds

doubled. This may be acceptable for some networks. However, connection loss rate for small

cells is more than 4 times and more than 30 times compared to macrocells located to center and

to corner, respectively. These results show the importance of macrocell cooperation for mobility

performance as it is introduced in [88].

5.4 Conclusions

Macrocell cooperation is expected to be implemented to improve interference and mobility

performance in dense small cells which are candidate solution for high data rate demanding urban

areas. Therefore, by implementing Manhattan grid layout, capability of macrocells to support small

cell mobility has been investigated for downtown environment of crowded cities. Macrocells are

placed on different locations to compare its effects. The results show that without a macrocell

support, dense small cells would require at least 4 times more re-connection load because of the

mobility problems. Compared to best case macrocell deployment this load requirement goes up to

30 times more. The results also show that there are location related problems for Manhattan model

due to LOS to NLOS transitions in HO area. These issues can be mitigated by network planning
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Figure 5.8: CDF of SINR for 3 km/h

and optimization methods. Implementation of such methods would be more practical for macrocell

deployment compared, since small cell deployments are random and in mass amount. Therefore,

we can say that macrocell cooperation with dense small cells gives a huge performance advantages

for mobility issues and network planning.
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Table 5.3: Handover performance

Case HO rate HO failure rate HO failure
[HOs/sec/user] [Fails/HO] [Fails/sec/user]

Macrocell,
3km/h,
Center

0.0058 0.001 5.8 x10−6

Macrocell,
3km/h,
Corner

0.0054 0.14 756 x10−6

Macrocell,
50km/h,
Center

0.0662 0.03 1986 x10−6

Macrocell,
50km/h,
Corner

0.0644 0.25 16600 x10−6

Small cell,
3km/h

0.0131 0.06 786 x10−6

Small cell,
50km/h

0.1478 0.45 66510 x10−6
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Chapter 6: Arraymetrics: Authentication Through Chaotic Antenna Array Geometries

The emergence of quantum computing has recently shown that currently used conventional

encryption techniques can be cracked with ease in the near future [93]. This pushed researchers

to finding new horizons that satisfy security requirements through the use of non-cryptographic

approaches [94], such as utilizing the physical layer (PHY) properties of the system [95] or machine

learning techniques [96] to infer presence of adversaries and defend accordingly. Quantum password

cracking aside, PHY authentication becomes critical in authenticating simplex broadcasts in which

cryptographic approaches cannot be utilized, such as spoofed global positioning system (GPS)

signals as in [97]. In [98], layered security approaches were investigated in detail , and were shown

to be redundant and inflexible for future network structures [99].

Authenticating UEs using their PHY characteristics in developing a PHY security approach

have been gaining traction [100]. The idea of extracting artifacts caused by imperfections in the

source network interface card to authenticate devices have been around for more than a decade [101].

Channel similarities in addition to the RF fingerprint of the device, of which recent extraction

advances is detailed in [102], are also utilized in the control-layer based authenticator designed

in [103], that aims to replace high-latency connections to remotely located authentication servers

with local verification among 5G heterogeneous network (HetNet) access points (APs).
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Antenna array geometry optimization literature has historically focused on designing

"smart" [104] or adaptive antenna arrays with improved far- or near-field spatiospectral local-

ization [105]; and is rich in this context. Although PHY security using multiple antennas was also

introduced more than a decade ago when signals received from MIMO transmitters are authenticated

using the spatiospectrotemporal correlation of the wireless channel in [106]. Despite the further

studies of PHY security of MIMO systems in [107, 108], the literature for PHY authentication for

this systems remains underdeveloped to date.

Physical layer security aspect of multiple antenna configurations were most recently eval-

uated to the extent of passive confidentiality and active availability attacks using massive MIMO

systems [109]. Recent developments in signal intelligence techniques for MIMO wireless com-

munications are surveyed in [110]. A secure receive spatial modulation scheme that randomizes

precoders but not antenna arrays is proposed in [111].

In this work, we propose a novel authentication scheme that combines chaotic antenna

array geometries with pseudorandom pilot sequences and antenna array activation sequences.

This novel approach combining all three allows unclonable authentication devices, even if the

adversaries eavesdrop the message exchange or figure out the unique antenna array geometry by

x-ray radiography. The accuracy and scalability of the approach is investigated. It is observed that

the proposed authentication scheme can provide 1% false authentication rate at 10 dB SNR, while

it is achieving less than 1% missed authentication rates.

The rest of this chapter is organized as follows: Section II provides the adopted system

model. Section III introduces the proposed chaotic and pseudorandom designs and briefly presents

their effects on the detection metrics. The detection performance results are shown in Section IV.

Finally, the chapter is concluded in Section V.
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Figure 6.1: Cumulative distribution of achievable capacity that can be accomplished by each user.

Throughout this chapter, vectors are represented using lowercase bold-face letters, matrices

are uppercase bold-face letters, and non-bold letters are used for scalars. The superscripts (·)H,

(.)−1 stand for the conjugate-transpose, and inverse operations, respectively. C represents the

complex numbers domain, ∼ CN
(
µ, σ2) corresponds to complex Gaussian distributed random

variable with mean µ and variance σ2, andU (a, b) corresponds to the uniformly distributed random

variable between a and b. ‖·‖ corresponds to the Euclidean norm, A � B and A � B correspond

to the Hadamard multiplication of matrices A and B and division of matrix A to B, respectively.

The authenticating device and the device being authenticated will hereinafter be referred

to as "Seraph" and "Neo", respectively, with subscripts ·s and ·n used to describe their respective

attributes.

Fig. 6.1 illustrates cumulative distribution of achievable capacity of each user. As it can

be seen from the figure, the proposed algorithm increases the performance for edge users (5%-tile)

and median users (50%-tile). A conventional system with no load balancing algorithm shows

120 kbps and 510 kbps user throughput for edge and median users, respectively. For second and
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Figure 6.2: Cumulative distribution of average SINR that can be provided to each user.

third scenario which can be seen as conventional approach to load balancing problem, the results

indicate about 220 kbps and 630 kbps capacity. The proposed approach provides 280 kbps and 720

kbps capacity which shows about 116% and 27% gain for edge users against first and third system

scenario, respectively.

Fig. 6.2 shows cumulative distribution of user SINRs. As it can be seen from the figure,

the SINR change is not significant in the proposed system, since the SINR is used in the objective

function. Compared to first scenario, the edge users’ SINR dropped from -4 dB to -5 dB, while the

median users’ SINR remains same at 3 dB.

6.1 System Model

The working principle of this system is similar to that of an active RFs identification (RFID)

tag. But, instead of the device-specific variation of binary load state or load impedance as a function

of time, it is assumed that Seraph has identified and saved the particular pilot sequence transmitted by

Neo, the particular antenna activation sequence used by Neo and the chaotic antenna array geometry

identifying Neo into an allowlist during a first encounter with Neo. This and subsequent sections

investigate ensuing encounters, during which Seraph authenticates Neo’s identity by simultaneously

71



verifying all attributes of Neo. The analysis further assumes that, as is the case with RFID tags,

Seraph and Neo are synchronized; and the wireless propagation channel between each antenna of

Seraph and Neo is representable in the form of a single tap over the utilized bandwidth without

loss of generality, is time-invariant throughout the transmission interval, and is known by Seraph

through readily available techniques.

Neo is equipped with Mn = Hn × Vn ∈ N antennae wherein Hn ∈ N and Vn ∈ N

correspond to the number of antennae on the horizontal and vertical edges of Neo’s 2D antenna array.

Neo’s 2D antenna array starts off as a standard λ0/2 spaced uniform linear antenna array (ULAA),

where λ0 is the free space wavelength at the center carrier frequency. Each antenna element starts

off as square patch antennae of edge length λg/2, where λg < λ0 is the guided wavelength at the

center carrier frequency, and each vertex of each antenna element is translated from its original

location as pm,α = p̄m,α + ux,m,α î + uy,m,α ĵ, where pm,α is the final coordinate of the α ∈ Z+
≤4th

the vertex of the m ∈ Z+
≤Mn

th antenna element, p̄m,α is the original coordinate thereof, ux,m,α and

uy,m,α are both ∼ U
(
−λg/4,

λ0 − λg

4

)
and denote the horizontal and vertical displacement of

the aforementioned vertex from its original location, respectively, and î and ĵ are the horizontal and

vertical unit length vectors, respectively. Furthermore, the joint probability density function (PDF)

for any two displacement satisfies fU
(
uβ0,m0,α0 , uβ1,m1,α1

)
= fU

(
uβ0,m,α0

)
fU
(
uβ1,m,α1

)
∀β0,1 ∈

{x, y}; m0,1 ∈ Z+
≤Mn

; α0,1 ∈ Z+
≤4. Note that by independently displacing all vertices in two

dimensions, each antenna element is translated, rotated, scaled or skewed chaotically from the

ULAA design. As a result, it is assumed that complex noise is introduced to Neo’s spatial signature

in the transmit direction of Ω [112] as

hn (Ω) =
h (Ω) + σhh̃ � et (Ω)√

2
, (6.1)
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wherein h (Ω) ∈ CMn×1 is the spatial signature of Neo’s nonmodified ULAA in the transmit

direction of Ω as described in [112, Eq. (7.24)] of which construction is not recited here due to

space constraints, σh ∈ R+ is the standard deviation thereof and corresponds to the positive square

root of the channel gain, et (Ω) ∈ CMn×1 is Neo’s nonmodified ULAAs unit spatial signature in

the transmit direction of Ω as described in [112, Eq. (7.25)], and h̃ ∈ CMn×1 is the introduced

chaotic noise of which each element is ∼ CN (0, 1) independent from others. Accordingly, we

will refer to Neo’s final ULAAs unit spatial signature in the transmit direction of Ω as

en (Ω) =

√
2hn (Ω)− h (Ω)

σh
� h̃. (6.2)

Each antenna is connected to an independent RF chain that is capable of carrying a complex

(IQ modulated) sinusoid pulse uncorrelated to those of other antennae. The reciprocal of the

duration of each pulse is analogous to widely known "baud rate" and is assumed constant, at least

for Neo, to ease practical aspects concerning transceiver implementation. Neo may also utilize

nonsinusoidal wavelets, or, further utilize plurality of wavelets wherein each signal element utilizes

a different wavelet for further scalability and security, but these are beyond the scope of this art

and will be considered in future works to maintain the work in hand concise. Neo transmits

the pilot sequence over Tn ∈ N baud intervals, and the pilot symbol modulating the sinusoid

transmitted from the m ∈ Z+
≤Mn

th antenna during the t ∈ Z+
≤Tn

th baud interval is given in the

mth row and tth column of the pilot matrix Xn ∈ CMn×T and denoted by Xn (m, t), wherein

∠Xn (m, t) ∼ U (−π, π) and

|Xn (m, t)| =


∼
√︁
U (0, 1) , νn,m,t ≥ νn

0 , o.w.
, (6.3)
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where νn,m,t ∼ U (0, 1) is a random variable that determines whether Neo’s mth antenna during

the tth baud interval and νn is Neo’s activation threshold that determines the antenna activation

probability; furthermore

fP (νn,m0,t0 , νn,m1,t1) = fP (νn,m0,t0) fP (νn,m1,t1) ∀m0, m1 ∈ Z+
≤Mn

; t0, t1 ∈ Z+
≤Tn

. (6.4)

A zero entry in Xn implies that no transmission occurs from that antenna during that baud interval.

Seraph is equipped with Ns ∈ N antennae that is formed in a nonmodified 2D ULAA,

and has the default spatial signature thereof. Accordingly, the channel matrix Hn ∈ CNs×Mn is

composed as done in [112, Eq. (7.56)], with the difference being the unit spatial signature in the

transmit direction of Ω term denoted by et (Ω) is replaced with en (Ω) derived in (6.2). The signal

received at Seraph’s n < Nsth antenna at the end of the t < Tnth baud interval is given on the nth

row and tth column of ys ∈ CNs×Tn , where

ys = HnXn + w, (6.5)

where w ∈ CNs×Tn is the additive white Gaussian noise (AWGN) matrix comprising independent

elements identically distributed with ∼ CN
(

0, (σh/γn)
2
)

wherein γn is Neo’s SNR.

6.2 Proposed Receiver

Since Seraph relies on random deviations of spatial signature, a detection algorithm for

Neo’s spatial signature deviation can be implemented to decide if the received signal is coming

from Neo or not. The detection algorithm can be derived by correlating Neo’s expected received

signal over ys. The correlation is calculated using

ρ = tr
(

Xn
HHn

Hys

)
. (6.6)
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As noise floor is sensitive to temperature and possible signal emission from imposters, the

noise variance, σ̂2
n ∈ R, is estimated by similarly correlating ys with any signature orthogonal to

that of Neo and all other possible authorized users. The detection metric β ∈ R is then given by

β =
ρ

σ̂2
n

. (6.7)

The detection metric is then compared to a threshold value (ψ). To minimize the error, one threshold

can be selected as half of the distance between two states as

ψe =
tr
(
Xn

HHn
HHnXn

)
2σ̂2

n
. (6.8)

However, ψe is not a good threshold for low SNR scenarios, which results in high false alarm

rates. To prevent that, a threshold (ψFA) can be precalculated to fix the false alarm probability to a

designed value. False alarm probability can be represented as

Pr (FA) = Pr (β > ψ|ys = w) (6.9)

which is ∼ N
(
0, tr

(
Xn

HHn
HHnXn

))
. The final threshold is found as the combination of both

thresholds as

ψ = max(ψe, ψFA) (6.10)

to improve the performance of the system. Performance analysis for a variety of false alarm

thresholds is presented in section 6.3.

6.3 Performance Analysis

To evaluate the proposed authentication method, link level simulations have been performed

under highly scattering Rayleigh channel. Seraph is assumed to have 512 antennas at all times,

while Neo may have different number of active antennas depending on ηn.
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Figure 6.3: Missed detection rate for various Mn and false alarm targets.

In fig. 6.3, missed detection rate of Neo’s signature is presented against SNR. The proposed

method fails to authenticate Neo with less than 1% probability at most at 13 dB SNR if Mn = 16

antennas are activated while Pr (FA) = 0.001. It is also seen that 1% misdetection probability

can be achieved when 8 dB SNR for both Mn = 16 and Mn = 128 active antennas with relaxed

FA requirement of Pr (FA) = 0.01. Lower rates are possible as the number of active antennas are

increased or false alarm probability requirement is relaxed.

fig. 6.4 shows false detection rates of Neo’s signature when Seraph is only receiving noise.

As it is seen from the figure, the desired FA rates of Pr (FA) = 0.001 and Pr (FA) = 0.01 are

closely achieved for SNR values upto 12 dB and 10 dB, respectively. After that SNR values the

secondary threshold of ψe becomes effective and improves the false alarm performance for Neo’s

signature detection algorithm.

The success rate of a random signature authentication is presented in fig. 6.5. In this

scenario, Seraph receives a signal from a transmitter which has a random signature that is different

than Neo’s signature. As seen in the figure, false detection performance shows similar behaviour

to the previous scenario where only noise is received by Seraph. Due increased signal power and
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Figure 6.4: False detection rate when receiving only noise, for various Mn and false alarm targets.

false alarm rates being fixed for noise only scenario, false authentication rates slightly increases

at around 10 dB SNR. Then similar to previous case, after SNR values of 12 dB and 10 dB for

Pr (FA) = 0.001 and Pr (FA) = 0.01, respectively, the secondary threshold of ψe becomes effective

and improves the false alarm performance.

6.4 Conclusion

A novel authentication approach combining chaotic antenna array geometries with signal

and antenna activation sequences has been presented. Possible degrees of freedom in perturbing

antenna array geometries, affected physical properties and their detection are presented. While

enforcing false alarm rate to be less than 1%, the proposed authentication method is able to provide

less than 1% missed detection rates above It is observed that the proposed authentication scheme

can provide 1% false authentication rate at 8 dB SNR. Practical approached to randomized chaotic

antenna array manufacturing and statistical signature distribution of the manufactured arrays can

be investigated as a future study.
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Figure 6.5: False detection rate when receiving signature from a random transmitter for various
Mn and false alarm targets and random transmitter’s SNR.
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Chapter 7: RF Circuit Implementation

of a Real-Time Frequency Spread Emulator4

On-site measurements provide reliable and realistic results for evaluation of prototype de-

vices. However, it is time-consuming and costly to execute, especially for air-ground communication

due to necessity of an airplane. In order to mitigate these challenges, measurement instruments that

generate desired environmental channel effects are widely utilized as channel emulators to facilitate

affordable evaluation and verification tool in the laboratory environments. Channel effects, i.e.

time dispersion, frequency dispersion, and additive noise, can be emulated using the measurement

instruments presented in the literature. [114] and [115] introduce hardware designs that add white

Gaussian noise to baseband signals. [116] proposes an infinite impulse response (IIR) filter that

introduces time varying channel to baseband signals. [117] presents a Doppler emulation method

with partially overlapping windows to overcome issues of finite response filters. [118] implements

Rayleigh fading channel using low computational resources on an FPGA board. [119–121] demon-

strate doubly dispersive emulators that affect the signal in time and frequency. The given emulator

approaches introduce channel effects on digital baseband signals to utilize flexibility. However,

baseband emulators require RF signal input to be down-converted, digitized, processed, and up-

converted again. Thus, the baseband emulators introduce high processing delays on top of their

complex structure and high cost. On the other side, RF domain channel emulators introduce chan-

nel effects to the signal without digitization or baseband conversion. [122] introduces an approach

using RF mixers to generate the time variation. [123] presents a method that controls coherence

4This chapter was published in [113]. Permission is included in Appendix A.
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time of the channel with stirrers in a reverberation chamber. Similarly, [124] presents a method to

manipulate the Doppler spread of a chamber. Because of their straightforward and simple design,

reverberation chambers require larger forms that may exceed a room, and they have limited control

over the emulated channel.

Complementing the RF circuit design for time dispersive effect of a channel presented

in [125], in this study generating frequency dispersion is focused. Thus, a doubly dispersive

channel emulator can be implemented by combining both studies. Although [122] already presents

a Doppler spread solution as an RF circuit, it requires a complicated process to generate desired

effects using the mixers. Similarly, [126] presents a design on single chip to generate channel

coefficients but applies them on a very narrow band signal. In this study, a simple novel Doppler

emulator design using variable attenuators, switches, and power splitters, is proposed to provide low-

cost and real-time solution with a small form factor. The channel variation has been implemented in

RF domain by manipulating the attenuation and switching between RF paths with different phases.

Therefore, the input RF signal does not need to pass through a costly conversion process into and

out of digital domain. The prototype circuit is designed to introduce Doppler spread of air-ground

channels. Experimental measurements have been performed to validate the circuit and the results

match with the desired environmental channel model.

7.1 Doppler Spread in Wireless Channels

A wireless channel can be modeled with its time varying impulse response as,

h(t) =
M−1

∑
i=0

αi(t)δ(t − εi) (7.1)

where αi and εi represents ith tap time varying channel coefficient and tap delay, respectively. The

channel coefficient α(t) is assumed to be wide sense stationary and the fading process for each

tap is modeled as a complex Gausian random process. The power spectral density (PSD) of this

process depends on mobility, environmental scatters of the transmitted signal and radiation pattern

of transmitter/receiver antenna. For air to ground communication, Doppler spectrum has been
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Figure 7.1: RF circuit block diagram

analyzed through theory and measurements in [127,128], and PSD of αi can be given as,

S( f ) =
G

B
√

π
exp

(
−(2 f 2)

B2

)
, (7.2)

where G represents path gain and B is the Doppler bandwidth. The Doppler Bandwidth can be

given as B = 2 fc(v/c)β sin γ, where fc, c, β, v, and γ represent the carrier frequency, speed of

light, rms surface slope, the vehicle ground velocity, and elevation angle, respectively. A typical

value for rms surface (β) can be given as 0.1 for sea surface [127].

7.2 Doppler Emulator Circuit Design

The Doppler spread effect introduces time varying scaling on the transmitted signal while

it passes through the channel. The equation representing this effect can be given as,

y(t) = α(t)x(t), (7.3)
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where y(t) and x(t) represent output and input RF signals, respectively. α(t) is the time varying

channel coefficient and its auto-correlation function can be written as,

Rα(τ) = IF{S( f )}, (7.4)

where IF{.} is inverse Fourier transform. For easier understanding of the circuit design, α coefficient

in (7.3) can be rewritten with its real and imaginary parts as,

α(t) = sign{real{α(t)}} × |real(α(t))|

+ j sign{imag{α(t)}} × |imag(α(t))|.
(7.5)

The designed circuit given in Fig. 7.1, multiples the input signal with α(t). The coefficients

are generated by filtering normally distributed complex noise sequence (n(t) ∼ N(0, 1)) with

desired correlation Rα(τ) given in (7.4). In the block diagram, the first component is a 2 way-

90° power splitter which has an output 90° phase-shifted related to the other output. The input

signal is divided into two paths by the first component and combined by the last. This process

reflects the real and imaginary terms in (7.5). In each path, switches together with Combiner-1,

introduce the signature of real and imaginary terms by adding 0° or 180° phase shift. The absolute

value in each term is applied with voltage controlled attenuator (VCA) by changing the loss in the

path. In addition to signature handling, the controller is also used to generate a time sequence of

control voltages which are calculated using the voltage to attenuation transfer function given in the

datasheet of the VCA. For the real path, the attenuation value is calculated in each time instant

as 20 log10(|real(α(t))|). The calculated attenuation values are increased by 10 dB and clipped to

work in the approximately linear part (8 dB to 34 dB) of the transfer function. Same derivations

are applied to imaginary part to variate the complex coefficient in time.

During our studies, the following important design factors have been observed.
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• In the circuit, when the switch changes its state due to a signature change in imaginary or real

part of α(t), it may cause a distortion in the signal during rise and fall time due to non-ideal

characteristics of the switch. Since the coefficient is correlated in time, the amplitude will

drop before any signature change which will reduce the power of aforementioned distortion

to a negligible level.

• As a design criteria, phase unbalance of the power splitters should be as minimum as possible,

since it disturbs the signal when combined again. In the components used in our design the

maximum phase unbalance introduced by 2 way-90° power splitter as 3.8° at 1.2 GHz.

Considering this value, the error caused by the given phase unbalance can be calculated as

−23.6 dB using error = α(t){1− ejπ3.8/180}. This problem can be fixed simply by increasing

the trace length between 90° output and the switch. The required increment should be enough

to introduce additional 3.8° phase shift. Since the disturbance error is too low, it has been

ignored in our design. To keep the error below 1% of desired signal, the phase unbalance

should be kept below 5.7°.

• The Doppler bandwidth that can be introduced by the circuit is limited by the processor

speed. From Nyquist theorem, the relation can be given as B < 2 fcontrol where fcontrol is the

maximum possible speed to change each control signal. Note that, rise and fall times of the

active components (i.e. Switch, VCA) should be compatible with the desired speeds.

7.3 Experimental Analysis

7.3.1 Measurement Setup and Description

The proposed emulator design was implemented using the components given in Table 7.1.

The emulator can be used for the frequency range of 0.82-1.6 GHz, since this is the range that the

components can support. It is also possible to implement the circuit for different frequency range

by easily changing the components.
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Table 7.1: RF circuit component list

Name Specs. Producer / Part Number

Combiner1 IL: 0.5 dB, 0.82 − 1.6 GHz MiniC. / QCS-152+
Combiner2 IL: 0.8 dB, 0.8 − 2.1 GHz MiniC. / GP2S+
Splitter IL: 1.7 dB, 0.5 − 2.25 GHz MiniC. / SYPJ-2-222+
Switch IL: 1.0 dB, 0.5 − 6 GHz MiniC. / VSWA2-63DR+
VCA IL: 2.6 dB, 0.05 − 6 GHz RFMD / RFSA2013

Figure 7.2: Measurement Setup
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The prototype circuit has been tested via a setup shown in Fig. 7.2. MATLAB software

was used to control vector signal generator (VSG) and vector signal analyzer (VSA) in addition to

the processing of the received data. As for VSG and VSA, Keysight N5172B and N9010A were

used, respectively. They have a shared 10 MHz reference clock to eliminate any equipment based

frequency offset on the signal. VSG has been set to generate a single tone at 1.2 GHz frequency

and is fed to the Doppler emulator. The emulated output is taken from the RF circuit to the VSA

for analysis. The VSA captured the data at 128 kHz sampling rate for 5 seconds and then the data

was ported to MATLAB via network connection.

7.3.2 Measurement Results and Discussion

The PSD of the captured data obtained via Welch’s PSD estimator (pwelch) on MATLAB,

is given in Fig. 7.3 with 50 Hz resolution bandwidth. The dashed red line shows the PSD of

designed coefficients, while solid blue line presents measured signal PSD that is distorted by the

emulator. Although, Gaussion PSD is described, the figure compares the performance of the

emulator for Gaussian and Jakes’ models. As it can be seen from the figure, the Doppler spectrum

of the emulated signal matches with desired Doppler Bandwidth and follows a similar shape. The

distortion may be caused by truncated attenuation levels and quantized control voltage (50 levels).

Fig. 7.4 shows the in-phase component of the received signal at RF. It can be seen clearly

from the figure that unmodulated single tone input signal is distorted by the Doppler emulator and

the envelope is changing in time. The coherence time of the signal can be calculated using the

equation given in [123] as TC = 9/(16πB). 450 Hz of 10 dB bandwidth from the desired PSD

yields TC = 0.4 ms. Fig. 7.4 validates these results as the time domain envelope changes in 0.4 ms.

85



-600 -400 -200 0 200 400 600

Frequency [Hz], Center @1.2GHz 

-60

-55

-50

-45

-40

-35

-30

-25

-20

P
o

w
e

r 
S

p
e

ct
ra

l D
e

n
si

ty
 [

d
B

]

Designed

MeasuredJakes Model

Gausian Model

Eqn (2)

Figure 7.3: PSD of received signal and generated channel coefficients

0 5 10 15 20 25 30 35 40 45 50

Time [ms]

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

A
m

p
lit

u
d

e
 [

V
]

10-3

Figure 7.4: In-phase component of the received time domain signal at RF

86



7.4 Conclusion

A Novel RF domain Doppler emulator has been presented and its prototype is evaluated

through experiments. The results validate that the desired time variation can be introduced to input

signals. Because of its simple and cheap design, the presented circuit can be used to avoid expensive

conversion stages of baseband emulators for frequency spread emulation. Additionally, with the

combination of study presented in [125], both time and frequency dispersion can be implemented

in RF domain. The design of RF domain channel emulators for MIMO channels, especially for the

application of 5G systems, can be a promising future work.
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