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Abstract

The commercial platforms that use recommender systems can collect relevant information

to produce useful recommendations to the platform users. However, these sources usually contain

missing values, imbalanced and heterogeneous data, and noisy observations. Such characteristics

render the process of exploiting the information nontrivial, as one should carefully address them

during the data fusion process. In addition to the degenerative characteristics, some entries can be

fake, i.e., they can be the outcomes of malicious intents to manipulate the system. These entries

should be eliminated before incorporation to any recommendation task. Detecting such malicious

attacks quickly and accurately and then mitigating them is vital to enhance the trustworthiness and

robustness of the system, which is another non-trivial process. Recent advances in probabilistic data

fusion pave the way for addressing such issues. Such problems can be handled in a principled way by

developing proper latent variable models that consider the different nature of the observed data types,

and training the latent variable models with computationally efficient learning algorithms. This

dissertation aims to develop such latent variable models to effectively fuse multiple heterogeneous

information sources to improve the accuracy, robustness, and safety of the recommender systems.

First, we propose a latent variable model that can fuse the categorical and numerical information

sources containing missing values such as the rating matrix, user attributes, and item features.

We demonstrate its superior performance over existing collaborative filtering algorithms that only

use the rating matrix, and the more recent algorithms that incorporate the side information, i.e.,

the user attributes and item features, via different techniques. Subsequently, by exploiting the

proposed latent variable model, we design a sequential attack detection framework. By extracting

uni-variate statistics from the latent space of our model, and using in a sequential change detection

algorithm, we obtain a framework that can use multiple diverse information sources to improve the
vi



attack detection performance. The experimental results demonstrate the enhancements over other

baseline algorithms that only use the rating patterns of the profiles, in terms of both detection rate

and sequential detection performance.
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Chapter 1: Introduction

1.1 Recommender Systems

The Internet makes it possible to access an unprecedented amount of consumer content.

Naturally, as the number and diversity of the data sources increase, the information retrieval process

becomes a challenge of its own. The management of big data has been an active research topic in

the machine learning community. For instance, recommender systems personalize content delivery

for popular applications such as streaming devices, e-commerce, and online media. Within this

context, a successful recommender system should accurately and efficiently guide the consumers

to the products and information they are looking for.

The users of these platforms provide feedback as they interact with the content. The feedback

can be explicit or implicit based on the type of interaction. Explicit feedbacks are the ones the users

directly provide they give information about their preferences. Implicit feedbacks are not direct.

Instead, the recommendation system learns implicit feedback from the user’s browsing/clicking

patterns or transaction history. As an example of explicit feedback, in a movie platform, after a

user watches a movie, she can enter a rating from an integer interval ranging from 1 to 5. This

information explicitly reflects this user’s degree of preference, making this rating a useful source

of information for the recommendation engine. Another example can be the reactions of the users

on social media posts such as Facebook videos. The like/dislike information is useful explicit

feedback for recommending new video posts favorable to that user’s taste. As an example of

implicit feedback, a user can browse Amazon to look for a specific product. As she takes a view

of similar products, the system can mine the information and infer her preference and recommend

similar items to make it easier for the user to reach what she is trying to find.
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The interaction history (both implicit and explicit) can be packed into a rating matrix. The

rows and columns correspond to the users and the items respectively. Naturally, for almost all the

platforms, the rating matrix is very sparse and imbalanced. Some users might be very active and

provide entries for their corresponding rows while some other users might be inactive or newly

registered so that their information content is limited, i.e., the corresponding rows are very sparse.

A successful recommender system is expected to produce reasonable recommendations for all types

of users. Among the recommender system algorithms, the collaborative filtering algorithms [1]

have been popular in the last two decades. The main intuition behind these algorithms is to transfer

knowledge from one user/item to other users/items by using the dependencies between them. That

results in a collaborative approach to alleviate the effects of sparse rows. For example, the depen-

dencies can be inferred and similar users can be found by computing a similarity metric between

the rating vectors of user pairs. Then, for a user with a sparse rating vector, the recommendations

can be generated not only by using the user’s interaction history but also by the interaction histories

of the users with similar preference patterns.

Besides collaborative filtering algorithms, the other two commonly used methods are the

knowledge-based and content-based methods [2, 3]. For example, a platform for purchasing ex-

pensive items such as a car or a home, in which it is very hard to collect enough ratings for a

data-driven model, knowledge-based algorithms are very suitable. The user can provide specific

attributes of the item to explore the inventory and search for the item that meets her requirements.

Content-based methods are useful when the item/product features are available for the recommender

system, especially, for the cases in which the item is new and does not have enough ratings for

collaborative filtering approaches. In this study, we will focus on a unified approach that combines

collaborative filtering and content-based methods. In this context, our main focus will be to fuse

diverse information sources such as user attributes, item features, as well as rating matrix.

2



1.2 Matrix Completion

The main goal of a recommender system is to provide predictions for unknown interactions.

That means predicting missing entries of the rating matrix which defines the problem as matrix

completion. However, in this case, the matrix is very large in both dimensions, i.e, in a typical

commercial platform, the number of users and the items can go beyond millions. In addition to

size, another challenge is the extreme sparsity of the matrix, which is typically larger than 99%.

These challenges make it hard to use most of the matrix completion algorithms in the literature

without major modifications to the existing ones.

Matrix completion can be regarded as generalization of regression/classification models.

Although the target feature is fixed in the latter models, it changes from user to user in the matrix

completion task. For example, in a multiple-choice integer rating system, a straightforward approach

could be to fill the missing values with a basic imputation algorithm, then use a regression model

by fixing the target variable and separating the rest as dependent variables/regressors. By using the

regression model, one can update the missing entries which reside in the target variable column by

assuming fully observed regressors, then move on by fixing the next variable as the target. With this

iterative structure, all the missing entries can be updated. This alternating imputation procedure

can continue until the changes in the values of missing entries converge. In Chapter 2, we will

introduce an example of this approach by using a neural network as the regression model, and then

discuss the advantages and disadvantages of such methods.

A more popular family of methods includes completing the rating matrix by using latent

factor models. These methods assume underlying latent variables for each user and item. Since

the information content of the rating matrix is limited compared to its size, low dimensional latent

variables can represent the characteristics of the users and items efficiently. For example, in a

platform with tens of thousands of items, one can use a latent variable model with size on the order

of tens to represent a user’s preference. These low dimensional vectors are typically chosen as

constrained real-valued dense vectors. The constraints are usually set in order to avoid over-fitting

or just to increase the interpretability of the vectors. In this study, our focus will be on such latent
3



variable models since they allow a probabilistic design with multiple diverse information sources.

They are also computationally efficient in training and testing, which makes them more suitable

for online applications. The challenge of these models is to incorporate additional sources of

information beyond the rating matrix in an efficient manner.

1.3 Beyond Rating Matrix

In addition to being very sparse, the rating matrix is also imbalanced, i.e, the sparsity

changes from row to row (user to user) and column to column (item to item). The main reason

is the differences between user activities and item popularities. The users who have rated a very

small number of items, labeled as cold users, can be regarded as inactive (or can also be new), and

they will have a more sparse rating vector than the population average. The users who have rated a

decent number of items are called warm users. The same analogy is true for the items which differ

in terms of popularity. They can be categorized as warm and cold items. A recommender system is

expected to produce reasonable recommendations for both cold and warm users/items. This can be

regarded as another challenge for the matrix completion task in addition to the challenges coming

from the sparsity and large size of the rating matrix.

Fortunately, different sources of information exist for most of the platforms that can be

used to alleviate the aforementioned challenges. These sources can include i) the demographic

information of the users, such as age, occupation, gender, zip code, ii) the item features such

as movie genre, release date, plot, book author, publisher, language, video tags, iii) the social

relationships/trust between the users such as friendship network, reputation rating, iv) the network

structures connecting the users/items based on specific criteria, v) textual reviews of the users,

and vi) cross-domain knowledge from other related platforms, i.e, using the rating matrices from

distinct domains. If one can overcome the difficulties of efficiently incorporating these sources

of information, the recommendation quality can be greatly improved compared to using only the

rating matrix.

4



However, the incorporation of these sources is not straightforward. The challenges are i) the

sources can conflict with each other which may result in performance degradation in recommenda-

tion quality or erroneous recommendations after incorporation, ii) the sources can include, noisy,

erroneous, fake entries, iii) the sources can have missing entries, not only in the rating matrix,

but in the other sources as well, iv) the sources can include diverse data types, i.e, categorical,

numerical or textual data. The algorithm to fuse the sources should address all the aforementioned

concerns. The precision should be modeled to down-weigh or eliminate noisy, fake, erroneous

sources. Missing entries should be handled in a principled way without discarding. The data types

should be modeled according to the nature of the data. Probabilistic models are very suitable,

especially the latent variable models which can address these concerns with a proper design and a

computationally efficient training algorithm.

1.4 Security and Robustness

Another aspect studied in this thesis is the security of the recommender systems. As these

systems typically serve global commercial platforms with high cash flow, they are very attractive

to people with malicious intent. They can try to manipulate the system to gain some benefits.

One type of motivation can be to promote an item in an e-commerce platform to increase its sales.

The promotion can be done by injecting fake entries with high ratings for a target item. Hence,

the system recommends that item more and makes it more popular. Another motivation can be to

demote (nuke) an item to decrease its sales. This item is usually a rival item so that demoting it can

increase the sales of the competing item. Disturbing the recommendation system can be motivation

alone. By flooding the system with fake entries, the operation of the system can be distracted, i.e.

the efficiency and accuracy can be decreased. For example, such an attack can originate from a

rival platform or hackers with diverse intentions. It is known that most of the recommender systems

are prone to these types of attacks [2,3], i.e., one can obtain a reliable prediction shift on the rating

of a target item by entering fake ratings and can alter the average ranking of the item.
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Attack detection algorithms have been developed to detect and mitigate these types of

attacks in the last two decades. By analyzing the rating matrix, one can form distinctive features to

separate genuine and fake profiles. In reality, although we can obtain a large set of genuine users

from the pool of already registered users in the platform, it is very hard to get information about the

rating behaviors of the fake profiles that can register in the future. This problem corresponds to the

case in which no a priori information exists about the anomalies which promotes an unsupervised

approach for the attack detection framework as a more general solution, as the focus of this thesis.

As discussed in Section 1.3, we have different sources of information that can alleviate problems

due to the imbalanced rating matrix to increase recommendation accuracy. These sources can also

help to increase the performance of attack detection. For example, a recommendation algorithm

can relate the user demographic information to the rating behaviors by learning from the ratings

and attributes of the genuine users in a training set. Then, if the newly registered users significantly

deviate from this hidden pattern, it can be a sign of anomalous behavior. Hence, this study will also

focus on how to use the side information of the users to improve the attack detection performance.

In a traditional rating matrix, one user can enter only one rating for a specific item. Therefore,

the attacker should inject many fake profiles to affect the system and to create a prediction shift.

In a realistic setting, we would expect these fake profiles to rate the item sequentially in a short

time interval, to get quick and effective results. This setting requires sequential attack detection

in recommender systems, where the anomalies coming from the ratings and other information

sources, e.g, the user attributes, can be aggregated in a temporal way to increase the detection

performance. The advantages of the sequential approach can be summarized as follows: i) There

will be newly registered users having diverse preferences/tastes from the users in the training set,

which may cause frequent false alarms. By taking the temporal rate of anomalies, the false alarms

can be reduced since these users will not be flagged as fake profiles as long as they are rare events.

ii) The attackers can generate stealthy attacks by hiding their attack in small anomalies in their

sequential fake profiles, and distributing the attack impact over a longer time. While the small

anomalies in individual fake profiles can easily bypass non-sequential detection algorithms, they
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can be accurately detected by sequential algorithms that aggregate the small persistent anomaly

evidence over time to detect these intelligent attacks. This can further increase the true positive

rates of the detector.

1.5 Contributions

In this section, we summarize the contributions of this thesis. The details of the studies can

be found in the corresponding chapters.

1.5.1 An Alternating Neural Network Model

We present a novel framework for matrix completion in Chapter 2, where the missing values

are accumulatively estimated with feature-based neural networks. Specifically, for each individual

feature, a different model is trained to predict the missing values in the observations using the

remaining features as input to provide an initial estimate. These estimates are then used to initiate

the next round of model training to converge iteratively to the final prediction of the missing values.

The weight parameters of the networks are propagated through these accumulative iterations which

leads to a computationally efficient algorithm where training times become progressively shorter

with each round. Results show that the proposed algorithm outperforms the prior work in 80%

of the test scenarios when compared to four universally accepted methods on a combination of

different datasets and missing data ratios.

1.5.2 Probabilistic Fusion of Multiple Diverse Information

As mentioned before, recommender systems that exclusively rely on past interactions be-

tween the users and the items underperform in settings with very few observations. Their perfor-

mance at such extreme sparsity can be improved by exploiting the side information of the users and

the items including the demographics and the item descriptions. However, such side information is

mostly heterogeneous and multi-modal, including both numerical and categorical features to yield

a nontrivial incorporation process. Researchers have addressed this problem mainly by converting
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the categorical features into numerical ones or forming numerical similarity matrices. In Chapter

3, we present a different approach in the form of a novel Bayesian probabilistic generative frame-

work which can effectively incorporate multi-modal side information into the matrix factorization

(MF-MSI) model. With the help of local quadratic bounds on the categorical likelihoods, we derive

a scalable and computationally efficient iterative optimization method based on the Variational EM

technique to learn the posterior distributions of latent variables associated with each user and item.

A comprehensive experimental study on both simulated and real benchmark datasets demonstrate

the proof-of-concept where the additional side information improves both the prediction accuracy

and the ranking performance over more than a dozen popular baseline models. The proposed MF-

MSI model claims state-of-the-art performance in the majority of the test scenarios when compared

to more recently introduced recommender systems which can also utilize the side information via

different techniques.

1.5.3 Sequential Attack Detection

The last contribution considers the security aspect with quick and accurate detection of

attacks by observing the newly created profiles sequentially to prevent the damage which may be

incurred by the injection of new profiles with dishonest ratings. We propose a framework in Chapter

4, which consists of a latent variable model and, is trained by a variational EM algorithm followed by

a sequential detection algorithm. The latent variable model generates homogeneous representations

of the users given their rating history and the mixed datatype attributes such as age and gender.

The representations are then exploited to generate uni-variate statistics to be efficiently used in

a sequential detection algorithm that can accurately detect persistent attacks while maintaining

low false alarm rates. We apply our framework to three different real-world datasets. We first

demonstrate a robust performance over different attacking strategies and configurations, and then

compare the proposed framework with several existing baseline algorithms for the tasks of attack

profile detection and sequential detection. Our results indicate a superior algorithm especially as

the complexity of attack types increases.
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1.6 Outline

In Chapter 2, we discuss the base algorithms that are used in collaborative filtering and

matrix completion. Then, we discuss the connections with the deep learning methods, and finally

present our first contribution, an alternating neural network model, followed by the experimental

studies that demonstrate its performance. In Chapter 3,we present the details of our probabilistic

fusion algorithm, Matrix Factorization with Multi-modal Side Information (MF-MSI). First, we

give the mathematical definition of the model. Then, we derive the corresponding inference

algorithm and present its computational complexity for training, followed the experimental results.

In Chapter 4, we introduce the attack detection problem in recommender systems. First, we give

the details of the latent variable model and the sequential detector used as the main components of

the framework in detecting fake attack profiles. Then we present the experimental study that shows

the effectiveness of the proposed framework. In Chapter 5, we provide the concluding remarks by

highlighting the novel contributions of this dissertation and possible future work.
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Chapter 2: Matrix Completion

2.1 Introduction

Missing value presence is a common problem which degrades the quality of any dataset

and impacts data analysis. Missingness mechanism may depend on either the data collection

or generation process. Since the missing values in a dataset make data processing and analysis

more difficult, matrix completion becomes an important preprocessing step. Inference methods

based on machine learning have shown significant promise for matrix completion which includes

wide-ranging applications from recommender systems [4] to operations research [5], from image

processing [6] to product development [7] and high failure rate experiments [8].1

Among matrix completion algorithms, unsupervised linear latent models have been widely

used to estimate the missing values. Finding the latent factors and associated coefficients imitate

the data generation process so that the missing entries are inferred easily from the known entries

of the observations via the trained model. Principle Component Analysis (PCA) [10] and matrix

factorization [11] are the most popular linear latent models for missing variable estimation even

today. In the case of incomplete datasets, the methods estimate model parameters iteratively with

gradient descent or alternating least squares until a convergence criterion is met. Observed and

unobserved variables are regarded as random where introducing priors for latent variables makes

the model less prone to overfitting especially for sparse datasets. Variational inference [10] or

stochastic gradient descent [12] can further be used to infer the model parameters.

Another popular approach is to define a nonlinear mapping between the latent and observed

variables with an unsupervised model. In this context, Kernel PCA [13,14], auto-encoder [15, 16]

and deep auto-encoder [17] based methods have been proposed to increase the model capacity in

1Part of this chapter was published in [9]. Permission is included in Appendix A.
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order to represent more complex relations. Application areas that show promising results include

DNA micro-arrays [13], traffic flow [14], metabolite data [15], recommender systems [16] and

even oil production [18]. Nonlinear methods are prone to over-fitting and parameter shrinking with

L2 norm constraint is the most common regularization technique for that purpose. Probabilistic

version of auto-encoders called the variational auto-encoders are probabilistic interpretations of the

standard autoencoders which use prior for latent variables and estimates the posterior distribution

of latent variables by assuming Gaussian latent space [19].

Introducing pseudo supervision to linear latent models has first been introduced in [20].

The model estimates the latent factors by building a PCA model given completed dataset from the

previous iteration. Model parameters are trimmed according to known and unknown variables for

each observation to form a linear regression model from observed to missing variables. Model

over-fitting is avoided by using early stopping in [7] which has also shown promising results for

several small scale datasets.

Nonlinear supervised methods are natural extensions of linear supervised methods. How-

ever, building separate complex regression models for each feature significantly increases the

number of parameters to be estimated which can cause over-fitting, especially in the case of very

sparse datasets [21]. On the other hand, in particular cases, mostly associated with scientific

experimental datasets with relatively smaller fractions of missing values where the number of

observations is several orders of magnitude larger than the number of features, they can provide

higher accuracy. Building independent models associated with each feature will also allow parallel

optimization of the models which can ultimately decrease computational burden and/or processing

times. In this chapter, we propose a nonlinear supervised matrix completion algorithm based on

multi-layer perception (MLP) specifically tailored for scientific experimental datasets. We assign

an independent regression model for each feature and infer the parameters by using a novel iterative

alternating method. At each iteration, model parameters are inferred by using the completed matrix

from the previous iteration. Afterwards, missing variables are estimated given these newly inferred

model parameters where the cycle continues until a convergence criterion is met. We also introduce
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additional steps to ensure a robust learning process with fast convergence with good generalization.

Our results show better accuracy for small to medium fractions of missing values for scientific

experimental datasets with varying sizes.

This chapter is organized as follows. The details of the previous models proposed for

matrix completion task are provided as background in Section 2.2. Then, we explain the proposed

approach and discuss the differences with the baseline algorithms in Section 2.3. In Section

2.4.1, the experimental setup including the dataset descriptions, the definitions of the competitive

algorithms are presented in detail. The procedure to optimize and tune the models and the evaluation

metrics are introduced in Section 2.4.3. The chapter is concluded with the experimental results and

discussions.

2.2 Base Models

2.2.1 Latent Variable Models

Latent variable models have been widely used for matrix completion problems in recent

years. Matrix factorization is a simple latent variable method used in collaborating filtering

applications to complete sparse matrices [12]. In this method, the features are represented with

latent factors and the instances are represented with the factor coefficients. The factors are assumed

to be lying in a lower dimensional latent factor space so that the observed matrix is assumed to be

generated with the multiplication of those latent factors with their associated coefficients as follows:

xi = Wzi + m + εi, (2.1)

where W corresponds to the factor loading matrix in which the latent factors of each feature are

stacked together in order. zi ∈ RK is latent variable of instance i (the factor coefficient) so that

the multiplication with factor loading matrix gives the prediction of the variables of ith instance

with the addition of the column wise mean vector m. ε is the error induced by the model during

projection of data on a lower dimensional space, which is modeled as zero mean Gaussian random
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variable. If we denote the the dimension of latent factor space as K and the dimension of the matrix

to be completed as N × D, the corresponding dimensions of the variables for a single instance i,

will be in the forms xi ∈ RD, zi ∈ RK, W ∈ RD×K, and m, ε ∈ RD respectively.

The main goal is to infer zi, W and m given observed variables of incomplete matrix X.

The objective of this optimization problem can be defined as

minW ,Z ∑
(i,j)∈Ω

(xij − wjzi − mj)2 + λ(‖wj‖2+‖zi‖2), (2.2)

in which the right hand-side of the equation with coefficient λ corresponds to the regularization

term to prevent the model from over-fitting that should be optimized via cross-validation as a

hyper-parameter. Although Eq. 2.2 uses mean square error metric and L2 norm regularization

for the reconstructions of known values in the matrix, several different metrics and regularization

terms have been proposed for different tasks to improve the model [12, 22]. Since Singular Value

Decomposition(SVD) is not straightforward due to the presence of missing values in the matrix,

the researchers mostly prefer to use stochastic gradient or alternating least square methods to infer

the zi, m and W especially for big and sparse datasets [12].

Building latent variable models in the presence of missing values have also been studied

over PCA models [10]. In those approaches, the model building and exploiting steps are separated

to enable the application of SVD to the incomplete matrix. Model building step is performed to

infer the latent variables and factor loading matrix with SVD by using the old predictions of missing

values. Associated PCA model equation is given as

xi,t = W tzi,t + mt + ei,t, (2.3)

where t refers to the iteration number. Model building step includes inferring the parameters and

the latent variables by using the old predictions of the missing values. On the other hand, model

exploiting step performs predictions for the unobserved variables, whose indices are kept in set
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Ω̄, by using the inferred parameter values zi, W and m at iteration t, and then replaces the old

predictions with the new estimations as follows:

xij,(t+1) = wj,tzi,t + mj,t , (i, j) ∈ Ω̄ (2.4)

To initialize the algorithm, the missing variables are filled with feature-wise means of the

observed variables to enable initial SVD. Consecutive model building and exploiting steps are

iterated until the convergence of either the predictions or the model parameters.

2.2.2 Regression Models

Another common approach to matrix completion is to combine regression framework with

the latent variable models to increase the accuracy of the predictions [20]. The missing variables of

each observation is inferred within a regression model by using the predicted factor loading matrix

and the known variable of that observation. After the column-wise mean vector is subtracted, i.e,

(yi,t = xi,t − mt), where mt is calculated by using the known values of the matrix, then PCA

decomposition is applied to the model;

yi,t = zi,tW T
t + ei,t (2.5)

For regression framework, as preprocessing step, W is reordered and splitted for each

observation with missing values such as W t = [W∗
t W#

t ] in which W∗
t corresponds to the factor

loadings of the known variables of the observation and W#
t corresponds to factor loadings of the

unknown variables. The regression from known variables to unknown variables is performed as

y#
i,t = W#

t (W∗T
t W∗

t )−1W∗T
t y∗

i,t (2.6)
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The regression framework is improved in TSR algorithm [7] to use trimmed scores such as

y#
i,t = S#∗

t W∗
t

(
W∗T

t S∗∗
t W∗

t

)−1
W∗T

t y∗
i,t, (2.7)

where (S#∗
t = Y#T

t Y∗
t /(N − 1)) and (S∗∗

t = Y∗T
t Y∗

t /(N − 1)).

2.2.3 Bayesian Methods

Continuous latent variable models [23] are generalization of both PCA and matrix fac-

torization models in which the latent variables are treated as random variables. For real valued

datasets, it is convenient to use Gaussian distributions for the representation of both latent and

observed variables, which results in linear Gaussian framework. This framework is regarded as a

probabilistic version of PCA. The main advantage of this approach is to allow EM to be used for

parameter estimation which has many benefits such as computational efficiency and allowance to

aviod calculation of sample covariance matrix which makes it suitable for big datasets. Since the

graphical model is directed from th latent variables to observed variables, sample generation and the

missing value inference can easily be performed. It also leads to estimation of the number of latent

variables of the model without cross validation within a Bayesian framework [23]. Continuous

latent variable model in case of numerical observations is defined as

p(xi|zi, Θ) = N (xi|Wzi + m, Σx), (2.8)

where Σx is the noise covariance matrix of the observed variables. Note that Σx = 0K corresponds

to the classical PCA model [23]. The prior distribution over the latent variables is defined as

normal distribution, i.e, p(zi) = N (zi|0K , IK). In this setting, the posterior distribution of the

latent variables is Gaussian such that

p(zi|xi, Θ) = N (zi|µi, Σi) (2.9)
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EM algorithm can efficiently be used to estimate the parameters of posterior distribution

{µi, Σi}i=1:N as well as the model parameters Θ = {Z, W , m} by using the known variables of

the matrix.

VBPCA is fully Bayesian treatment of the linear latent variable model defined above,

specifically proposed for missing value estimation [10]. Unlike PPCA models [23], VBPCA

algorithm treats all the model parameters as random variables in addition to the factors. By using

the proper prior distributions, the model itself penalizes more complex distributions which naturally

avoids over-fitting. Gaussian priors for the parameters are convenient to be used for real valued

datasets.

p(m) = N (m|0, vm IK) (2.10)

p(W) =
K

∏
j=1

N (wj|0, vm,j IK) (2.11)

The model assumes factorization over all the factor loadings those are packed in matrix W .

The parameter set Θ = {Z, W , m} and hyper-parameter set ζ = (vy, vm, vm,j) are to be inferred

given the observed variables.

After treating model parameters as random variables, posterior of the parameters is not

tractable anymore. Instead of trying to infer exact the posterior p(Θ|X , ζ), it is approximated

through a simple distribution q(Θ), which is a form of variational inference. Cost function of the

model that should be minimized is given as

C(q(Θ), ζ) =
∫

q(Θ)log
q(Θ)

p(X, Θ|ζ)
dΘ

=
∫

q(Θ)log
q(Θ)

p(Θ|X , ζ)
dΘ − logp(X|Θ),

(2.12)

where the first term on the right hand side of the equation is KL divergence between the exact

and the approximate posterior while the second term is the likelihood of the model that is to be

maximized. Since the KL divergence is always positive, it forms a lower bound for the model

likelihood. VBPCA algorithm introduces factorized form for the approximate posterior as follows:
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q(Θ) =
D

∏
j=1

q(mj)
D

∏
j=1

q(wj)
N

∏
i=1

q(zi) (2.13)

Each factor in the parameter set is assumed to be a Gaussian distributed posterior in which the

parameters of these distributions are inferred from the observed variables by using EM algorithm.

EM steps are performed given the values in the set Ω to calculate the means and covariance/variance

of the distributions of the parameters as well as point estimates of the hyper-parameters.

2.2.4 Deep Learning Models

Auto-encoders are popular deep neural network models to find the lower dimensional

representations of the observations [24]. Traditional auto-encoders does not have probabilistic

interpretation since the latent variables are assumed to be deterministic thus estimated point wise.

For example, in a one hidden layer network, the mapping from the observed space to the latent

space is defined over the parameter set Θe = {V ∈ RK×D, b ∈ R1×K}, which is called encoding

parameters. Similarly, the mapping from the latent space to the observed space is defined over

Θd = {W ∈ RD×K , m ∈ R1×D} which is called decoding parameters. A non-linear activation

function is used to introduce non-linearity to the mappings as follows:

xi = f (zi, Θd) (2.14)

zi = g(xi, Θe) (2.15)

Reconstruction of an observation under trained model parameters is obtained by passing

through the encoder and the decoder respectively.

r(xi|Θd, Θe) = f (g(xi, Θe), Θd) (2.16)

AutoREC is an auto-encoder based algorithm proposed to deal with missing values in

a dataset [16]. The parameters of the model Θ = {Θd, Θe} are inferred by using the observed
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variables of the input matrix thus the objective is defined with the addition of L2 norm regularization

on the parameters as follows

minΘ ∑
i,j∈Ω

(xij − r(xij|Θ))2 + λh(Θ) (2.17)

Variational auto-encoders are probabilistic extensions of traditional auto-encoder which

assumes a similar graphical model with the linear latent variable models but the mappings are

non-linear through MLPs. The main objective is still to maximize the likelihood of data given the

model parameters i.e. p(X|Θ). The distribution of the observed variables are modeled as Gaussian.

p(xi|zi, Θ f ) = N (xi| f (zi, Θd), Ψ), (2.18)

where Ψ = σ2ID. Mean of the distribution of each observation is linked with corresponding latent

variables through a non-linear mapping called as decoder, that is implemented by using MLP. The

prior distribution over the latent variables is the same as the continuous latent linear models such as

p(zi) = N (zi|0, IK). The cost function that should be minimized to maximize the data likelihood

is the same as the VBPCA algorithm which is given by Eq. 2.12. The main difference is on the

definition of approximate posterior over the latent variables. VBPCA uses factorized Gaussian

distributions, however VAE uses MLP, which is called the encoder network defined as

q(zi|xi) = N (zi|µ(xi, Θµ), Σ(xi, ΘΣ)) (2.19)

The parameters of the networks µ, Σ and Θd are optimized by using stochastic gradient

descent [19] although VBPCA uses EM algorithm to infer.

2.3 Alternating Neural Network Model

FSNMC is a MLP based approach developed specifically for matrix completion task [9].

We introduce D MLPs, where D is number of observed features, with independent parameters by
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aiming to increase the model capacity for better accuracy compared to the models described above.

Each of the MLPs is associated with a single feature in which the parameters are optimized within

a regression framework. It uses an alternating scheme, like PCA methods described in Section

2.2.1, such as the parameters are optimized given the values of the observed variables as the first

step, then the parameters are exploited to estimate the associated missing variables in the second

step. This iterative scheme is performed until convergence of the missing variable estimates.

We initialize D independent MLPs associated with each feature denoted as f j. The associ-

ated variable of the network is removed from the input variable vector so that the number of input

nodes for each network becomes D − 1. The removed variable becomes a single output node to

create a regression model. The corresponding model is given as

xij = f j(xi(∼j), Θj), (2.20)

where j = 1, ..., D corresponds to the network index for that feature. The model assumes the

variable xij is linked with the other variables xi(∼j) for that observation through the parameters Θj.

Since the algorithm has an alternating scheme, the model parameters are optimized at each iteration

given the completed matrix from the previous iteration. Therefore, we use Θj,t for the parameters

of the jth network during the iteration t. Objective is to find the optimal Θt = {Θj,t}j=1,...,D that

minimizes the cost function below at each iteration.

minΘj,t ∑
(i,j)∈Ω

(xij,t − f j(xi(∼j),t, Θj,t))2 + λh(Θj,t) (2.21)

For example, for a two layer MLP network structure, the parameter set that is to be optimized

will be Θj,t = (W1j,t ∈ RD×M, W2j,t ∈ RM×1, m1j,t ∈ RM×1, m2j,t ∈ R1×1). The graphical

model that represents this structure is given in Figure 2.1. Nonlinear activation functions of MLPs

can be chosen as sigmoid or RELU. The cost function is similar to the one of AutoREC. However,

unlike AutoREC, we optimize the network parameters iteratively after updating the missing values.

The cost function includes a regularization term to avoid over-fitting with strength parameter λ.
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zij

xij

xi j̃

W1j m1j

W2j m2j

j̃

i = 1, ..., N

j = 1, ..., D

Figure 2.1: Graphical model of FSNMC for two layer MLP configuration

A convenient choice is to use L2 norm on the weight parameters that shrinks them towards small

numbers.

h(Θj,t) = ‖W1j,t‖2+‖W2j,t‖2 (2.22)

After optimizing the parameters of the networks at iteration t, the model parameters are

exploited to infer missing values. Given the parameters Θj,t, reconstruction of the missing variable

xij,t is obtained with a single forward pass through each network.

r(xij,t|Θj,t) = f j(xi(∼j), Θj,t) (2.23)

Instead of updating each missing variable with the reconstruction of that variable, we

introduce a damping parameter to smooth out the learning, which was empirically observed as

providing better stability. The final update equation at iteration t is given as

xij,(t+1) = xij,t + ρ(r(xij,t|Θj,t) − xij,t) , (i, j) ∈ Ω̄ (2.24)

At each iteration, re-training each network with the updated missing variables by using a

random parameter initialization scheme would result in substantial increase in training time. We
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Algorithm 1 FSNMC algorithm
1: procedure FSNMC(X , Ω, X t)
2: Initialize parameters Θ0 = {Θj,0}j=1,...,D randomly;
3: Normalize X;
4: xij,(0) = 0 , (i, j) ∈ Ω̄; . Initialize missing variables
5: t = 1;
6: while conv(X t − X t−1) do . Check for convergence
7: for j = 1 : D do . Parameter inferring loop
8: Θ0

j,t = ΘF
j,t−1; . Transfer parameters

9: ΘF
j,t = minΘj,t ∑(i,j)∈Ω(xij,t − f j(xi(∼j),t, Θj,t))2 + λh(Θj,t) . Train

10: for j = 1 : D do . Model exploiting loop
11: r(xij,t|ΘF

j,t) = f j(xi(∼j), ΘF
j,t); . Reconstruct missing variables

12: xij,(t+1) := xij,t + ρ(r(xij,t|Θj,t) − xij,t) , (i, j) ∈ Ω̄; . Update
13: t = t + 1;
14: return Xt

instead introduce a network parameter storage method between the iterations where each network’s

final weights are carried through. For example, at iteration t = 0, the model parameters are

initialized with small random numbers as it is customary in neural network training. After the first

iteration, optimized model parameters lead to a minima point over the surface of the cost function.

Since the difference between two consecutive iterations of the network are the slowly changing in

terms of missing values in the dataset, beginning from a random point on the cost function surface

for the next optimization would be time consuming. Assuming that the point found in the previous

optimization would be close to the minima of the cost function of the previous iteration, the number

of epochs needed to reach optimal minima shall reduce dramatically with the application of this

method. In the beginning of each iteration, the stored parameters are assigned as follows

Θ0
j,t+1 = ΘF

j,t, (2.25)

where Θ0
j,t+1 corresponds to the initial parameters of network j at iteration t + 1 and ΘF

j,t corresponds

to the optimized parameter at iteration t.

The proposed algorithm differs from the competitive methods with the following aspects:
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• Linear latent variable models assume common latent variables for all features. However,

FSNMC defines separate set of latent variables for each feature which increases both model

capacity and flexibility.

• PCA, Matrix Factorization and Auto-encoder methods try to minimize a common reconstruc-

tion error defined over all of the observed variables of incomplete matrix. However, FSNMC

defines an independent optimization goal for each feature.

• TSR algorithm assumes a linear relationship between observed and unobserved variables of

each instance and the regression framework is based on this linear relationship over the factor

loading matrix. However, FSNMC uses MLPs to extract non-linear relationships between

the associated feature and the remaining features, and the parameters of each network are

optimized for better prediction instead of better representation.

• Although our approach is predictive model unlike the generative VBPCA and VAE, for matrix

completion task, most of the time, the accuracy is more important than expressing domain

knowledge. FSNMC is focused on accuracy by modeling a non-linear strong regression

framework.

2.4 Comparative Study

2.4.1 Experimental Setup

Comparative experiments are performed using five baseline algorithms including TSRE,

VBPCA, AutoREC, VAE and FSNMC. Four small-sized and two medium-sized real world datasets

are chosen to analyze the performances whereas two medium-sized synthetic datasets are also used

to see the performance variation when the process behind the data generation changes. In total,

the six real world datasets we have chosen are labeled as concrete, nutrient, wine, olive oil, protein

and abalone as described in detail below. The concrete dataset (N = 103, D = 10) describes three

mechanical features of concrete according to the concentration of seven ingredients for different

samples of concrete for a total number of 10 features. The dataset is complete which means no
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missing value exists inherently and it is available on the University of California Irvine’s Machine

Learning Repository (UCI-MLR) [25]. The nutrient dataset (N = 104, D = 20) describes the

nutritional value of different vegetables. For some vegetables, the content in some nutrients is

denoted as “traces”, in this case, the content of the nutrient was assumed to be negligible and zero.

The dataset is maintained by Health Canada and already contains 1.9% of missing values [26].

The wine dataset (N = 173, D = 13) describes the chemical attributes of wine samples. The

dataset is complete and is available on the UCI-MLR [27]. Olive oil dataset (N = 572, D = 8)

describes the concentration of fatty acids in the wine products produced in different regions.

The dataset is complete and was compiled by Forina et al. [28]. Unlike the previous datasets,

the protein dataset (N = 45730, D = 9) includes a significantly higher number of samples and

describes physicochemical properties of the protein tertiary structure. The dataset is complete

and is available on the UCI-MLR [29]. The final dataset to round up the real world examples is

Abalone (N = 4177, D = 8) which consists of attributes of the abalones, that are measured for each

individual animal [30]. The dataset has gender information which is a categorical variable thus

removed from the dataset to obtain a homogeneous real valued dataset. Future work will consider

including the mixed datatype datasets with both numerical and categorical features. Within all

real-life datasets, the features are correlated with each other to some extent (from weak to strong),

that can be seen by computing covariance matrices.

2.4.2 Implementation Details

TSRE algorithm is an iterative method where SVD is performed at each iteration to find the

factor loading matrix W t. After the regression is performed to update the missing values for each

instance by using Eq. 2.7, other parameter of the model mt is evaluated by applying column-wise

mean operation on the matrix updated with new predictions. The model parameter set that is to

be inferred is Θt = {W t, mt} and the hyper-parameter set to be optimized by cross-validation is

ζ = (γ, K) in which γ defines the fraction of the observed variables used for early stopping and K

corresponds to the number of latent variables.
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VBPCA algorithm uses the observed variables of each instance to update both the parameter

and hyper-parameter sets. The model parameter set to be inferred is Θ = (W , Z, m) and hyper-

parameter set is ζ = (vy, vm, vm,j, K). Each parameter is inferred by the application of EM algorithm

except hyper-parameter K, which is optimized via cross-validation.

For MLP based approaches like AutoREC, VAE and FSNMC the network structure such

as the number of hidden layers l and the number of latent nodes K in a hidden layer are chosen

as hyper-parameters optimized via cross-validation. For these algorithms, the parameters defining

the network structure are chosen from the sets l = {1, 2} and M = {2, 3, 4, 5} to obtain fair

performance comparison. The parameters of these approaches are inferred by using the stochastic

gradient descent method. AutoREC has encoder and decoder MLP parameters Θ = {Θd, Θe}

optimized with stochastic gradient descent by using the observed variables. Cross-validation is

used to optimize the network structure and regularization strength λ such that ζ = (M, l, λ).

VAE, on the other hand, does not have a regularization parameter, i.e, the hyper-parameter set is

ζ = (K, l). Indeed, the regularization comes from the prior on latent variables [19]. The parameter

set Θ = {Θµ, ΘΣ, Θ f } of the model is also inferred by using stochastic gradient descent.

Unlike VAE and AutoREC, FSNMC is an iterative algorithm such that the parameter

optimization is performed at each iteration t given the updated missing values from the previous

step. Another major difference is the number of networks associated with the number of features.

In this case, the parameter set of the algorithm that needs to be inferred by using stochastic gradient

descent method at iteration t is given as Θt = {Θj,t}j=1,...,D. The hyper-parameter set of the model

is ζ = (K, l, λ, γ, ρ). Two of these parameters, γ which corresponds to the fraction of observed

variables separated to be used for early stopping and ρ, which is the damping parameter are fixed

as %5 and 0.1 respectively. FSNMC algorithm is implemented by using the following Python

libraries: TensorFlow, Numpy and Scipy. The complete script is accessible on GitHub repository

at https://github.com/maktukmak/NNMC.
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2.4.3 Cross-validation and Evaluation Procedure

Hyper-parameters of the algorithms are optimized using cross-validation. The procedure

starts with separating some of the observed variables and keeping them in a separate validation set.

The fraction of splitting is fixed at %5 of the observed variables such that %95 of the observed

variables was used to infer parameter set Θ while the rest is used for optimizing hyper-parameter

set ζ. Since the experiments are repeated with varying fractions of missing values, hyper-parameter

optimization is repeated for each algorithm, dataset and fraction of missing value combinations for

each experiment. Each optimization exploit grid search with combination of the elements of ζ,

which means |ζ|! experiments are performed for each scenario. Mean square error is used as the

performance metric for different hyper-parameter combinations.

MSEval =
1

|Ω̄val| ∑
i,j∈Ω̄val

(xij − r(xij|Θ, ζ))2 (2.26)

Each experiment is repeated ten times to obtain a statistical average performance and the

set that gives the lowest error is chosen.

Given the optimized hyper-parameter set for each test scenario, we run the algorithms ten

times by merging validation and training sets to obtain the best performances for each algorithm.

The experimental setup has differences for small and medium datasets. We use Missing Completely

at Random (MCAR) mechanism to remove %5, %20, %40 and %70 of the variables of small datasets

in a test set for performance comparison. For medium datasets, we setup an additional experiment

with %90 fraction of missing values to observe the performances at a relatively sparse setting.

Removing %90 of the variables in small datasets resulted in artificially low performance for each

algorithms likely due to having very few variables to infer the model parameters. The reported

performance metric is the mean square error evaluated on the test set.

MSEtest =
1
|Ω̄| ∑

i,j∈Ω̄

(xij − r(xij|Θ, ζ))2 (2.27)
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To perform experiments, the high-performance computing cluster of University of South

Florida is used to parallelize the experiments among several processors.

Table 2.1: MSE comparison on small datasets

FSNMC TSRE VBPCA
Concrete
%5 0.14 (± 0.02) 0.15 (± 0.03) 0.23 (± 0.03)
%20 0.33 (± 0.03) 0.39 (± 0.05) 0.37 (± 0.04)
%40 0.59 (± 0.07) 0.70 (± 0.08) 0.74 (± 0.07)
%70 0.94 (± 0.06) 0.95 (± 0.06) 0.96 (± 0.05)
Nutrient
%5 0.36 (± 0.03) 0.44 (± 0.04) 0.43 (± 0.03)
%20 0.48 (± 0.03) 0.52 (± 0.05) 0.52 (± 0.03)
%40 0.63 (± 0.05) 0.66 (± 0.07) 0.67 (± 0.06)
%70 0.81 (± 0.07) 0.83 (± 0.07) 0.83 (± 0.06)
Wine
%5 0.47 (± 0.03) 0.51 (± 0.03) 0.49 (± 0.02)
%20 0.51 (± 0.04) 0.56 (± 0.03) 0.53 (± 0.04)
%40 0.62 (± 0.06) 0.64 (± 0.04) 0.61 (± 0.05)
%70 0.87 (± 0.05) 0.82 (± 0.06) 0.79 (± 0.04)
Olive Oil
%5 0.21 (± 0.02) 0.21 (± 0.04) 0.22 (± 0.03)
%20 0.28 (± 0.03) 0.33 (± 0.03) 0.31 (± 0.04)
%40 0.47 (± 0.07) 0.50 (± 0.06) 0.48 (± 0.06)
%70 0.74 (± 0.07) 0.74 (± 0.07) 0.71 (± 0.06)

2.4.4 Results and Discussion

The performance comparison for small scale datasets is given in Table 2.1. The table is

compiled with all the results for FSNMC, TSRE and VBPCA algorithms. AutoREC and VAE

algorithms are excluded due to significantly lower accuracy, most likely due to the small size of

the dataset whereas these algorithms are proposed for medium to large sized datasets. Bold values

correspond to the minimum errors corresponding to that specific test case. FSNMC clearly out-

performs other algorithms in a majority of the scenarios including small-sized datasets, especially

for low fractions of missing values. In order to demonstrate a holistic view of performance, Figure

2.2 shows the average MSE values over all the datasets for each of the varying fractions of missing
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values. Except the fraction of %70, we can conclude that FSNMC is the superior choice to infer

missing values regardless of the dataset.

Table 2.2: MSE comparison on medium datasets

FSNMC TSRE VBPCA AutoREC VAE
Protein
%5 0.21 (± 0.02) 0.24 (± 0.02) 0.24 (± 0.03) 0.32 (± 0.03) 0.32 (± 0.02)
%20 0.22 (± 0.02) 0.26 (± 0.03) 0.25 (± 0.02) 0.34 (± 0.04) 0.34 (± 0.05)
%40 0.30 (± 0.04) 0.30 (± 0.04) 0.30 (± 0.03) 0.37 (± 0.03) 0.39 (± 0.04)
%70 0.44 (± 0.04) 0.47 (± 0.03) 0.44 (± 0.03) 0.50 (± 0.05) 0.50 (± 0.07)
%90 0.81 (± 0.06) 0.72 (± 0.05) 0.73 (± 0.05) 0.75 (± 0.07) 0.76 (± 0.06)
Abalone
%5 0.15 (± 0.03) 0.15 (± 0.03) 0.30 (± 0.08) 0.30 (± 0.04) 0.36 (± 0.05)
%20 0.16 (± 0.03) 0.21 (± 0.04) 0.23 (± 0.05) 0.34 (± 0.06) 0.34 (± 0.06)
%40 0.24 (± 0.04) 0.25 (± 0.04) 0.27 (± 0.05) 0.36 (± 0.05) 0.38 (± 0.06)
%70 0.48 (± 0.06) 0.39 (± 0.05) 0.40 (± 0.04) 0.51 (± 0.06) 0.49 (± 0.04)
%90 0.84 (± 0.05) 0.71 (± 0.05) 0.71 (± 0.04) 0.82 (± 0.07) 0.76 (± 0.07)

The MSE performances for medium scale datasets is compiled in Table 2.2. As expected,

AutoREC and VAE methods now result in competitive performance. However, especially for low

fractions of missing values, FSNMC still outperforms all other approaches regardless of the dataset

whereas TSRE and especially VBPCA provide better accuracy at higher fractions. Figure 2.2.b

shows the average MSE values over all the datasets for each of the varying fractions of missing

values where the proposed FSNMC method and VBPCA outperform competing algorithms at low

and high fractions of missing values respectively.

2.5 Conclusions and Future Work

FSNMC is an MLP based matrix completion algorithm to deal with missing values specif-

ically in the scientific experimental datasets, which are characterized as having low level sparsity

and size of small to medium. The experimental study in this chapter includes a wide range of

combinations on the dataset size and the fraction of missing values, and demonstrates the superior

performance of the proposed model as compared to the baseline models. FSNMC can be an ideal

solution if one have small-sized dataset and desire to impute the missing values with high accuracy.
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If the dataset size gets larger, e.g., a medium sized dataset, the algorithm can still be an ideal

solution if the fraction of missing values is comparatively low, i.e, under %50.

However, as the number of features increases, the number of parallel networks associated

to each feature required for FSNMC algorithm will increase. Although the number of parameters

linearly increases with respect to the number of features, the training time, i.e,computational

complexity, will increase exponentially due to the alternating training scheme of the networks. As

a result, the disadvantage of this model is that it can not efficiently scale in terms of computation

time for the datasets with large number of features, i.e, the fat datasets. To overcome this issue, one

should avoid the algorithms requiring alternating schemes for the training. The obvious solution

is to refer to the generative models, which are efficient in terms of computation. The next chapter

will introduce such a model that can further incorporate additional side information to improve the

accuracy of the imputation, which is a very useful property for the recommender systems.
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Figure 2.2: Average Mean Square Error
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Chapter 3: Heterogeneous Data Fusion

3.1 Introduction

The ultimate objective of a recommender system is to learn the user patterns explicitly

or implicitly by using the available information. Depending on the platform, the information

sources can include, i) the past interactions and feedbacks between the users and the items, ii)

the demographic information of the users, iii) the features directly related to the items, iv) the

social relationships/trust between the users, v) the network structures connecting the users/items

based on specific criteria, vi) user-contributed information such as textual reviews and vii) cross-

domain knowledge from external domains [31, 32]. Collaborative filtering methods use only the

interactions between the users and the items to learn the user patterns. In contrast, content-based

methods use only the side information which may be provided by the users (such as gender, age,

occupation) or the content provider (such as movie genre, year). The hybrid recommender system

combines both approaches for a demonstrably more successful overall recommendation accuracy

for a variety of applications [2]. Specifically, the scenarios where the users and the items have very

few observed interactions, called the cold-start scenario, represents a particular challenge which

can be better resolved by the hybrid recommendation systems that can combine the more readily

available and less sparse user and item side information sources with their significantly more sparse

interactions [31]. 2

Incorporating side information is an intuitive solution for the cold start problem. In most

cases, the users and items have available demographic information that can be used as relevant side

information. In the case where a user has no interactions (examples include new users or existing

users trying out a new category of products) but still some available side information like the age,

2Part of this chapter was published in [33]. Permission is included in Appendix A.
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gender, occupation, etc. the system can still infer a recommendable item for this user based solely

on the side information. On the contrary, a warm-start scenario is considered when a user has

too many interactions where his/her pattern implies more about the user than their demographic

information. A hybrid system should use the information sources efficiently and make an accurate

inference for both the cold-start and warm-start settings. However, the process of incorporating

side information is non-trivial due to the diversity and heterogeneity of the side information data

format. For example, for a movie, the release date corresponds to a numerical feature, whereas its

genre has a categorical value. Nonetheless, both should be incorporated appropriately according

to the nature of these observations.

Probabilistic generative models are powerful tools that can be used for the datasets, including

many missing values. They allow missing data to be handled in a principled way by marginalizing

over the distribution of the unobserved variables [34]. Since these models account for the uncertainty

of the latent variables, they also handle over-fitting problem, that occurs severely in the case of very

sparse data, by regularizing the latent variables with proper priors [35]. Therefore, these models

are particularly useful for recommender systems with the condition that one can overcome the

challenge of incorporating heterogeneous multi-modal side information which represents the main

objective of our study. In this chapter3, we propose a multi-modal generative model and a variational

Expectation Maximization (EM) algorithm to infer the latent representations of both the users and

the items to leverage the emerging variational inference methods [36]. Our method demonstrates

the efficient incorporation of mixed data type side information in a scalable probabilistic generative

framework. In summary, our contributions can be summarized as follows:

• A novel probabilistic generative model that can incorporate mixed data type side information.

The natural parameters of the side information sources are regressed from the latent variables.

This allows the incorporation of any data type that can be modeled with the exponential family

distribution, although we mainly focus on categorical and numerical features. Since the model

3Part of this chapter was published in [33]. Permission is included in Appendix A.
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is generative, it can make an inference not only in the presence of missing values in the rating

matrix but also in the side information as well.

• A fundamental solution to solve the problem of intractable inference, which emerges due

to the data type variety of the side information, by deriving a variational EM method that

turns the inference into an optimization problem. By using the appropriate local quadratic

approximations, the posterior distributions of the user and the item latent variables are

approximated as Gaussian motivated by the Bernstein-Von Mises theorem [37].

• A reduced computational complexity which scales with the product of the number of items

and the number of users (i.e., only linear in each dimension), which makes it suitable for

large datasets.

• The state-of-the-art performance on both synthetic and real datasets when compared to a

wide range of well-established baselines as well as some more recent contributions.

This chapter is organized as follows. The prior related work is given in Section 3.2. The

model is defined in Section 3.3.1 and the corresponding inference method is derived accordingly in

Section 3.3.2. Computational complexity analysis is given in Section 3.3.3. Detailed experimental

studies including the simulation results and a wide range of performance comparisons on real-world

datasets are presented in Section 3.4. Lastly, the chapter concludes with possible directions for

future work in Section 5.

3.2 Related Work

In recent years, researchers have shown greater interest in incorporating side information

specifically to solve the cold-start problem [31,32]. We group the related studies into four categories

based on how the side information is being treated. The category of baseline Matrix Factorization

(MF) models consists of algorithms that do not use side information; that is, the only source of

information is the rating matrix. Prior based models use the side information to regularize the latent

space of the users and the items. Regression-based models incorporate the side information into
32



a common latent space shared by both the interactions and the features. Disjoint models remove

the latent space sharing property and assume that the rating and side information are generated

independently.

3.2.1 Baseline MF Models

Linear latent variable models such as principal component analysis (PCA) [35] and matrix

factorization (MF) [1] have originally led the way in matrix completion tasks such as recommender

systems. In particular, MF has been a milestone in collaborative filtering. In this model, based on

the assumption that the sparse rating matrix is low rank, the users and the items are mapped into a

joint low dimensional space such that the ratings are modeled as the products of the representations

in this space. The model optimizes the latent representations to explain the observed interactions

by using Stochastic gradient descent or alternating least squares methods. However, sparse nature

of the observed data makes the optimization highly prone to over-fitting. Probabilistic matrix

factorization (PMF) [38] extends the MF models by introducing zero-mean Gaussian priors for the

latent variables for more robust performance in terms of over-fitting. The priors result in L2 norm

regularization for the latent variables if one performs MAP estimation for the model parameters.

The regularization strength corresponds to the variances of the Gaussian priors which are optimized

via cross-validation procedure. However, it is still prone to over-fitting unless the regularization

parameters are chosen carefully. Bayesian probabilistic matrix factorization (BPMF) [39] further

extends the PMF model by using Gaussian-Wishart priors for the means and the co-variances

of the latent variables instead of the standard zero mean and identity covariance. That leads

to computing posterior of the latent variables instead of the point estimates, which is useful for

modeling uncertainty of the variables. Since the complexity is controlled automatically based on

the training data, the model is more robust to the hyper-parameter selection. Some further recent

extensions on top of the aforementioned models include, i) the local matrix factorization [40–42],

which extends the PMF model by introducing local estimation emerged from the idea of mixture

models [43], ii) the mixture rank approximation, which models the rank of the rating matrix in
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the mixture model with a Laplacian prior to infer the latent space dimension automatically [44]

and iii) neural network models [45–48] as alternative factorization methods in order to replace

the linear models with their non-linear counterparts containing many free parameters, which may

cause sensitivity to over-fitting due to the sparse nature of the observations.

3.2.2 Prior Based Models

Prior based models incorporate the user and item features by forming a prior for the user

and item latent vectors. A stochastic process given by a polynomial function of features is used to

regularize the latent variables of both users and items in [49]. Applying feature-based regression

to the priors of the latent variables instead of zero-mean Gaussian priors (as in PMF) lead the way

to incorporate side information where a Monte Carlo EM was used to fit the model. Similarly,

in [50], the priors of the user and item latent variables are regressed from the features vectors.

Factorized Gaussian priors are given as the regression coefficients with a mean field assumption

for variational inference. Kernelized probabilistic matrix factorization (KMF) [51] model assigns

Gaussian process priors to the latent factors. The covariance of the priors is derived from the

similarity matrix evaluated from the side information of the users and the items. Recently, in [52],

the similarity-like matrix, which is called the user-to-user topic inclusion degree based sparse

network, is introduced for social-network link prediction. The network is fused with the observed

interaction matrix through a probabilistic model where the side information is used as the mean

prior.

3.2.3 Regression-Based Models

Regression-based models assume that the side information and the latent vectors of the

users and the items are linearly dependent. In [53], the BPMF model is extended to incorporate

the side information by performing a linear regression on the real-valued features of the users and

the items. Dirichlet prior is added to the model for local estimation to improve the performance

further where collapsed Gibbs sampling is used to fit the data. In another work [54], probabilistic
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modeling is combined with matrix factorization where the side information consists of the observed

words in the articles. A latent topic space is used for fitting by introducing the latent Dirichlet

allocation model [55] with regression in the item latent space for joint estimation. Maximum a

posterior (MAP) estimation of the latent variables is performed with the EM algorithm. In [56], the

similarity matrices are used within a generative model, i.e. the latent factors are assumed to be the

ancestors of the similarity matrices in the graphical model. The regression parameters and the latent

factors are optimized jointly. An extended work in [57] introduces locality constraint into the latent

space to learn local collective embeddings (LCE). [58] proposes an algorithm where the Gaussian

process regression is used to incorporate the real-valued features to the matrix factorization model

where the probit likelihood is used for preference ranking. For inference, the EM algorithm is used

along with the expectation propagation approximation for non-Gaussian likelihoods. Variational

auto-encoders are also used in probabilistic learning of feature latent representations [59]. By

following [55], the article recommendation is performed by replacing the LDA model with a

variational auto-encoder. Additionally, especially for contextual recommendation, factorization

machines [60] and tensor factorization methods [61], that can use additional information beyond

rating matrix, are proposed. Recently, several algorithms [62–64] are developed based on tensor

factorization to transfer knowledge from other domains as side information to alleviate the cold-start

problem.

3.2.4 Disjoint Models

Contrary to the previously discussed methods, there is a work in the literature that the

rating matrix and side information are assumed to be generated independently, i.e. they don’t

share the same latent space. In [65], matrix factorization is augmented with regression against

the real-valued side information by using a weighted scheme. The side information is assumed to

be marginally independent. In [66], the normalized features are added to the latent vectors and

stochastic gradient descent is performed as in MF. In [67], side information is used to compute

multiple item similarity functions. These functions are weighted for each user with trained weights
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to make personalized recommendations. In [68], a dense sub-matrix is extracted from the rating

matrix by selecting the users and items with large numbers of interactions. Matrix factorization

is then performed to find latent factors of the corresponding users and items. Afterwards, a linear

regression model is employed to relate the latent factors and the similarity matrices of the users

and the items where the regression weights are evaluated with the selected user/item latent factors.

The resulting algorithm is called DecRec. A similar method proposed in [69] uses concatenated

attributes instead of a similarity matrix. For warm-start users and items, latent vectors are evaluated

by using the factor model to learn a mapping between the attributes and latent vectors. In [70],

in-dependency assumption holds for social and geographical information for the task of a point of

interest estimation to fuse the sources of information via matrix factorization. A neural network

model proposed in [47], in which concatenated item and user features are fed to two auto-encoders

to learn low dimensional representations. These representations are then added to the MF model

whose networks and latent vectors are jointly optimized.

The proposed algorithm falls in the general category of regression-based models. The

differences between our algorithm and the aforementioned models are several folds. First, all the

models treat the side information as uni-modal, i.e. the side information is assumed to be of a

single data type. Majority of the models [51,56,57,67–69] handle the mixed data problem by pre-

processing the similarity measures to form a real-valued similarity matrix as the side information.

However, that creates a significant burden on computational costs and memory requirements to

the extent where these approaches become unscalable for very large datasets as discussed in

Section 3.4. Another problem is their performance relies heavily on the selection criteria of

similarity metric which is not straightforward to compute for mixed-data type features. In contrast,

the proposed model does not require any pre-processing, i.e the feature dimension is preserved

which allows the selection of a lower dimensional latent space for a demonstrably better trade-off

between performance and scalability. The mixed data problem is solved by a principle probabilistic

generative approach where the real-valued, categorical and binary features are modeled by using

Gaussian, categorical and Bernoulli distributions respectively. To demonstrate the improvements

36



in performance, we pick and compare the representative recent algorithms from all four categories.

The comparison details are presented in Section 3.4.

3.3 Proposed Model

3.3.1 Model Definition

In this section, we describe the details of the proposed model. The model is developed

with multi-modal side information including one multivariate real-valued and one categorical

observation for both the users and the items, and with the sparse rating matrix formed by the

interactions. The ultimate goal is to infer the posterior distributions of the user and the item latent

variables to explain both the observed ratings and associated side information. The graphical

representation of the proposed model is shown in Figure 4.1. In the probabilistic model, ui ∈ RK

corresponds to the latent variable associated with user i and vj ∈ RK corresponds to the latent

variable associated with item j. Zero-mean spherical Gaussian priors are assumed for these

multivariate latent variables as follows:

p(ui) = N (ui|0K , λ−1
u IK), (3.1)

p(vj) = N (vj|0K , λ−1
v IK), (3.2)

where λu and λv are the precision hyper-parameters for the distributions. K is the latent space

dimension. Instead of the zero-mean prior, it is trivial to use Gaussian-Wishart priors as in [39] for

fully Bayesian treatment to prevent over-fitting that can easily occur in the case that the regularization

precision parameters are not tuned correctly within a validation set. However, for simplicity of

derivations, we stick to the zero-mean spherical priors. The generative process assumes that both

the real-valued and the categorical side information represented by xi ∈ RDu and yi ∈ RMu ,

respectively, are generated from ui through the model parameters via regression. We hold on to

this assumption since many regression-based models in the literature [53, 54, 57, 71] have proved

that modeling the generation process for the features linearly through the natural parameters of
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Figure 3.1: Graphical model representation of the proposed MF-MSI method. The upper plate is
for the users, the lower plate is for the items, and the intersection is for the ratings. xi and zj
denote real-valued side information while yi and wj denote categorical side information.

their distributions is a valid assumption and results in reasonable performance. Accordingly, the

conditional probability of xi is given as a Gaussian distribution:

p(xi|ui) = N (xi|Wui + µW , Σx), (3.3)

where W ∈ RDu×K, µW ∈ RDu and Σx ∈ RDu×Du are the model parameters associated with the

real-valued user side information. For yi, the categorical conditional distribution is assigned as

follows:

p(yi|ui) = Cat(yi|S(Hui + µH)), (3.4)

where H ∈ RMu×K and µH ∈ RMu are the model parameters that are associated with the

categorical side information. S is the Soft-max function that maps the natural parameters of the

categorical distribution to the probability of each class. The natural parameters of both distributions
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are linearly modeled, i.e., ηG,i = Wui + µW for the Gaussian distribution, and ηC,i = Hui + µH

for the categorical distribution. ηG,i corresponds to the mean of the Gaussian distribution, and

ηC,i = [log p1
pMu+1

, . . . , log pMu
pMu+1

]T where {p1, . . . , pMu+1} are the probabilities in the categorical

distribution. A symmetric configuration is used for the item side with the following distributions:

p(zj|vj) = N (zj|Avj + µA, Σz), (3.5)

p(wj|vj) = Cat(wj|S(Bvj + µB)), (3.6)

where zj ∈ RDv and wj ∈ RMv represent the real valued and the categorical side information

for item j, respectively. The corresponding model parameters are A ∈ RDv×K, µA ∈ RDv ,

Σz ∈ RDv×Dv , B ∈ RMv×K and µB ∈ RMv . Finally, the rating matrix is assumed to be generated

with the interactions between the user and the item latent variables. The conditional probability for

each rating is modeled with the precision parameter c as follows:

p(rij|ui, vj) = N (rij|uT
i vj, c−1). (3.7)

3.3.2 Inference

Next, we infer the posterior distributions of the user and the item latent variables ui and

vj given the observed ratings and the multi-modal side information. We also find the Maximum

Likelihood estimations of the global model parameters that are collected in the set Θ as

Θ = {W , µW , H , µH , A, µA, B, µB, Σx, Σz, c}.

The model has two hyper-parameters that is included in the set ζ = {λu, λv}. In order to fit

the latent variable models, the EM algorithm, which maximizes a lower bound for the marginal

likelihood, provides a powerful solution [34]. However, an exact EM algorithm cannot be used to

infer the model parameters due to the intractable posteriors of the latent variables for the categorical
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likelihoods. Specifically, the complete data likelihood is given for user i and item j by following

generative process as follows:

Lij = p(ui)p(xi|ui)p(yi|ui)p(vj)p(zj|vj)p(wj|vj)p(rij|ui, vj). (3.8)

The likelihood consists of the categorical likelihoods of p(yi|ui) and p(wj|vj) which make an

exact inference intractable. Instead, motivated by the Bernstein-von Mises theorem [37], we

use variational inference by restricting the posterior distributions only to Gaussian to make the

lower bound tractable. The variational EM approach is used by defining the local quadratic

bounds for categorical likelihoods where Bohning bound has been shown to provide a useful lower

bound [72–74]. This bound is obtained by locally approximating the log-sum-exp (lse) function

for the log-likelihood of multinomial and categorical distributions [75]. The approximation is

performed around a point called the free variational parameter. The log likelihood of the categorical

distribution of user side information after applying Bohning bound can be written as follows:

log p(yi|ui) = log
eyT

i ηC,i

1 + ∑Mu
k=1 eηC,i,k

= yT
i ηC,i − lse(ηC,i))

≥ yT
i ηC,i −

1
2

ηT
C,iFuηC,i + gT

i ηC,i − ei

≥ yT
i (Hui + µH) − 1

2
(Hui + µH)TFu(Hui + µH)

+ gT
i (Hui + µH) − ei,

(3.9)

where ηC,i,k are the elements of the vector ηC,i, and the lse function is given by lse(ηC,i) = log(1 +

∑Mu
k=1 eηC,i,k). When the quadratic bound approximation is used, the lower bound to the complete

data log-likelihood also becomes quadratic which lets the posteriors be approximated as Gaussian

distributions. This is a reasonable approximation for large number of features (Du + Mu + I) since

the conditions of Bernstein-Von Mises theorem are satisfied under the exponential family models
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with a Gaussian prior [37]. The intermediate parameters that are used within the bound are given

as follows [72]:

Fu =
1
2

(IMu −
1

Mu + 1
1Mu1T

Mu
), (3.10)

gi = Fuψi − S(ψi), (3.11)

ei =
1
2

ψT
i Fuψi − S(ψi)

Tψi + lse(ψi), (3.12)

where ψi is the free variational parameter around which the lse function is approximated. At each

iteration, this parameter is updated as well to change the local approximation point. Gaussian

log-likelihoods for user i that appears in the complete data log-likelihood are given as follows:

log p(ui) = −K
2

log(2π) − 1
2

log|λ−1
u IK|−

λu

2
uT

i ui, (3.13)

log p(rij|ui, vj) = −1
2

log(2π) − 1
2

log c − c
2

(rij − uT
i vj), (3.14)

log p(xi|ui) = −Du

2
log(2π) − 1

2
log|Σx|−

1
2

(xi − Wui − µW )Σ−1
x (xi − Wui − µW ). (3.15)

The log-likelihoods for the items are similar due to the symmetry of the model and will

not be replicated to avoid clutter. The lower bound for the complete data log-likelihood is found

by the summation of the log-likelihoods of each factor in Eq.3.8. In the EM algorithm, taking the

expectation of this bound with respect to the posterior distributions of the latent variables ui and vj

first by using the old model parameter values and later by maximizing this expectation with respect

to these parameters will yield a new parameter set [34].

In E-step, specifically, we first obtain the means and the variances of the Gaussian approxi-

mation for the posteriors of ui and vj. These can be derived by completing the square by collecting

quadratic and linear terms in the log-likelihood to form Gaussian likelihoods [76]. It is important
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to note that since a lower bound is used, the variational posterior distributions are obtained as

q(ui) = N (ui|mui, Σui) for ui and q(vj) = N (vj|mvj, Σvj) for vj instead of the exact posteriors.

The E-step equations for the variational parameters mui and Σui of q(ui) are given as follows:

Σui = (λu IK + HTFuH + W TΣ−1
x W + c(E[VOiV T]))−1, (3.16)

mui = E[ui] = Σui(c(E[V ]Oiri) + HT(yi + gi − FuµH) + W TΣ−1
x (xi − µW )), (3.17)

E[uiuT
i ] = Σui + E[ui]E[uT

i ], (3.18)

where V = [v1, . . . , vJ] and ri = [ri1, . . . , ri J]T. Oi is a J × J diagonal matrix whose entries

are the binary indicators of the observed ratings of each item for user i to calculate the sufficient

statistic by summing only the second moments of the items rated by user i. c is a global parameter

that weighs this statistic to maintain a balance between the ratings and the side information. The

first term in Eq.3.16 is the prior precision given for ui that prevents over-fitting. The second and

the third terms correspond to the contributions of the categorical and real-valued side information

respectively. Note the fact that the second term depends only on the global parameters H and

Fu instead of the instances. The last term couples the user posterior covariance with the second

moment of the items through a coefficient c. The optimal parameter c is estimated during the

M-step by taking the sparsity of the dataset into account. After calculating the posterior covariance,

the posterior mean is calculated by using Eq.3.17. The first term in this equation couples the mean

of the item latent variables with the observed ratings. Oi term effectively includes only those item

variables that are rated by the user i. c is used to weigh this coupling term with respect to the

second and third terms corresponding to the observations with the categorical and the Gaussian

side information respectively. The sum of these terms is multiplied with the posterior covariance

to calculate the posterior mean of the latent variable of the user i. Next, the second moment of each

user is calculated since the coupling between the items and the users in the posterior covariance

calculation for item latent variable vj appears through this statistic, as shown in Eq.3.16 for the

item second moment. Finally, the variational free parameters for each user and item are updated in
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the E-step for appropriate local approximation. Optimal update for a user which has been shown

in [73, 75] is given as follows

ψi = HE[ui] + µH . (3.19)

The equations for the item vector vj are similar (due to the symmetrical graphical model)

with the same form but different parameters. The sum of second moments over all items and users

is used as a sufficient statistic to evaluate the M-step.

In M-step, by using the predicted posterior distributions of ui and vj after each E-step,

the model parameters are estimated point-wise to maximize the lower bound of the expected

complete-data log-likelihood, which corresponds to the M-step of the EM algorithm. To find

the update equations for the model parameters, the derivative of the expectation of complete-data

log-likelihood with respect to each model parameter is evaluated. For the Gaussian modality of the

user side, the update equations for the global parameters W , µW and Σx are obtained as follows.

W =
[
∑

i
(xi − µW )E[ui]T

][
∑

i
E[uiuT

i ]
]−1

, (3.20)

µW =
1
I ∑

i
xi, (3.21)

Σx = diag
{1

I ∑
i

(xi − µW )(xi − µW )T − (xi − µW )E[ui]TW T
}

. (3.22)

These are exactly the same update equations as in the factor analysis models [43]. For the

categorical modality, following the same approach, the update equations are obtained for the global

parameters H and µH as follows:

H =
[
∑

i
(F−1

u (yi + gi) − µH)E[ui]T
][

∑
i

E[uiuT
i ]
]−1

, (3.23)

µH =
1
I ∑

i

{
F−1

u (yi + gi) − HE[ui]
}

. (3.24)
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Lastly, the precision parameter c is updated in the same way as follows,

c =
1
|Ω| ∑

i,j∈Ω
(rij − uT

i vj)2, (3.25)

where Ω is the set of index pairs {i, j} of the observed ratings and |Ω| is the cardinality of the

set. The successive E and M-steps are performed until all the parameters converge to steady-state

values.

Once the model is trained and the posterior distributions for all users and items are obtained,

a user’s score on an item is predicted for the purpose of making a personalized recommendation. A

straightforward approach is to compute the inner products of the user and the item posterior means

for the unobserved ratings as follows:

r̂ij = E[ui]TE[vj] = mT
uimvj. (3.26)

3.3.3 Computational Complexity

In this section, we analyze each step of the algorithm in terms of their computational

complexities to develop a general understanding of the scalability of the proposed approach. We

start with the covariance computation in the E-step, given by Eq.3.16. The Gaussian modality term

inside the summation requires multiplication of a K × Du matrix with its transpose which results in

O(K2Du). Note that multiplication with the diagonal term Σ−1
x in Eq.3.16 has no additional cost.

Similarly, the categorical modality term has a complexity of O(K2Mu), where multiplication with

Fu does not increase the complexity due to its special form given in Eq.3.10. The last term which

couples the item second moments with the user posterior covariance requires multiplication of a

K × J matrix with its transpose, resulting in O(JK2) computations. Hence, for each user, the overall

computation of the posterior covariance matrix in Eq.3.16 requires O(K2(Mu + Du + J + K)). We

can assume that for a typical recommender system J, (the number of items), is very large compared

to Du and Mu. Moreover, the number of latent dimensions K is also typically chosen much smaller
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than I and J, hence the complexity reduces to O(JK2) for Eq.3.16. The computation of the posterior

mean in Eq.3.17 includes only matrix-vector multiplications that require O(KJ) computations. The

computation of second moment in Eq.3.18 requires O(K2) computations. Finally, for all users, we

repeat the computations in Eq.3.16-Eq.3.18, resulting in O(I JK2) asymptotic complexity. Due to

the symmetry of the proposed model for categorical posterior, we similarly have a complexity of

O(I JK2), thus the total cost of the E-step is O(I JK2).

The computation of W in the M-step requires multiplication of two terms. The first one

requires a summation over multiplication of Du × 1 and 1 × K vectors which result in O(IKDu).

The inversion in the second term requires O(K3) and the multiplication of the two terms requires

O(DuK2). Subsequently, the total cost is O(IKDu). Similarly, the computation of Σx has O(IKDu)

complexity, and for H the complexity is O(IKMu). Their joint complexity is O(IK(Du + Mu)).

Due to the symmetry, the item side parameters need O(JK(Dv + Mv)) computations, which makes

the total cost of a single M step as O(IK(Du + Mu) + JK(Dv + Mv)).

In terms of the overall computational complexity of a single EM iteration, the focus is on

the number of users I and the number of items J as they will significantly outweigh any other

system parameter in a typical large scale implementation. We see that while the complexity of

the E-step scales by I J, the M-step scales by (I + J). Conclusively, one can say that for large

I and J, the E-step will dominate the computational load with an overall model scaling factor

of I J. Since the complexity linearly scales with both the number of users and the number of

items, the proposed algorithm is competitively scalable for big data applications in terms of time

computational complexity.

3.4 Experimental Results

3.4.1 Evaluation Models

In this section, we briefly describe the models which are included for the purpose of

comprehensive performance evaluation. For labeling purposes, the proposed model will be called
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the MF-MSI method 4. The other models can be categorized into three groups. The first group

includes some baseline MF algorithms that are related to the proposed algorithm 5. The second

group consists of extensively used standard benchmark algorithms. The last group consists of the

recent algorithms that can incorporate side information, which are selected from the categories

defined in Section 3.2.

1. Baseline MF Algorithms

• BPMF: In this model, the side information is not incorporated. The user and item

latent variables are inferred by using only the sparse rating matrix. In this baseline

model, the second and third terms in both the summations of both Eq.3.16 for posterior

covariance and Eq.3.17 for mean estimation are simply removed. Since there are no

categorical likelihoods in this altered complete data likelihood, the exact EM solution is

applied instead of the variational EM. This particular baseline model resembles the well-

known approaches in the literature such as Bayesian Probabilistic Matrix Factorization

(BPMF) [39] and Factor Analysis [43]. In fact, the model definition here is the same

as BPMF but the inference is performed via EM instead of Markov Chain Monte Carlo

(MCMC), hence, this algorithm will be labeled as BPMF in the comparative studies.

• PMF: A gradient-based optimization is used to find the point estimates of the parameters

and the MAP estimates of the latent variables which maximize the complete data

log-likelihood [38]. This method does not use the posterior covariances of latent

variables which makes it more sensitive to the hyper-parameters [72]. PMF method is

implemented by removing the side information terms in Eq.3.16.

2. Standard Algorithms

4The code is available at https://github.com/maktukmak/MF-MSI.
5Surprise package is used for the implementation of some algorithms in this category.
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• NormalPredictor: The unknown ratings are predicted by sampling from a normal

distribution whose mean and variances are estimated from the training data using the

Maximum Likelihood Estimation.

• BaselineOnly: The global, the user and the item-specific means are evaluated by using

the ratings in the training dataset. Predictions are performed by summing up the mean

values [77].

• KNN Models: In the user-based neighborhood models, the similarity between users

is computed by using the cosine distance and the predictions are evaluated by linearly

weighting the predictions of the k-neighbors with the pre-computed similarity values.

We considered four different types of KNN models. KNNBasic is performed with raw

ratings. KNNWithMeans takes into account the mean of the user and the item ratings.

KNNWithZScore incorporates the z-score normalization for each user. KNNBaseline

uses the baseline ratings computed by summing up the global, the user and the item

mean rating [78].

• SVD: This model factorizes the rating matrix into two low dimensional user and item

matrices. The global mean, the user bias and the item bias are incorporated in the

model. Stochastic gradient descent is used to optimize low dimensional matrices and

biases. It is similar to the PMF model but also includes biases [1].

• NMF: This model is similar to SVD but the latent factors are forced to be positive. It is

recommended for use particularly in datasets with only positive interactions [79, 80].

• SVDpp: This is an extension of SVD taking into account implicit feedback. A new set

of item factors is introduced to capture implicit ratings. All the factors are optimized

along with biases by using a gradient-based approach [78, 81].

• SlopeOne: Average differences between the ratings of the target item and the items

rated by the other users are evaluated in a pairwise manner [82].
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• CoClustering: K-means algorithm is used to form the clusters for the users and the

items and the co-cluster for the ratings. The means of these three clusters are summed

up to find the prediction of an unknown rating [83].

3. Recent State-of-the-art Algorithms

• LCE: A matrix factorization model which can incorporate side information via collective

factorization. This model is similar to the proposed MF-MSI in terms of the common

latent space utilization. However, the model can only incorporate real-valued side

information. For mixed data types, the side information is pre-processed to form

real-valued similarity matrices by using RBF kernels [57].

• DecRec: This model extracts a submatrix from the rating matrix, which is dense enough

to be completed with low error rates. The completion is performed via classical Matrix

Factorization by evaluating the latent factors. The cosine similarity matrices for the

users and the items are computed by using the side information. Linear regression is

performed to find the latent factors of the users and the items which are excluded by the

sub-matrix by using similarity matrices and in-sub-matrix latent factors [68].

• KMF: Kernelized matrix factorization uses Gaussian process priors to regulate the

columns of the latent matrices as opposed to the rows as in classical PMF models. The

covariance matrices of the priors are simply assigned as similarity matrices formed by

using the side information of the users and the items [51].

• LightFM: This model incorporates mixed data type side information by adding the

features from the metadata of the users and the items to the classical matrix factorization

model. This model is not probabilistic and gradient-based optimization is used to find

the point estimates of the latent vectors [66].
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3.4.2 Datasets

Four different datasets are used in the experimental study. The first one is a synthetic

dataset generated, i) to analyze the model behavior with respect to varying levels of sparsity, ii)

to assess the convergence property and iii) to observe the computational load and scalability with

respect to the growing dataset. The comparative study includes three different variations of the

MovieLens dataset with the different number of interactions (100K, 1M, and 10M) commonly used

as the official benchmark datasets in recommender system applications to assess small to large scale

performance. A specific advantage of MovieLens dataset is the availability of multi-modal side

information for both the users and the items. The statistics of each dataset are summarized in Table

3.1.

• Synthetic: The synthetic dataset is generated by following the generative process described

in section 3.3.1. The rating matrix is generated by randomly removing a fraction of the

generated values. In addition to the sparse rating matrix, the fully observed multi-modal side

information is generated for both the users and the items. The Gaussian modality dimensions

are chosen as Du = 3 and Dv = 3. Two categorical modalities are incorporated for each side

such that Mu = [5 3] and Mv = [5 3] which means that the first and the second categorical

features have 6 and 4 classes (where the last class used as the pivot) respectively. The

dimension of the latent space is fixed as K = 3. λu, λv and c are fixed as 1. The number of

the users/items (I, J) and the missing value fractions are varied according to the specifications

of the experiments.

• MovieLens 100K: MovieLens 100K is one of the most popular small-scale recommender

system datasets used for bench-marking. The rating matrix is generated by the interactions

of 943 users with 1682 items. The number of interactions is 100K which makes the fraction

of missing values 0.937. The dataset has fully observed user side information such as age,

gender, occupation and zip code. We model the age information as a uni-variate Gaussian

modality and gender and occupation information as categorical modalities with 2 and 21
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Table 3.1: MovieLens dataset statistics

Statistics MovieLens-100K MovieLens-1M MovieLens-10M
# Users 943 6040 71567
# Items 1682 3883 10681
# Ratings 100000 1000209 10000054
Rating Sparsity 0.937 0.957 0.987
Real-valued info for users Age Age -
Categorical info for users Gender, occupation Gender, occupation -
Real-valued info for items Release Release Release
Categorical info for items Genre Genre Genre

classes, respectively. For the item side, the dataset has movie title, release date, and genre.

We model the release date as a uni-variate Gaussian. Genre is a 21-dimensional non-1-

of-K binary indicator. Hence, the genre information is modeled as 21 different categorical

modalities where each one can have two values (Bernoulli distribution).

• MovieLens 1M: Similarly, MovieLens 1M is generated by approximately one million inter-

actions of 6040 users on 3883 items which makes the sparsity around 0.957. It has the same

metadata as MovieLens 100K dataset for both the users and the items.

• MovieLens 10M: Finally, MovieLens 10M is a large-scale dataset that provides approximately

10M interactions of 71567 users on 10681 items. The fraction of missing values, in this

case, is 0.987. Unlike the previous two datasets, the user side information is not officially

provided. For the item side information, we similarly have the genre and release date like the

previous two datasets.

3.4.3 Evaluation Metrics

To compare the performance of the algorithms described in Section 3.4.1, two performance

evaluation metrics are used throughout the study. Mean Square Error(MSE) is used to assess the

performance when explicit rating prediction is performed, which is evaluated as follows:

MSE =
1

|Ωtest| ∑
i,j∈Ωtest

(r̂ij − rij)2
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where Ωtest is the set in which the indices of the test interactions are stored.

The second metric is “recall" that measures the ranking performance of the model. Gen-

erally, recall is a more practical assessment of a recommender system as it directly measures the

recommendation performance. In the special case of movie datasets, the evaluation is given as

follows:

Recall@L =
number o f movies the user liked in the top L recommendations

total number o f movies the user liked

where L is the number of recommended movies that are selected from the test set of the corre-

sponding user. For the remainder of the section, recall is reported as the average of all the user’s

individual recalls.

3.4.4 Splitting the Dataset for Training and Testing

We apply two different test scenarios called the warm-start and the cold-start. The warm-

start scenario corresponds to the case where at least one interaction for all the items and the users

appear in the training set such that at least some information in the rating matrix is present for all

the test users and items. We use the following recipe to create this condition. If the number of

interactions for an item is smaller than 5, then all of its interactions are included only in the training

set and no interaction for that item exists in the test set. If the number of interactions for an item

is larger than 5, a randomly selected 60% − 20% − 20% of these interactions are separated for

training, validation, and testing respectively.

On the contrary, the cold-start scenario corresponds to the case where some items have

all of their associated interactions appeared in the testing set with no associated interactions in

the training set. In order to create this case, %20 of the items are randomly chosen as test items

and all of their interactions are separated exclusively for the testing set. Similarly, another %20

of randomly chosen items is dedicated as the validation set where all of their interactions are also

removed from the training set.
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Figure 3.2: MSE vs missing value fraction on synthetic dataset

3.4.5 Simulation Study

First, we conduct a simulation in which a synthetic dataset is generated according to the

configuration described in Section 3.4.2 with 300 users and 500 items. The purposes of this study

are: i) to confirm the hypothesis that incorporating side information into the prediction process

improves the performance of the recommender system, ii) to assess the performance sensitivity with

respect to the sparsity level and iii) to observe the convergence behavior and iv) to test scalability of

the proposed model. In this synthetic dataset, five modalities of the information exist including the

Gaussian and categorical modalities for the user/item side information as well as the rating matrix.

We induce the missing values and calculate the MSE performance on the fully observed rating

matrix with respect to the varying fractions of missing values from %0 to %95 with increments of

%5. In this section, the proposed model is only tested against the BPMF model which does not

utilize any side information but is otherwise the same predictor. The results are presented in Figure

3.2.

We see a significant improvement in the performance of the MF-MSI model over the BPMF

across all different fractions of missing values which serves as a strong empirical validation of
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the model and its behavior. These results are averaged across 10 experiments for each fraction.

Although the difference is around 0.13 when the missing value fraction is 0, i.e., all ratings are

observed, the difference more than doubles to 0.27 when the missing value fraction is %0.95.

This indicates that the MF-MSI model fits better to the dataset that follows a generative model

assumption even when the fraction of missing values is very high with the help of observed side

information. The high fraction of missing values case in this experiment is important and relevant

since in most of the real world datasets, the rating matrices have high sparsity (> %95) levels.

Next, we observe the convergence rate of the MF-MSI model compared to the BPMF model

for the same hyper-parameter configuration. Figure 3.3.(a) shows the “MSE with respect to time in

seconds" when the fraction of missing values is set as %95. The MF-MSI model tends to converge

faster to a lower MSE. The BPMF, on the other hand, displays an elbow during the first few iterations

which slows down the convergence. The addition of side information seems to remove this elbow

and lead to a smoother and faster (as much as 4x times) convergence.

As discussed in Section 3.3.3, when the number of users I and the number of items J are

large compared to the dimensions of the side information, time complexity reduces to a factor

of I × J. Figure 3.3.b shows the log of time per iteration when I and J increase from 512 to

8192. Although the total time increases exponentially for both models, the time difference between

them vanishes as the numbers of users and items increase. As a result, one can conclude that

adding the side information by using the proposed approach does not necessarily increase the time

complexity per iteration for large scale applications while leading to an almost order of magnitude

faster convergence to a more accurate point in a smaller number of iterations.

3.4.6 Movie Recommendation Study

In this section, we conduct a comprehensive experimental study to assess the performance

of the proposed algorithm by using the MovieLens datasets. Firstly, we show the qualitative results

by examining the latent space learned by the algorithm. Next, we compare the prediction and

ranking performance of the algorithm with the baseline MF, the standard benchmark and the recent
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Figure 3.3: Convergence analysis on synthetic dataset
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state-of-the-art algorithms, respectively. As a pre-processing, the real-valued side information for

both the users and the items is normalized to have zero mean and unit variance. The categorical

information is converted to 1-of-K binary representations. The last classes are designated as

pivots such that Mu and Mv are equal to the number of the corresponding user and item classes

minus 1. Additionally, the model hyper-parameters of each algorithm in the experimental study are

optimized by using the validation set for each dataset. A grid search is performed and the parameter

set that corresponds to the best performance in the validation set is used in the test set to report the

evaluation results.

• Examining the Latent Space:

In this section, we analyze how well the proposed generative model fits the data by illustrating

how the users and the items are grouped together in the latent space with respect to their

statistical similarities. Since the posterior distributions of the user and the item latent variables

are obtained after inference, the latent space can be discovered and explored by using KL

divergence, which is a more convenient distance metric than the Euclidean distance due to

the availability of posterior covariance. The closeness of two users can be assessed via

KL divergence between the two multivariate Gaussian by using the following closed form

expression:

DKL(ui||uk) =
1
2

(
tr(Σ−1

uk Σui) + (muk − mui)TΣ−1
uk (muk − mui) − K + ln

( |Σuk|
|Σui|

))
,

where “tr" denotes the trace operator. Table 3.2 shows three sample users neighboring in the

latent space. First, User1 is selected randomly among all users and then the two closest users

are found using the KL divergence. The metadata of the corresponding users is provided in

the table along with the names of the movies the users liked and their corresponding metadata.

One can observe the similarity of the users’ demographic information such as gender (all

female) and age (all middle age) and the fact that the occupations are not contrary. Similarly

on the item side, one can see that some movies such as ’Ice Storm’ and ’The Postman’ appear
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Table 3.2: Sample users from MovieLens 100K

User 1 (Female, 40, Librarian)
Boogie Nights 1997 Drama
In and Out 1997 Comedy
Postman, The 1997 Drama
Mad City 1997 Action, Drama
Ice Storm 1997 Drama
User 2 (Female, 50, Other)
Ice Storm 1997 Drama
As Good As It Gets 1997 Comedy, Drama
Wings of the Dove, The 1997 Drama, Romance, Thriller
Good Will Hunting 1997 Drama
Wag the Dog 1997 Comedy, Drama
User 3 (Female, 35, Administrator)
Cold Comfort Farm 1995 Comedy
Postman, The 1997 Drama
Emma 1996 Drama, Romance
Sense and Sensibility 1995 Drama, Romance
George of the Jungle 1997 Children, Comedy

in each user’s list. The movie release dates are also close and the genres (such as comedy

and romance) are overlapping. It is obvious that the model fits all the preferences from the

rating matrix as well as the side information which includes the metadata of the users and

the items in the latent space. Furthermore, we can use the similar approach to find movies

that are close in the latent space. A sample of two different movie groups is listed in Table

3.3. The first movie in each list is chosen randomly and the KL divergence is used to find

the 4 closest movies in the latent space for each group. Much like the user case, one can see

how the side information including the genre and the movie release dates can help improve

the clustering performance of mixed data type observations.

• Comparison with Baseline MF Algorithms:

For all the models in this category, the latent space dimension is chosen the same for a

fair comparison, K = 10. Prior hyper-parameters λu and λv are chosen as 1. The rating

precision c is initialized as 1. Figure 3.4.(a) shows the recall performances for both the warm

and the cold settings. In the warm setting, as shown in the figure on the left, all models
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Table 3.3: Sample movie groups from MovieLens 100K

Group 1
Shall We Dance? 1937 Comedy, Musical, Romance
Gay Divorcee, The 1934 Comedy, Musical, Romance
Top Hat 1935 Comedy, Musical, Romance
Women, The 1939 Comedy
Band Wagon, The 1953 Comedy, Musical
Group 2
Ghost 1990 Comedy, Romance, Thriller
Pretty Woman 1990 Comedy, Romance
While You Were Sleeping 1995 Comedy, Romance
In the Line of Fire 1993 Action, Thriller
American President 1995 Comedy, Drama, Romance

perform similarly (with slightly higher performance for the proposed algorithm) due to the

cross-information being included in the rating matrix for both the training and the testing

sets. As expected, the PMF model performs the worst in every scenario, while the proposed

MF-MSI model performs slightly better than all the other models for all the three datasets.

The advantages of the proposed method become much clearer as shown in Figure 3.4.(b)

when the more challenging and realistic cold setting environment is used. As expected, all

three algorithms perform worse than the warm setting startup, however, the proposed model

is significantly less affected. Naturally, the PMF and the BPMF models cannot generalize

properly due to the initial lack of information in the rating matrix for the cold setting, which

makes their performances depend highly on proper initialization.

Next, we analyze the effect of the number of recommended movies, L, on the recall perfor-

mance. Figure 3.5 shows that the differences between the recall performances of the models

are getting larger when the number of recommended movies (L) decreases. This behavior

is even more apparent in the cold setting case suggesting that the side information allows

the proposed model to have a significantly better recommendation performance specifically

for its top recommendations. This represents the ideal case for a commercial recommender

system as the majority of the users focus on the top 2-3 items in their recommended list where

accuracy becomes more important.
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Figure 3.4: Recall performances on MovieLens datasets when L = 2
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Figure 3.5: Recall performances for the varying number of recommended movies

59



Table 3.4: MSE comparison with standard benchmark algorithms on the warm setting

Algorithms MovieLens-100K MovieLens-1M MovieLens-10M
NormalPredictor 2.304 2.268 1.329
BaselineOnly 0.893 0.828 0.750
KNNBasic 0.964 0.872 *
KNNWithMeans 0.910 0.872 *
KNNWithZScore 0.910 0.874 *
KNNBaseline 0.934 0.901 *
NMF 0.872 0.848 0.766
SVD 0.895 0.794 0.664
SVDpp 0.863 0.767 0.659
SlopeOne 0.893 0.824 0.743
CoClustering 0.949 0.841 0.781
PMF 0.901 0.802 0.691
BPMF 0.850 0.776 0.671
MF-MSI 0.812 0.728 0.632

• Comparison with the Standard Benchmark Algorithms:

The standard algorithms are not capable of incorporating side information. To this end,

the comparison is performed only for warm-start condition via MSE metric. Each exper-

iment is repeated over 10 times to obtain a statistically meaningful result. At each trial,

the training/testing split is performed randomly. As indicated in table 3.4, the proposed

model outperforms the standard algorithms by exploiting the side information. The closest

performance is achieved by SVDpp and BPMF. KNN models cannot produce results for the

MovieLens 10M since the dataset is too large for these models to process*. Specifically, these

models require similarity matrices to be computed and stored in the memory. In the case of

MovieLens 10M dataset, the sizes of matrices are 71567× 71567 and 10681× 10681 for the

user-based and item-based models respectively which requires a significantly large memory

size for storage and processing. Our 32GB memory could not able to store the matrices. This

scalability issue is a well-known bottleneck of neighborhood-based models [2, 76].

• Comparison with Recent State-of-the-art Algorithms:

The models in this category are able to incorporate the side information. We compare their

performances with the proposed model under both the warm and the cold start conditions.
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For recall performance, the number of recommended movies L is selected as 10. Table 3.5

presents the averaged results over 10 experiments with different random split initialization

for each experiment. It is important to note that, as in the case of the KNN models, the LCE,

DecRec and KMF algorithms cannot scale to the Movielens-10M dataset due to the space

complexity of the models and their imposed memory limitations*. The LCE and DecRec

algorithms require storing the similarity matrices calculated by using the side information

of the users and the items, which results in O(I2 + J2) space complexity. Additionally, the

KMF algorithm requires inverting these matrices to obtain kernels for the Gaussian Process

priors which results in O(I3 + J3) computational complexity. LightFM and MF-MSI do not

have these types of bottlenecks since they work on the raw features instead of the similarity

matrices. LCE also needs a relatively large latent space dimension compared to MF-MSI.

The reason is that the side information, which is the similarity matrix, is high dimensional. In

order to project this matrix to the latent space, the dimension should be extended significantly.

In [57], the authors suggest a latent space dimension of 500 while MF-MSI can achieve

similar results with only a 20 dimensional space. That makes the proposed algorithm faster

and more efficient compared to LCE. For instance, for the MovieLens 100K dataset, MF-MSI

converges in 1.9s which is several orders of magnitude faster than LCE which requires 61.2s

for reasonable performance.

In the warm-start scenario, MF-MSI performs better than all the other algorithms in terms of

both RMSE and Recall. For the MovieLens 10M dataset, the proposed algorithm outperforms

LightFM which is the only other state-of-the-art algorithm in this list scalable to the size

of this dataset. In the cold-start scenario, MF-MSI outperforms the other algorithms in

terms of ranking performance. However, KMF has better MSE performance for MovieLens

1M. Considering the scalability issue of KMF, one can conclude by the results reported in

Table 3.5 that the overall performance of the proposed model is higher than the competitive

algorithms in a significant majority of the test scenarios using the three differently sized

datasets.
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Table 3.5: Performance comparison with recent state-of-the-art algorithms

MovieLens100K MovieLens-1M MovieLens-10M
Warm-Start MSE Recall MSE Recall MSE Recall
LCE 0.854 0.890 0.729 0.901 * *
DecRec 1.187 0.842 1.196 0.814 * *
KMF 0.863 0.892 0.769 0.900 * *
LightFM 1.021 0.889 1.034 0.893 1.827 0.886
MF-MSI 0.812 0.900 0.728 0.904 0.632 0.902
Cold-Start
LCE 1.253 0.849 1.363 0.819 * *
DecRec 1.234 0.854 1.208 0.823 * *
KMF 1.208 0.821 1.140 0.791 * *
LightFM 1.274 0.857 1.343 0.822 2.047 0.824
MF-MSI 1.192 0.861 1.261 0.827 1.490 0.886

3.4.7 A Discussion on Deep Learning Methods

In the experimental setup of MF-MSI algorithm, we excluded deep learning methods. The

main reason is that there is a recent debate going on about suspicious performances of neural

network models when applied to recommender systems. This claim has been validated with an

elaborate analysis in a recent study [84]. We now follow the results presented in this study to show

the ambiguity about neural network approaches. Some additional studies that point out similar

problems can be found in [85–90].

Indeed, most of the recent proposed deep-learning based recommender system models

have been found non-reproducible even the ones which have been published in good publication

venues. [84] considered 18 algorithm published at top conferences that claim state of the art

recommendation performance. Only 7 of them have been identified reproducible, i.e., there were

publicly available codes, or authors could provide them upon request, and the codes could at least

can be run without major modifications. Here, we briefly explain these reproducible deep learning

algorithms.

Collaborative Memory Networks (CMN) algorithm [91] combines memory networks, at-

tention mechanisms, neighborhood approaches, and latent factor models. Meta-path based Context

for Recommendation (MCRec) method [92] uses sampling to select higher quality paths, and
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co-attention mechanism to represent path-based users, items, and contexts. The method also in-

corporates auxiliary information of items. Collaborative Deep Learning (CDL) [93] uses stacked

denoising auto-encoders to learn a joint representation for collaborative information, i.e., latent rep-

resentations of users and items as real-valued vectors. Neural Collaborative Filtering (NeuMF) [94]

replaces inner products of vectors used in matrix factorization with non-linear neural architectures.

Lastly, Spectral Collaborative Filtering (SpectralCF) [95] constructs bipartite graph from user-item

relationship, then use a convolutional operation on spectral domain.

The authors compared these algorithms with some computationally and conceptually simple

baseline algorithms. Here, we include three of them. The algorithm, Popular, recommends the most

popular items in order to the users, so there is no personalization or learning. KNNUser algorithm

uses the ratings of the users to compute a similarity measure between users, then recommends items

to a target user by exploiting the preferences of her neighbor users. KNNItem algorithm, on the

other hand, uses the ratings of the items to compute similarity measure between items. The results

of the study are compiled in Table 3.6. Note that, we also used KNNUser algorithm to evaluate the

performance of our proposed algorithm in 3.4.6.

It is clear from the results that these deep learning algorithms are not successful in top-k item

recommendation tasks as much as they claim, as compared to the simple baseline algorithms. The

study found out that authors of the papers mostly setup unfair test environments, and perform unfair

tuning of baseline algorithms to promote their algorithms. So, there exists very huge ambiguity

about these algorithms, which prevent researchers to include them as benchmarks.

Our intuition about why complex models fail or can not perform better proportional to

their complexity, is that the recommender system datasets are highly sparse (> 99.9%). The deep

learning models contain high number of parameters to be optimized given the data. However, the

number of observations are significantly low due to the sparsity. It is well know that deep learning

models consume very large number of examples to be properly optimized. The recommender

system tasks do not provide such environment. We suggest that well-defined statistical linear

models are much more suitable in such conditions. Especially, the probabilistic models, into which
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Table 3.6: The performance analysis of various deep learning algorithms

Pinterest Dataset
HR@5 NDCG@5

Popular 0.1668 0.1066
KNNUser 0.6886 0.4936
KNNItem 0.6966 0.4994
CMN 0.6872 0.4883

MovieLens-1M Dataset
REC@20 MAP@20

Popular 0.1853 0.0576
KNNUser 0.2881 0.1106
KNNItem 0.2819 0.1059
SpectralCF 0.1843 0.0539

Pinterest Dataset
HR@5 NDCG@5

Popular 0.1663 0.1065
KNNUser 0.7001 0.5033
KNNItem 0.7100 0.5092
NeuMF 0.7024 0.4983

CiteULike-a Dataset
REC@50 REC@100

Popular 0.0038 0.0073
KNNUser 0.0685 0.1028
KNNItem 0.0846 0.1213
CDL 0.0543 0.1035

MovieLens-100K Dataset
PREC@10 REC@10

Popular 0.1907 0.1180
KNNUser 0.2313 0.1802
KNNItem 0.3327 0.2199
MCRec 0.3077 0.2061

our proposed model falls, can well-define the problem, model the missing values using probability

distributions by encoding uncertainty, give well performance with low computational complexity.

Additionally, we also showed in Chapter 2, that our neural network-based matrix completion method

performed worse as compared to probabilistic linear model such as VBPCA when sparsity level

reaches high values, that also supports our intuition here.

3.5 Conclusion

In this chapter, we introduce a fundamentally different approach to incorporate multi-modal

side information using a novel probabilistic generative framework for recommender systems. A

scalable and computationally efficient statistical inference method based on variational EM is

derived for datasets with very sparse interactions between the users and the items to exploit their

associated multi-modal side information. The Bayesian structure of the model naturally enables

the discovery of full multi-variate distributions over the latent space to provide a better prediction
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performance in both the mean-square-error and recall metrics as more side information becomes

available. The improvement in both the accuracy and the ranking performances of the proposed

model is clearly demonstrated over a wide range of popular benchmark models for both warm

and cold start test scenarios across both synthetic and real datasets. In fact, the state-of-the-art

performance is achieved for the majority of the cases when compared to other recently introduced

recommender systems which also incorporate the side information in different ways.

Our findings have several important implications when it comes to the next generation

recommender systems. First of all, the fact that side information is utilized to improve the per-

formance suggests that any additional knowledge acquisition by the companies both for the items

they are promoting and their users would be beneficial regardless of the platform. Furthermore,

the reduction in computational complexity to the level of scaling linearly with both the number of

users and the number of items, would allow competitively scalable big data applications even when

additional side information is rich and complex in nature.

3.6 Limitations and Future Research Directions

Ultimately, the main purpose of this study in this chapter is to serve as the proof-of-concept

for the MF-MSI algorithm supported by both the fundamental derivations and empirical observa-

tions with a comprehensive experimental setup. Nonetheless, there are three separate promising

pathways for further research. For instance, we demonstrate the scalability of the proposed model

in terms of time complexity. While the memory complexity of the MF-MSI algorithm is better,

especially when compared to the more recently proposed approaches, it still represents a challenge

especially for extremely large datasets. Recent work on variational inference [96] provide promis-

ing solutions to such memory problems with stochastic optimization. As future work, stochastic

variational EM can be introduced to the model to deal with the memory complexity issues for

very large datasets to ultimately support online learning which is necessary for e-commerce appli-

cations. As additional future work, the model can incorporate recent techniques in the literature

as discussed in Section 3.2 primarily to increase the prediction performance even further. For
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instance, local factorization can be performed with a mixture model, or the dimensions of the latent

space can be automatically inferred within a mixture rank model. Finally, the current structure of

the multi-modal side information used in the experimental setup (such as age, occupation, title,

year) is comparatively simple compared to the richer and more heterogeneous representations such

as textual user reviews, movie synopsis. While the underlying model of inferring the multi-modal

latent space is capable of expanding to more complex data representations, a significant portion of

the future work can nonetheless focus on exploiting more diverse combinations of side information

with the help of recent breakthrough in data fusion and language modeling such as contextual word

embeddings.
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Chapter 4: Sequential Attack Detection

4.1 Introduction

In most of the commercial platforms, the recommender systems play a key role in improving

the user satisfaction by providing personalized experiences to ultimately increase sales and revenue.

The recommender systems are mostly data-driven algorithms where the main source of information

is the user feedback. To provide accurate recommendations for each user, the algorithms, even

the modern ones currently used by popular services such as Netflix and Amazon, generally exploit

collaborative filtering approaches [1] which are prone to manipulation [97]. Creating fake profiles

and designing rating entries intelligently can adversely impact the recommendations for the genuine

users. Reasons for such activities include promoting or nuking a specific item for which the attacker

wants to either increase or decrease sales or popularity. Some attackers may only aim to disturb the

system operation and reduce its efficiency for the genuine users [3]. 6

The collaborative filtering algorithms exploit the rating history of the users to extract the

information of “closeness” between the users to recommend items by using the preferences of the

neighboring users [1,99]. In a system, consisting of a large number of users and genuine ratings, one

can try to infer the characteristics of genuine user behavior by processing the ratings and forming

distinctive features to detect anomalies. Many supervised approaches try to classify the test users

based on their rating profiles [100]. In this case, the assumption is the availability of the rating

profiles of both the fake and the genuine users which is practically impossible in most applications.

As a result, in the case of different types of attacks the system is not trained for, the performances

of such algorithms degrade very quickly. To remedy this, we only consider the unsupervised attack

detection in this study which assumes no a priori information about the attack type.

6Part of this chapter was published in [98]. Permission is included in Appendix A.
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The main source of information for collaborative filtering is the rating history of the user

profiles. Recently, researchers have begun looking into incorporating the side information, including

the user attributes, item features, network structure, social friend/trust network, etc. to improve

the recommendation quality [31,32]. Significant improvements in recommendation accuracy have

been achieved by using this additional information in a statistical framework specifically for cold

start scenarios [101]. The cold start scenario defines the setting when the users or items in the

system do not have enough registered ratings or past interactions. Naturally, the cold start users and

items have the potential to benefit dis-proportionally from side information sources. Surprisingly,

up to now, the proposed attack detection algorithms considered solely the ratings and did not focus

on the side information. In theory, the evidence of anomaly coming from the ratings can and should

be aggregated with the evidence of anomaly coming from the side information entries. In this study,

we consider for the first time in literature, the user attributes as an additional source of evidence

for anomaly detection. This case is highly practical since accessing to the attributes of the genuine

users registered in the system requires a much higher in-depth knowledge or sophisticated attack

capabilities than accessing the ratings (which anyone with a computer and sufficient time could

accomplish). In this study, we assume the attacker creates profiles by overlooking the compatibility

between the ratings and the attributes of the genuine users. To this end, we assume that the attributes

are randomly selected while the ratings are intelligently filled for each fake user. As a result, similar

to the case of improving the recommendation quality for the cold start/user items, we now consider

exploiting the side information to improve attack detection performance by detecting any mismatch.

The well-known anomaly detection algorithms require the exact knowledge of the proba-

bility density functions (pdf) of both the genuine and anomalous data [102,103]. In recommender

systems, it can be assumed that the genuine data is available to the operator to try and fit a probability

distribution. However, the vectors associated with the rating profiles of the users are very high-

dimensional and sparse. They also exhibit complex interactions with the vectors of the other users

which makes it very hard or otherwise intractable to model such data by using high dimensional

multivariate pdfs. The case is even worse for the fake profiles. There are different attack types
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which means it is practically very difficult to model all kinds of anomalies with some parametric

multivariate pdfs. In fact, one can safely assume that the anomalous pdf is totally unknown. To

overcome these problems, we propose to extract uni-variate statistics given the high dimensional

sparse rating vectors and the side information of both the users and the items. By using single

dimensional statistics, we aim to lower the computational complexity of the detection algorithm for

efficient implementation to time-sensitive online settings.

For efficient attack detection in recommender systems, the main challenges to obtaining

useful uni-variate statistics are three fold: (i) the statistics should inherently include the compati-

bility between the ratings and the attributes, (ii) the statistics should be sufficiently informative to

distinguish between the genuine and attack users, and (iii) the statistics should be easy to compute

for quick evaluation in online settings. To meet these challenges, we first propose a linear latent

variable model to embed the observed data of the genuine users including the sparse rating vectors

and mixed data type user and item attributes. For flexibility, we consider two data types for the

attributes: the real and categorical valued, since these data types are the most common to represent

the attributes a user or an item can exhibit (such as gender and age for the users and year and

genre for the items). The embeddings of the users and items lie in a low dimensional sub-manifold

as a good representative of the genuine user behavior. Since the model is trained using both the

attributes and the ratings, it exhibits a unified latent representation of the compatibility between

the attributes and the ratings. The parameters of the model can then be used to measure such

compatibility for the test users by producing uni-variate statistics which would deviate from the

nominal values if the test user is an attacker. It is important to note that our proposed statistic

is likelihood-based with a closed form expression for the trained model parameters which can be

computed very efficiently in one-shot for the online settings.

Most of the attack detection frameworks developed for recommender systems focus on

the sample-by-sample decision by ignoring the temporal relationship between the attack users.

However, it is common to observe users who have different preferences which should be considered

as non-persistent random outliers (trying a new movie genre) instead of actual anomalies. Single
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outlier detection methods are vulnerable to false alarms in such scenarios [104]. On the other

hand, if the system does observe persistent outliers in a short time interval, it may indicate a real

attack. In this study7, we aim to detect persistent attacks by taking temporal relations of the test

users into account and accumulating their anomaly statistics over time. This method resembles

the well-known CUSUM sequential change detection algorithm that accumulates log-likelihood

ratios (LLR) [102, 103] albeit that we instead use proposed uni-variate statistics. The sequential

attack detection provides two advantages over the single attack profile detection: (i) lowering the

false alarm rates by not labeling the non-persistent outlier users as attackers and (ii) increasing the

true positive rates by accumulating the small evidences when the attack is hard to detect but still

persistent.

In summary, we have the following contributions to the literature of attack detection in

recommender systems:

• We design a probabilistic linear latent variable model that can represent the mixed data-type

attributes of both the users and items, and the observed ratings. The parameters of the model

define a latent space which inherently relates the attributes and the ratings of the genuine

users.

• We propose uni-variate statistics to distinguish between the attackers and the genuine users.

The statistics are easily computed in one-shot through the trained latent variable model

parameters.

• We introduce the sequential attack detection problem in recommender systems and propose a

CUSUM-like sequential detection algorithm by exploiting the uni-variate statistics generated

under the genuine latent space.

• We demonstrate the performance improvements over both the single attack profile detection

algorithms and the sequential detection algorithms that can only use the observed ratings by

using a thorough experimental setup on three popular real world datasets.
7Part of this chapter was published in [98]. Permission is included in Appendix A.
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4.2 Related Work

The literature includes many examples for attack types that can be performed on recom-

mender systems [3,99]. Subsequently, a range of attack detection algorithms have been introduced

in the last two decades to mitigate such attacks [100]. We first discuss the popular attack types

before briefly explaining the detection algorithms in the literature by categorizing them into static

and temporal models. Note that we assume that the attackers could pass the authentication meth-

ods [105–107].

4.2.1 Attack Types

Researchers have developed a range of attack prototypes to demonstrate and study the effects

of the attack profile injection on recommender systems and subsequently proposed the algorithms

to detect and mitigate them. To form a realistic profile, the attackers do not only give ratings for the

target items, but they select some filler items and fill them as well. The attack types basically differ

from each other by the selection criteria of the filler items and the given ratings. An early simple

attack type, called random attack, considered random selection and using the global mean of all

the ratings for the chosen filler items in the system [108]. Average attack used item specific mean

values instead of the global mean by exploiting more in-depth knowledge [109]. Bandwagon [108]

and popular item [110] attacks were proposed to decrease the amount of knowledge required for the

average attack but having similar efficiency by using the most popular (liked or rated) items as filler

instead. Some attack types [111–113] require specific knowledge of the ratings of the users. While

they can be used as upper performance bound (due to their complexity) they are also impractical

to implement. The attack types specialized for nuking items were proposed in [114]. In this case,

the filler items were selected among the most disliked items and were given low ratings along with

the target item. To prevent the attack being detected, an obfuscation methodology was proposed

in [115]. This method similarly uses the most popular items as filler by modifying the average attack

to hide the malicious activity. [116] proposed a methodology to mislead the detection algorithms

that use clustering. The attack efficiency can be traded off for better obfuscation if the attacker is
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aware of the detection strategy [97]. A recent paper introduced adversarial algorithms to actually

learn the detection strategy which increases the effectiveness of attack types across the board [117].

4.2.2 Static Detection Algorithms

In the attack detection algorithms developed for recommender systems, it is common to

ignore the temporal relations between both the users and the ratings. In this scenario, the observed

data consists of fully observed genuine and attack user ratings without any temporal dependency.

The algorithms generally form distinctive features by using the ratings to distinguish the attack

profiles from the genuine ones. By assuming similarity between the influential users [118] and

the attack users, a set of features was proposed early in the field [119]. These features were

extended to include the unusual number of ratings as an anomaly indicator in [120] and the sum

of squared deviations of the rating from the mean values in [121]. In general, the features were

then used in either unsupervised clustering (mostly k-means) [118–121] or supervised classification

(kNN, SVM) [122,123] for final decision. PCA algorithm was used in [124,125] to classify highly

correlated user profiles as potential attack users by exploiting the PCA of the user covariance matrix.

A few components associated with the small eigenvalues were used as a feature for detection.

Neyman-Pearson (NP) statistical test based on LLRs was proposed to identify attack types by

exploiting the item selection preferences of the users [116]. A similar algorithm was based on the

latent variable model by examining the entropy of the rating distributions in [126]. A probabilistic

model based on Beta distribution was proposed in [127]. Graph-based algorithms [128–130] were

also used to identify the most highly correlated groups as attackers. It is important to note that

all the algorithms discussed in this subsection are examples of batch anomaly detection class of

algorithms which require the entire data for evaluation with no direct trivial extension for online

settings.
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4.2.3 Temporal Detection Algorithms

To take into account the temporal relations between the ratings, [131] used the features

associated with span, frequency and mount properties. Instead of hand-crafted features, [132]

developed a hidden Markov model to learn the temporal rating behavior and identify the attack

users with hierarchical clustering. In [133], a statistical method was proposed to detect significant

changes in the mean and standard deviation of the ratings associated with each item. In the

anomaly detection literature, many online algorithms have been proposed specifically for sequential

detection [104]. SVM-based algorithms use kernel mapping to determine the decision region within

the nominal data [134–136]. However, it is not always straightforward to choose and compute kernel

functions for the defined problem. On the other hand, sliding window based Nearest Neighbor (NN)

methods [137] generate a graph after each observation to compute a NN statistic, which makes them

computationally costly. The quickest detection framework [102, 103] requires exact knowledge of

the data distribution before and after the change. It uses LLRs to detect the change time as quickly

as possible by controlling the false alarm rates, which makes it more suitable to the problem at hand

if one can overcome the issue of inferring parametric distributions for the anomalous and genuine

data. For a closely related application, the reputation systems, [138] proposed to use a two-sided

CUSUM algorithm to detect the change in the rating distribution of each item by assuming Gaussian

distributed ratings and observing only the mean parameter and not the variance. [139] improved

this approach by assuming categorically distributed ratings and proposing a GLR algorithm by

replacing the unknown attack distribution with the one estimated from the online data by using

MLE.

4.3 Proposed Framework

In this section, we provide the details of our framework to successfully and quickly detect

the sequential attacks in recommender systems. First, we define the latent variable model and

present an optimization scheme based on variational EM algorithm. Then, we explain how to

generate and exploit the uni-variate statistics from the trained model to detect persistent attacks.
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4.3.1 Latent Variable Model
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Figure 4.1: Graphical model representation of the linear latent variable model. The upper part is
for the users, the lower part is for the items, and the intersection is for the ratings. xi,m and zj,l
denote real-valued attributes while yi,n and wj,q denote categorical attributes.

We assume that the observed data consists of mixed data-type attributes for each user,

mixed data-type attributes for each item, and real valued ratings. The users are indexed by i,

where i ∈ {1, . . . , I} and I is the total number of users. The items are indexed by j, where

j ∈ {1, . . . , J} and J is the total number of items. In order to represent this multi-modal data, we

design a probabilistic linear latent variable model. The graphical demonstration of the model is

shown in Fig.4.1. For each user and item, a latent variable is assigned to explain both the observed

ratings and the associated attributes. The proposed model assumes Gaussian distribution for the

latent variables [101]. Subsequently, zero mean spherical Gaussian priors are assigned as

p(ui) = N (ui|0K , λ−1
u IK), (4.1)
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where ui ∈ RK represents the latent variable for user i and λu is the precision constant. The latent

space is assumed to be K dimensional. We model the real-valued user attributes by using the Linear

Gaussian Model:

p(xi,m|ui, Wm, Σxm) = N (xi,m|Wmui, Σxm). (4.2)

Here, the mean of the mth real-valued observation xi,m ∈ RDm is linear function of the latent

variable ui as in Factor Analysis models [43], where m ∈ {1, . . . , M}, M is the total number of

real-valued user attributes, and Dm is the dimension of the observation. Σxm ∈ RDm×Dm is the

observation noise covariance matrix. Wm ∈ RDm×K is the factor loading matrix. The classical

FA models treat the latter two matrices as fixed and computes the MLE solution. However, MLE

is prone to over-fitting, especially when the number of observations is small and/or there are

missing observations [76]. We treat them as unknown and define random variables to regularize

the problem by assigning conjugate priors. Since Wm and Σxm are coupled in a non-factorized

way in the likelihood, a natural full conjugate prior is in the form of Normal-inverse-gamma (NIG)

distribution [76]:

p(Wm,d, Σxm,dd) =N (Wm,d|0, Σxm,ddα−1IDm)

IG(Σxm,dd|a, b),
(4.3)

where a and b corresponds to the shape and scale parameters of the distribution of each diagonal

element d of Σxm, respectively. We denote the dimension of the observation as Dm, where

d ∈ {1, . . . , Dm}. Zero mean prior is assigned for the factor loading matrix Wm. where α

denotes how strong the belief for this prior is. We model the categorical-valued user attributes

yi,n ∈ {1, . . . , Mn + 1} by using a Linear Softmax Model:

p(yi,n|ui, Hn) = Cat(yi,n|S(Hnui)), (4.4)
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where n ∈ {1, . . . , N} and N is the total number of categorical attributes. Hn ∈ RMn×K is the

factor loading matrix for the categorical attribute n and Mn is the number of different categories

with the pivot class excluded. Unlike Wm, this parameter is treated as fixed by following [72] since

the softmax model is shown to be more prone to over-fitting when variational learning is performed.

Note that the bias terms are removed in the aforementioned linear models to avoid cluttering. If the

attribute variables are fully observed, the mean value is subtracted as a preprocessing to dropout

the bias term. Otherwise, the optimization algorithm should take the bias terms into account

by evaluating them at each step separately [140] or by absorbing them into the factor loading

matrices [72]. In this framework, we assume that all the attributes are fully observed.

The last observation for the users is the rating history. Although many different models

and distributions have been used to represent the ordinal ratings [38, 141, 142], we use dot prod-

uct Gaussian conditional distribution for each observed rating since it is simple, reasonable and

extensively used:

p(rij|ui, vj) = N (rij|uT
i vj, c−1), (4.5)

where c corresponds to the confidence parameter for the ratings. It can be treated as fixed [140]

and optimized by using MLE or as hyper-parameter [38] and can be optimized via cross-validation.

We use the former and optimize it during the training. The proposed model is symmetric for both

the user and item sides which means the same type of models described until now are used for the

item side. The prior for each item latent variable vj is given as:

p(vj) = N (vj|0K , λ−1
v IK). (4.6)

Same latent space dimension K is used to ensure coherence for dot-product rating modeling. Each

real valued item attribute zj,l ∈ RDl , where l ∈ {1, . . . , L} and L being the total number of

real-valued attributes, is modeled by using a Gaussian conditional distribution as follows:

p(zj,l|vj, Al , Σzl) = N (zj,l|Alvj, Σzl) (4.7)
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where Σzl ∈ RDl×Dl is the noise covariance matrix and Al ∈ RDl×K is the factor loading matrix.

Aforementioned NIG full conjugate prior is also used for these matrices:

p(Al,d, Σzl,dd) =N (Al,d|0, Σzl,ddα−1IK)

IG(Σzl,dd|a, b),
(4.8)

where we used same hyper-parameter set {α, a, b} as the user side. We denote the dimension of

the observation as Dl, where d ∈ {1, . . . , Dl}. Lastly, the softmax model for the item categorical

attribute wj,q ∈ {1, . . . Mq + 1}, where q = {1, . . . , Q}, is defined as:

p(wj,q|vj, Bq) = Cat(wj,q|S(Bqvj)), (4.9)

with the corresponding factor loading matrix Bq ∈ RMq×K, where q ∈ {1, . . . , Q}, Q is the total

number of categorical-valued item attributes, and Mq is the number of categories without pivot

class.

Combining the latent variables {ui, vj Wm, Al}, the fixed model parameters {Hn, Bq, c},

the hyper-parameters {λ, α, a, b}, and the observed variables {rij, xi,m, yi,n, zj,l , wj,q}, we can

write down the complete data log-likelihood for a user-item pair by following the chain rule as

follows:

Lij =p(ui)p(vj)p(rij|ui, vj)

M

∏
m=1

p(xi,m|ui, Wm, Σxm)
Dm

∏
d=1

p(Wm,d, Σxm,dd)

L

∏
l=1

p(zj,l|vj, Al , Σzl)
Dl

∏
d=1

p(Al,d, Σzl,dd)

N

∏
n=1

p(yi,n|ui, Hn)
Q

∏
q=1

p(wj,q|vj, Bq).

(4.10)
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The optimization goal is to infer the latent variables and the model parameters to maximize the

likelihood given the observed variables for all the user-item pairs in the data.

4.3.2 Model Optimization

During the model optimization we are interested in retaining the uncertainties for the

user/item latent variables since they are both the roots of the graph and local variables. For this

purpose, among the latent variables, the posterior inference is performed only for {ui, vj}. We

perform MAP estimation for the other latent variables {Wm, Al}. We seek MLE solution for the

fixed model parameters {Hn, Bq, c} and cross-validation is performed for the hyper-parameters

{λ, α, a, b}. EM algorithm is powerful tool for optimizing models like these with posterior inference

and fixed point estimation (MLE/MAP), [76]. In the E-step, the posterior distributions of the latent

variables are inferred and the sufficient statistics are accumulated. In the M-step, MLE/MAP

estimations are computed from the sufficient statistics obtained in the E-step. Note that, in this

section, we only show the equations for the user part to avoid cluttering. Due to the symmetry of

the model, one can easily obtain the equations for the item part by changing the user variables in

the equations with the appropriate item variables.

The joint probability of the model includes two different distribution factors, Gaussian

and Categorical. Since exact inference is not possible, it is common to use approximations to

perform variational inference. The user/item latent variables have Gaussian priors and the most

of the features, ratings (J) and real-valued attributes (M), are modeled with Gaussian conditional

distributions. Thus, it is reasonable to seek Gaussian posteriors due to the conditions of Bernstein-

von Mises theorem [37] since the number of Gaussian variables is much larger than the number

of categorical variables (J + M >> N). To perform Gaussian approximation, the categorical

likelihoods are approximated with a quadratic lower bound. In this study, we employ the Bohning

bound [143], which has been used in [72] to provide a lower bound for the LogSumExp (LSE)

function over the categorical likelihoods. After the bound is applied, the log likelihood of the nth

categorical valued user attribute takes the following form:
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log p(yi,n|ui) ≥ yT
i,nHnui −

1
2

uT
i HT

n Fu,nHnui

+ gT
i,nHnui − ei,n.

(4.11)

There are three intermediate parameters {Fu,n, gi,n, ei,n} emerging due to the bound:

Fu,n =
1
2

(IMn −
1

Mn + 1
1Mn1T

Mn
), (4.12)

gi,n = Fu,nψi,n − S(ψi,n), (4.13)

ei,n =
1
2

ψT
i,nFu,nψi,n − S(ψi,n)Tψi,n + lse(ψi,n), (4.14)

where Fu,n depends only on the number of classes. This specific form allows the bound to have a

fixed curvature [72]. gi,n and ei,n depend on the free variational parameter ψi,n. This parameter is

subsequently optimized during training for each data point to form a tight bound.

In the E-step of the variational EM algorithm, we seek posteriors of the user and item latent

variables {ui, vj} and compute the sufficient statistics for the M-step. The variational distributions

are Gaussian requiring the computation of the mean vector and the covariance matrix for each user

given the rating history and the associated attributes. We use an alternating scheme to update the

user and item posteriors since they are coupled in the complete data likelihood. In particular, to

compute the user latent variables, the item latent variables are held fixed alongside the observed

variables, i.e:

q(ui|xi, yi, ri, V ) = N (ui|mui, Σui) (4.15)

where V is the matrix of item latent variables ordered as V = [v1, . . . , vJ]. After updating the user

latent variables, the item latent variables are updated in similar fashion by fixing the user latent

variables. To sum up, two alternate E-steps are performed consecutively for the users and the items.

Update equations are derived by following the procedure for linear Gaussian systems [76] (See

Appendix C for details of the inference). For covariance matrix of each user, the quadratic terms
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in the complete data log-likelihood that depend on ui are collected as sum terms and the matrix

inversion is applied:

Σui =(λu IK +
N

∑
n=1

HT
n Fu,nHn +

M

∑
m=1

W T
mΣ−1

xmWm

+ c(E[VOiV T]))−1

(4.16)

For the mean vectors, the linear terms in the complete data log-likelihood which depend on ui are

collected as sum terms and multiplied by the covariance matrix:

mui =Σui(c(E[V ]Oiri) +
N

∑
n=1

HT
n (yi,n + gi,n)

+
M

∑
m=1

W T
mΣ−1

xmxi,m)

(4.17)

As indicated above, the update equations for the item latent variables have similar forms

except the parameter, latent variable and indices names. Lastly, free variational parameter ψi,n is

updated until convergence for each user and item as:

ψi,n = Hnmui (4.18)

In the M-step, we compute MAP estimation of the latent variables {Wm, Al} and MLE

of the model parameters {Hn, Bq, c}. By setting the gradient of the complete data log-likelihood

with respect to Wm to zero, we obtain the MAP estimation:

Wm =
[
∑

i
xi,mE[ui]T

][
αIK + ∑

i
E[uiuT

i ]
]−1

(4.19)

Here, the sum over the second moments of ui and the sum over the dot product of the real valued

user attribute and the mean vector are the expected sufficient statistics calculated in advance in the

E-step. α is the regularization constant coming from the NIG prior. For the factor loading matrix
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Hn of the categorical attributes, the form is slightly different due to the MLE and applied quadratic

bound:

Hn =
[
∑

i
F−1

u,n(yi,n + gi,n)E[ui]T
][

∑
i

E[uiuT
i ]
]−1

(4.20)

Although the sum over the second moment statistic is the same with the real-valued side, the other

statistic changes due to the lower bound. The categorical observations yi,n are linearly transformed

to the real-valued pseudo observations through the intermediate parameters of the bound. MAP

estimation of the noise covariance matrix of the real-valued user attributes is given as:

Σxm =diag
{ 1

I + 2(a + 1)
[2b + ∑

k
W2

m,kα + ∑
i

xi,mxT
i,m

− 2xi,mE[ui]TW T
m + WmE[uiuT

i ]W T
m]
} (4.21)

where Wm is updated in advance as in FA models [43]. Lastly, the confidence parameter for the

ratings is updated as follows:

c =
1
|Ω| ∑

i,j∈Ω
E[(rij − uT

i vj)2] (4.22)

The updates are iterated in the specific order (E-step for the users → E-step for the items

→ M-step) until the model likelihood or the model variables converge. Collecting the model

variables and the latent variables excluding the local latent variables {ui, vj} in a global latent

space parameter set, i.e. Θ = {Wm, Al , Hn, Bq, c}, we obtain a genuine latent space that can be

used in the proposed attack detection framework. The test users are projected to this space through

the set Θ to produce the statistics to be used in detecting genuine versus attack users.

4.3.3 Attack Detection

Aforementioned latent variable model provides a unified representation for the users and

the items in the training set. Resulting latent space consists of real-valued latent variables and
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model parameters that represent both the observed ratings and the attributes. In other words, we

implicitly obtain the compatibility between the ratings and the attributes. Assuming the users in

the training set are completely genuine, we can exploit this compatibility through the latent space

parameter set Θ to detect anomalies for the test users registered to the system.

Regarding to the problem of the online sequential attack detection in recommender systems,

the most related framework is the quickest attack detection framework [102, 103], which is based

on log-likelihood ratio (LLR):

st = ln
pΘ1(yt)
pΘ0(yt)

(4.23)

where pΘ0 is the distribution of the data before the change (attack) and pΘ1 is the distribution of the

data after the change. Here, the change in scalar parameter Θ0 is considered by the observing data

point yt at each time step t. The main motivation is to detect the change with minimum possible

delay and minimum false alarm rate, which is formulated as a mini-max problem by Lorden [144].

To this end, since LLR shows a negative drift before the change and a positive drift after the change,

a CUSUM algorithm is formulated as follows:

gt = max(0, gt−1 + st), (4.24)

and the stopping rule and the alarm time are given as:

ta = min(t : gt ≥ h). (4.25)

CUSUM algorithm is optimal for sequential change detection if the parameters of the distributions

both before and after the change are known, and the alarm time is unknown [102]. However,

in the problem that we consider, there are three unknown independent parameters which require

modifications to the CUSUM algorithm for successful operation:

• The parameter of the distribution before the attack: The latent variable model defined in

Section 4.3.1 provides one multivariate Gaussian distribution for each genuine user registered
82



in the system. However, it is difficult to estimate a single parametric distribution for these

moderate dimensional multivariate data and seek parameter change by plugging the parameter

into the LLR.

• The parameter of the distribution after the attack: Although it is possible to infer a distribution

for the genuine users, it is very hard for the attack users since their distribution can change

with the attack type. In Generalized Likelihood Ratio (GLR) test, this distribution is replaced

by its MLE. However, similar to the case of the parameter before the change, it is hard to

estimate a single parametric distribution after the change.

• The attack time: It is almost impossible to have information about the time when the attack

begins in recommender systems. Since there is no a priori information about the distribution

of the attack time, we cannot resort to Bayesian approaches. To this end, attack time is

considered as a nonrandom unknown value as in the CUSUM algorithm.

Hence, we modify the CUSUM algorithm by replacing the LLR with a proposed univariate statistic.

This results in a “CUSUM-like” algorithm as the framework for our sequential attack detection

algorithm.

We propose to extract the univariate statistics for the test users by exploiting the trained

model. This statistic should characterize the compatibility between the ratings and the attributes. It

should be informative to distinguish between the genuine user profiles and the attack user profiles

and easily computed during the online phase. We assume the registration process starts with

requiring the users enter their attributes. The users can then assign ratings for different items in the

system. Subsequently, we evaluate the rating likelihoods given the user attributes. To this end, we

first need to infer the posterior distributions of the user latent variables given the attributes and the

trained model parameters. Specifically, for user t, it corresponds to:

ut ∼ p(ut|xt,1, . . . , xt,M, yt,1, . . . , yt,N , Θ, q(V )). (4.26)
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Note that, in the off-line phase of the framework, the user t corresponds to one of the genuine

users on which the model trained. In the online phase, it corresponds to one of the test users.

The posterior distribution is conditioned on the observed user attributes, the latent space global

parameter set Θ, and the variational distribution of the item latent variables q(V ). The item latent

variables are inferred during EM training and kept fixed afterwards. We need to integrate over q(V )

to obtain the posteriors of ut. Fortunately, it is easy to compute since as a closed form expression,

which corresponds to one E-step for the user t as formulated in Eq. 4.16 and 4.17. After the

inference, the rating likelihood is computed through the dot-product modeling as follows:

p(rtj|ut, vj) = N (rtj|uT
t vj, c−1). (4.27)

Note that ut and vj are random variables with their inferred second moments as uncertainties.

One should take the uncertainties into account instead of using only the dot product of the mean

values for this evaluation to obtain formal and more informative likelihoods. One alternative is to

use Monte Carlo sampling to generate a large number of samples for ut and vj, to then compute

the expected squared error. However, this process is relatively slow. Fortunately, since the latent

variables are Gaussian, there is a closed form expression for this expectation, which is given in the

Appendix B to avoid clutter.

In this framework, we propose two different approaches for the attack detection based on

the users and the items.

• User-based Approach: In this approach, a uni-variate statistic is produced for each test user

and the sequential attack detection is performed based on the test user indices. Specifically,

dt denote the anomaly score of user t. If we assume the distribution of the score as pd
Θ0

for the

genuine user and pd
Θ1

for the attack user, we expect the following change in the distribution

when the attack begins at time step τ:
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dt ∼


pd

Θ0
, if t < τ

pd
Θ1

, if t ≥ τ

(4.28)

where pd
Θ0

and pd
Θ1

are unknown. To this end, we propose to use the precomputed likelihoods

for the score dt as follows:

dt =
1

|Ωt| ∑
j∈Ωt

− log p(rtj|ut, vj). (4.29)

where Ωt is the set of items the user t has rated. We use average negative log-likelihood over

the observed ratings of user t. This score is expected to produce high values for the attack

users and low values for the genuine users. Since the user latent variables are conditioned on

the user attributes, the rating likelihoods will have high magnitudes whenever the attributes

of a test user are not compatible with his ratings profile based on the genuine latent space

parameters. This property of the score satisfies the necessary conditions as a formal and

informative metric to distinguish between the attack and the genuine users by exploiting the

compatibility between the attributes and the ratings. The score can also be easily computed

as it simply requires averaging over the log-likelihoods. The log-likelihoods themselves have

low computational cost due to simple algebraic operations as provided in the Appendix ??.

In the offline phase of the algorithm, we first evaluate dt for each genuine user in the system

and store their anomaly scores. Then, we evaluate the tail probability (p-value) of the test

users since the anomalies in fact correspond to right tail events based on the distribution of

the nominal scores. The p-value is evaluated as follows:

pt =
∫ ∞

dt
pd

Θ0
(z)dz = 1 − Fd

Θ0
(dt) (4.30)
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where Fd
Θ0

(dt) is the cumulative distribution function (CDF) of dt. Since we don’t know CDF

of dt, we estimate its empirical distribution function (EDF) by using the scores we stored in

the offline phase. The EDF of Fd
0 is estimated as follows:

Fd
Θ0

(z) =
1
I

I

∑
i=1

1{di≤z} (4.31)

In the online phase, for each test user t, the corresponding p-value is given as:

pt =
1
I

I

∑
i=1

1{di>dt} (4.32)

which is simply the fraction of the genuine users whose scores are higher than dt. Ideally,

the uni-variate statistic should generate negative values for the ratings belonging to a genuine

user and positive values for the ratings belonging to an attack user to be compatible with

LLR. By exploiting the p-value approach, we evaluate the corresponding statistic for the test

user t as follows:

st = log
α

pt
, (4.33)

where α is the significance level.

• Item-based Approach: In this approach, the ratings of the test users entered for a specific item

are observed. The detection task is performed independently for each item in the system. If

an anomaly is detected for any of the items, a system-wide alarm is set. In this case, instead

of averaging over the items a user has rated, the anomaly score is computed for each entry as

follows:

dtj = − log p(rtj|ut, vj), (4.34)
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where dtj is the simply negative log-likelihood of the rating user t entered for item j. Contrary

to the user-based approach, we only consider the ratings of the users who rated item j to

evaluate the p-value as:

ptj =
1

|Ωj| ∑
i∈Ωj

1{dij≥dtj} (4.35)

where Ωj is the set of the genuine users who rated item j assuming the test user t rated the

item j. Next, the uni-variate statistic is evaluated with α significance level as follows:

stj = log
α

ptj
, (4.36)

Please note that there is a statistic for each item. The time index t is based on the test user

index who has only rated the item j. In the user-based approach, the time index is for all the

test users regardless of the item indices.

One can decide if an entry is anomalous or not by observing only the uni-variate statistics

st or stj, which is representative of the single-instance outlier detection technique. However, this

technique is prone to false alarms due to the existence of non-persistent anomalies including some

genuine users trying and rating new items in unexpected ways. To avoid the false alarms for the

non-persistent anomalies, we propose a CUSUM-like sequential attack detection framework to use

the uni-variate statistics to detect only the persistent attacks. The aim is to detect the attacks quickly

by limiting the false alarm rates while accumulating the statistical evidence of the anomaly. In this

algorithm, we plug the computed uni-variate statistics instead of LLR in the CUSUM algorithm as

follows:

gt = max{gt−1 + st, 0}, g0 = 0, (4.37)
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where gt is the cumulative statistic. If this statistic exceed a predefined threshold, we raise a

system-wide alarm:

ta = min{t : gt ≥ h} (4.38)

where ta is the alarm time and h is the threshold, which is chosen to minimize the false alarm rate

and the detection delay. In the item-based approach, a separate detector is set up for each item in

the system:

gt,j = max{gt−1,j + stj, 0}, g0,j = 0 (4.39)

If any of the cumulative statistics exceed the threshold, the system-wide alarm is set as follows:

ta = min{t :
J∨

j=1

gt,j ≥ h} (4.40)

After the alarm is set, the beginning/ending time of the attack and the suspected profiles

are determined. The beginning time of the attack corresponds to the last time the cumulative

statistic is zero before the alarm is set, i.e. tb = max{t < ta : gt = 0}. The ending time of

the attack corresponds to the first time when the cumulative statistic is zero after the alarm is set,

i.e. te = min{t > ta : gt = 0}. The order in the normal operation is tb < ta < te. The test

users falling into the time interval [tb, te] are flagged as suspicious. The individual classification

is performed based on the uni-variate statistics of these users such that if st > 0, the test user t is

flagged as an attacker.

4.4 Experimental Study

In this section, we first provide the details of the test environment including the attack

generation procedure, the dataset descriptions and the brief explanation of the baseline algorithms.

We then perform extensive experiments to assess the robustness of the proposed framework to the

attack and dataset characteristics. We demonstrate the results on both single profile and sequential

detection tasks. The experimental results indicate that the proposed framework provides both
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Algorithm 2 Sequential attack detection in recommender systems (User-based)
1: Offline Phase ;
2: Inputs: xi,m, yi,n, rij, zj,l, wj,q ;
3: for itertrain := 1 to (itermax or conv) do . Train loop
4: for itervar := 1 to (conv) do . Variational loop
5: Infer user covariances Σui and means mui by (4.16) and (4.17) ;
6: Update variational parameters ψi,n, ei,n, gi,n respectively by (4.18), (4.14), (4.13);
7: for itervar := 1 to (conv) do . Variational loop
8: Infer item covariances Σvj and means mvj ;
9: Update variational parameters ψj,q, ej,q, g j,q respectively;

10: MAP global variables Wm, Al and noise covariances Σxm, Σzl by (4.19) and (4.21) ;
11: MLE global variables Hn, Bq by (4.20) ;
12: Update rating confidence c by (4.22)
13: for i := 1 to I do . Genuine EDF loop
14: Infer user posterior covariance Σui and mean mui by (4.16) and (4.17) ;
15: Evaluate rating likelihood p(rij|ui, vj) by (B.1);
16: Compute score di by (4.29) ;
17: Outputs: di ;
18: Online Phase ;
19: Inputs: xt,m, yt,n, rtj ;
20: for t := 1 to T do . Test loop
21: Infer user posterior covariance Σut and mean mut by (4.16) and (4.17) ;
22: Evaluate rating likelihood p(rtj|ut, vj) by (B.1);
23: Compute score dt by (4.29) ;
24: Compute tail probability pt by (4.32) ;
25: Compute the statistic st by (4.33) ;
26: Accumulate gt by (4.37) ;
27: if gt ≥ h then Raise alarm at ta = t ; and break ;

consistent and superior performance over a wide range of test conditions compared to a range of

baseline algorithms.

4.4.1 Test Environment

• Attack Generation: In the literature of attack detection in recommender systems, the re-

searchers have resorted to generating artificial attack profiles to show the vulnerability of

the existing recommender systems, and to design attack detection frameworks for mitigation.

Generating an artificial attack profile requires filling the rating vector intelligently. Since

89



Table 4.1: Dataset statistics

MovieLens Book-crossing LastFM
# of users 3883 5288 26360
# of items 6040 8902 9940
# of ratings 1000000 18797 1419212
Density(%) 4.3 0.03 0.54
Global rating mean 3.75 3.89 1.84
Side info of the users Age, occupation, gender Age, location Age, country, gender
Side info of the items Release year, genre - -

the main motivation is to affect a target item, a very low or high rating is usually assigned

to this item. However, since all the genuine profiles have sparse rating vectors, the attacker

generally chooses at least some filler items and rate them more realistically to hide their

malicious activity and increase the attack efficiency. The fraction of the number of filler

items to the total number of items in the system, is called the filler size. On the other hand,

the attacker has to create multiple profiles as a single profile is not sufficient to disturb the

overall system. The fraction of the amount of fake profiles injected to the system to the total

number of users already registered, is called the attack size.

In terms of generating a single attack profile, we utilize several popular attack types developed

for the recommendation systems in the literature. Although they are not different from each

other in filler size, they differ by the filler item selection criteria, and the ratings given for

the filler items and the target item. We can subsequently group them into three categories

as push attacks, nuke attacks and obfuscated attacks. Push attacks are mainly designed to

create a positive prediction shift for a target item by entering high ratings. Nuke attacks

are conversely designed to create a negative prediction shift. The main motivation of the

obfuscated attacks is to hide the attack from the detection algorithms by changing the filler

selection criteria and the ratings given for them.

In terms of push attacks, we consider random, average, and bandwagon attacks. Generating

the profile of a random attack requires accessing the global mean and the standard deviation

of the ratings in the system. The filler items are selected randomly and given ratings from a
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Gaussian distribution with the statistical parameters of the ratings. The filler item selection

for the average attack is similarly random but it uses the means and the standard deviations of

the filter items instead of the entire set of ratings in the system. The filler ratings are sampled

from the specific distributions of the associated filler item instead. While the average attack

is more sophisticated and successful, this property also makes it a higher knowledge attack

than the random attack. The bandwagon on the other hand, uses some additional popular

items as filler (5 items are used in the experiments of this study) to increase its efficiency

further. These items are rated high to make the profiles more visible to the collaborative

filtering algorithms.

In terms of nuke attacks, we consider the reverse bandwagon and love-hate attacks. Similar

and contrary to the bandwagon, the reverse bandwagon attack uses widely disliked items as

filler. The filler items and the target item are rated low to nuke the target item. Love-hate

attack selects random filler items and rate them as high, but the target item is rated low. In

terms of obfuscated attacks, we consider popular and average over popular (AOP) attacks.

To generate a popular attack, one needs to know the average ratings of the popular items.

The selected popular items as filler are rated with respect to the global average and the item

average. AOP is the modification of the average attack, in which the filler items are selected

among the most popular items. This obfuscates the attack from the algorithms that use filler

selection criteria to distinguish the attack profiles. The attributes of the attack profiles are

chosen randomly from the pool of genuine user attributes. For each attribute of a profile, we

first pick up a random genuine user then copy her corresponding attribute. This procedure

is applied separately for each attribute and each profile resulting in a random but realistic

attribute assignment for the attack profiles.

As previously discussed, a successful attacker should inject many fake profiles to affect a

recommendation system. Another requirement to get quick and efficient results is that the

attack has to be performed in a short time period. We name this type of attack as the sequential

attack. We try to detect this type of attack by using the temporal relations of the profiles,
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considering it as a persistent outlier. To generate a sequential attack, we generate a number of

single attack profiles which represents the attack size. These profiles can be generated from

either one of the single attack types as described or by mixing several of them randomly. In a

real-world scenario, some genuine users may also interleave the attack sequence. To simulate

this realistic scenario, we hold %10 of randomly selected genuine users from the dataset and

train the model with the rest of the genuine users. We form a sequence of randomly selected

%90 of the genuine held out users and mix into the remaining %10 the previously generated

single attack profiles. The test set is formed by the concatenation of these two sequences.

• Datasets: In the experimental study, we consider three popular benchmark datasets: Movie-

Lens (1M), Book-crossing and LastFM, to include both dataset size and conceptual diversity

such as movies, books and music, to perform a robust assessment of the proposed framework.

The MovieLens dataset provides 1M ratings of approximately 4K users on 6K movies. All the

users and the movies have mixed data-type attributes. For instance, each user has age, gender

and occupation information. We model the age as a one dimensional real-valued attribute, the

gender as a binary categorical attribute, and the occupation as a 21-class categorical attribute.

On the other hand, each item has the release year and genre information. We consider the

release year as a one-dimensional real-valued attribute. The gender information is provided

as a 19-dimensional binary vector where each genre is represented by one bit. Since it is not

one-hot encoded, we model each bit as a 2-class categorical attribute.

Book-crossing dataset provides 1.1M ratings of 278K users on 270K books. Not all of the

users have fully observed attributes thus we filter out the users with missing attributes for

this study. The remaining users have the age and location information. We model the age

similarly as a one-dimensional real-valued attribute, the location as an 8-class categorical

attribute as we only consider English speaking countries. We filter the dataset to eliminate

the imbalance of the countries, and to decrease the sparsity of the rating vectors of the users.

For balance, we sample the users evenly based on their respective countries. For sparsity, we
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Figure 4.2: Different characteristic of the two variants of proposed algorithm with respect to
varying obfuscation of the attack and the sparsity of the dataset. The item based approach
performs better in the case of high obfuscation and high sparsity although the user-based approach
performs better in the remainder of the scenarios.
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filter out the cold users and books which have small number of ratings. The resulting dataset

consists of 19K ratings of 5K users on 9K books.

LastFM dataset provides 17M play counts of 360K users on 186K artists. We similarly filter

out the users with missing attributes. The remaining users have age, gender and country

information. We model the age as a one-dimensional real-valued attribute, the gender as a

2-class categorical attribute, and the country as a 10-class categorical attribute because we

only consider the countries with large number of ratings. We further filter the dataset to

decrease the sparsity of the rating vectors of the users to eliminate the cold users and play

counts based on the low number of ratings. The resulting dataset consists of 1.4M ratings

of 26K users on 10K books. We convert the play counts to integer pseudo ratings between

1 and 5. We first normalize the play counts for each user by dividing the individual play

counts by the total play counts for that user. Then, each entry is log-transformed by using

log(pi,j + 1), where pi,j is the normalized play count. Finally, the entries of each user are

scaled and quantized by ensuring the max entry of each user is 5. The statistics of all three

datasets are shown in Table 4.1.

• Baseline algorithms: For performance comparison on single profile attack detection task, we

consider four baseline algorithms. The first algorithm is a statistical test proposed in [115]

called the NP-test, which is based on LLR. The distribution of the genuine profiles and

attack profiles are obtained based on the item selection behavior, which is modeled through

item popularity, and the integer ratings given for these items, which is modeled through

Gaussian Q functions. The LLR value of each test user determines the classification, i.e,

if positive, the test user is an attack profile. The second algorithm uses PCA to find out a

metric associated with user correlations [125]. By assuming the attack users are correlated,

PCA of the normalized design matrix is computed to select the least independent users by

choosing the principal components associated with the smallest eigenvalues. The users are

then sorted with a metric computed through the sum of squared values of a few principal

components, and the top users are flagged as attack profiles. The third approach RDMA [119]
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Figure 4.3: Average AUC scores when mixed push/nuke/obfuscated attacks are performed with
different attack configurations, i.e, filler and attack size, to the MovieLens dataset. While the
performances of most algorithms vary depending on the configuration, the proposed algorithm
provides stable and accurate results among different conditions. More specifically, in the case of
obfuscated attacks, the only reasonable performance is obtained by the proposed algorithm.
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is a feature-based algorithm that forms distinctive features for the attack detection based on

the ratings. The deviation of the ratings of each user from the mean values of the items the

user rated is used as an indicator feature of an attack, i.e, if it is high, the user is classified

as attacker. The last algorithm called UnRAP [121] is another feature based algorithm that

uses Hv-score metric to distinguish genuine and attack profiles. This metric is computed

through the squared deviation of the mean values of the user, the mean values of the items

that the user rated, and the global mean of the overall rating matrix. A sliding window is then

applied to examine the users having the top scores in descending order to filter out the users

that didn’t rate the target item. For performance comparison on sequential attack detection

task, we consider two baseline algorithms based on the CUSUM framework and originally

proposed for the reputation systems. We call these algorithms as mean detector [138] and

GLR [139]. Both estimate unknown distributions of the ratings by using maximum likelihood

estimation. The former assumes a Gaussian density for pre-post distributions and proposes

a two-sided CUSUM to detect the mean shift of the ratings. The latter instead assumes a

discrete probability model and estimate the model parameters of the rating samples given

categorically distributed observations.

• Metrics: We use two metrics to assess the performance of the proposed framework and

compare it with the baseline algorithms. For single profile detection, the problem can be

regarded as a binary classification problem, and one can use the Area Under the Curve (AUC)

metric as a single value indicator to measure the classification error of the profiles in the

test set. It is evaluated as the area of the curve given the true positive rate against the false

positive rate, which comprises the trade-off while selecting the threshold of the algorithms.

For the optimal sequential detection scheme, the overall criterion is to minimize the delay

for detection for a fixed time interval between false alarms [102]. To this end, to assess

the sequential detection performance, we consider the plot of mean detection delay (MDD)

against the log of a given false alarm period. The mean detection delay (MDD) is given as
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Figure 4.4: Average AUC scores when mixed push/nuke/obfuscated attacks are performed with
different attack configurations, i.e, filler and attack size, to the three different datasets. While the
performances of most algorithms vary depending on the configuration, the proposed algorithm
provides stable and accurate results among different conditions. More specifically, in the case of
obfuscated attacks, only the proposed algorithm provides acceptable scores for each of the three
datasets whereas NP and RDMA are successful only in one out of three cases.

the average running length of the detection after the attack occurs. False alarm period is

computed as the reciprocal of the average false alarm rate at a fixed detector threshold.

4.4.2 Robustness Assessment

In this section, we first consider the performance characteristics of the two variants of the

proposed framework with respect to the obfuscation level and dataset sparsity. Then we change the
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attack configuration, i.e, the filler size and the attack size and do performance comparison with the

baseline algorithms.

• Obfuscation and sparsity level: We begin by evaluating the two variants of the framework

with respect to the obfuscation level and dataset sparsity to show which variant is more

suitable in particular cases. The experiments are conducted on the MovieLens dataset. To

show the sensitivity of the variants with respect to the obfuscation level, we pick the AOP

attack and change the fraction of popularity while fixing the attack size as %5 and filler size

as the dataset average. At each fraction, a large number of experiments are repeated to obtain

average performances where 100 different realizations of the attack profiles are generated

for statistical significance. In each realization, the target item and the hold out users are

randomly selected among the pool of the items and the users in the dataset. Fig. 4.2a

indicates the comparison of the performances. The observation is that the user-based method

fails when the attack is obfuscated by selecting the most popular items as filler although

the item-based method provides a robust performance in this test condition. The reason is

that while the user-based method aggregates the rating likelihoods of the attack profile, the

item-based method uses only the rating likelihood of the target item. If the filler items are

chosen and rated among the popular items, the likelihoods become nominal for the filler

items. Hence, as the number of filler items suppresses the single target item, the user-based

method tends to produce nominal anomaly scores due to effect of the popular items which

reduces the detection performance. On the other hand, to show the sensitivity of the variants

with respect to the dataset sparsity, we conduct experiments by varying the sparsity (density)

of the MovieLens dataset by holding out the randomly selected rating entries with the same

filler and attack size configurations. The observation from Fig. 4.2b is that although both of

the variants provide reasonable performances among different sparsity conditions, the user-

based method slightly degrades at high sparsity cases and the item-based method slightly

degrades at low sparsity cases. The key reason is that the rating prediction performance of

the latent variable model defined in Section 4.3.1 relies on the number of observed ratings
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Table 4.2: Test setup

Dataset Attack Type Pre-distribution Pre-mean Post-distribution Post-mean
Push [0.06 0.16 0.39 0.31 0.07] 3.16 [0.05 0.10 0.10 0.35 0.45] 3.94

MovieLens Nuke [0.01 0.02 0.19 0.41 0.37] 4.15 [0.45 0.35 0.10 0.10 0.05] 1.93
Obfuscated [0.32 0.19 0.3 0.16 0.04] 2.34 [0.05 0.10 0.10 0.35 0.45] 3.94

Push [0.85 0.13 0.02 0.01 0.01] 1.17 [0.05 0.05 0.30 0.30 0.30] 3.71
LastFM Nuke [0.18 0.45 0.09 0.18 0.09] 2.16 [0.45 0.35 0.10 0.10 0.05] 1.84

Obfuscated [0.54 0.32 0.07 0.05 0.02] 1.52 [0.05 0.05 0.30 0.30 0.30] 3.67

provided for the training. As the sparsity increases, the mean square error of the model

increases, which results in noisy rating likelihoods. Summing up the negative likelihoods

thus results in more noisy anomaly scores than using only a single likelihood as in the case

of the item-based method.

• Attack configuration: We now pick the user-based method and compare it with the baseline

algorithms to assess the robustness with respect to the attack configuration, i.e, filler size

and attack size. Choosing a small filler size results in a low efficiency attack due to the

nature of the collaborative filtering algorithms. However, a larger filler size can make the

attack more visible creating an important trade-off. One could use the average filler size

of the genuine users registered in the system, but it would require in-depth knowledge of

the database, which may not be accessible to the attacker. It is also possible to design

each attack profile with a random number of filler items. To this end, the filler size is a

parameter for the attacker that is adjusted based on the purpose and the knowledge at hand.

On the other hand, the attack detection performance should be reliable to this possibility of

varying fractions of filler items. We design an experiment to show the performances of the

single attack profile detection algorithms with respect to varying fractions of filler items. We

repeat 100 experiments by generating mixed push attacks of size %5 with a %10 hold-out set

and running the algorithms on MovieLens to classify the test users and obtain statistically

significant results. We used a uniformly distributed average filler size in the range of %3 to

%9 to place the average filler size of the dataset (∼%6) in the middle of the distribution. Fig.

4.3a shows the average precision values of the algorithms in this setup. The results indicate
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Figure 4.5: Sample decision statistics when push attack is injected for item #294 of Movielens
dataset beginning from the user index 85.

that the proposed algorithm is robust to the variations in the filler size while the baseline

algorithms have varying performances. The attack size is the next parameter the attacker

should consider for an efficient attack. The most efficient attack is the one with a small

attack size and a high prediction shift which makes it unlikely on a well-secured platform

since it generally requires an in-depth knowledge of the system. Increasing the number of

attack profiles also increases the prediction shift but makes the attack more visible to the

anomaly detection algorithm. Similar to the filler size, the attack detection algorithm should

be robust to varying attack sizes. To assess their performance, we perform an experiment

where we change the attack size fraction from %3 to %18 while fixing the hold-out set at %10

and we evaluate the mean AUC in the case of a mixed push attack with a filler size of %6.

Fig. 4.3b shows the average results of 100 experiments for statistical significance. Similar

to the experiments for the filler size, the results demonstrate the robustness of the proposed

algorithm for different attack sizes.
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(c) Movielens-Obfuscated attack
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(d) LastFM-Push Attack
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(e) LastFM-Nuke Attack
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Figure 4.6: Sequential detection performance when mixed push/nuke/obfuscated attacks are
performed to the three different datasets. User-based method outperforms in the case of push/nuke
attacks. Item-based method outperforms in the case of obfuscated attacks.
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4.4.3 Profile Detection Performance

This section presents the overall performance evaluation of the competing algorithms in

classification of the test user profiles as attacker or genuine on the three data sets described in

Section 4.4.1. To get the average performances, we integrate the attack and filler size parameters

by forming a 2d-grid. For the attack size, 10 equally spaced grid points are determined between

the range of %3 to %10 of the total amount of users in the respective datasets. For the filler size

variations, the average filler size of the dataset is first computed as f̄s, and later the respective range

for each dataset is defined as % 0.5 f̄s to % 1.5 f̄s with 10 equally spaced grid points. 100 experiments

are repeated with a randomly selected %10 hold-out set for statistical significance. The resulting

mean AUCs are presented in Fig. 4.4 for each dataset and each mixed attack type separately. As

listed in Table 4.1, the Book-crossing dataset is the one having the most sparse rating matrix and

MovieLens is the one having the least. To this end, in the experiments, we used the item-based

method for the Book-crossing dataset and the user-based method for the other two, based on the

performance analysis performed in section 4.4.2. In terms of the attack type, we only consider

the dataset sparsity for the selection between the item-based and user-based variants. While the

item-based method is superior for some attack types, we have to assume no a priori information

about the attack type. The results indicate that the two variants of the proposed framework both

provide consistent detection performance over the rest of the algorithms for all the test conditions.

The overall results are summarized as follows:

• The competing algorithms fail especially when the sparsity is very high. PCA fails because

the filler size is very low in the case of sparse datasets, which increases the correlation

between all the possible user profiles. NP fails as the distribution of the total amount of

ratings the items get broader, the distribution lacks the sharp modes, which is the information

NP relies upon. The performances of RDMA and UnRAP degrade due to the fact that the

item means are noisy as the number of ratings per item is very low.
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• Furthermore, the obfuscation attack drastically degrades the performances of the baseline

algorithms. For both the MovieLens and LastFM datasets, the user-based method provides

the most acceptable performance. PCA fails because the correlation between the genuine

and attack user rating vectors becomes higher when the obfuscated attack is injected. RDMA

and UnRAP fail since the attack type has knowledge of both the item means and the filler

selection propensity of the genuine users. Among them, only the NP algorithm performs

reasonably well on the LastFM dataset.

4.4.4 Sequential Detection Performance

We now focus on the performance of the sequential attack detection. In this case, the

baseline algorithms are GLR and Mean-detector. Note that these algorithms only observe the

rating sequence of a single test item and try to detect the changes in the distribution parameters.

Since they need to infer the distribution parameters by using MLE, a long rating sequence for each

item is necessary to get reasonable performance. Unfortunately, due to the high sparsity of its rating

matrix, the Book-crossing dataset does not provide a sufficient number of ratings for almost any of

the items it contains. To this end, we exclude the Book-crossing dataset from the second set of our

experiments and use the MovieLens and LastFM datasets to achieve a fair comparison between all

the algorithms. The test conditions are designed to provide distribution changes before and after

the attack occurs. We consider three attack types as before including the push, nuke and obfuscated

attacks. Although these attacks are designed to provide high (5) ratings for the push and obfuscated

attacks, and low (1) ratings for the nuke attacks to the target item in consideration, we modify the

attacks to provide distributions for the ratings of the target items instead of fixed values. We set

the probabilities of the categorical distributions of the ratings after the attack occurs and generate

independent samples from these distributions. Table 4.2 shows the parameters before and after the

attack, used in the experiments of this section for each attack type and dataset. We fix the filler size

to the average of each respective dataset f̄s, the hold-out size as %10, and the attack size as %5.

Fig. 4.6 shows the sequential detection performances in these test conditions as MDD versus the
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false alarm period plots. 500 repetitions are made for statistical significance. A sample realization

when a push attack is injected to the MovieLens dataset, is shown as an example in Fig. 4.5. The

results show that the two variants of the proposed framework (the user and item based) provide

superior performance over the range of different distribution changes and datasets in comparison

to the baseline algorithms. We have summarized the observations from the results as follows:

• As shown by the sample in Fig. 4.5 the decision statistic of the user-based method remains

stable under genuine user entries. This implies that the model characterizes the genuine data

correctly to prevent false alarms. After the attack occurs, the user-based method provides an

abrupt change in the decision statistic, clearly indicating the beginning of the attack. On the

contrary, the other two detectors need to slow their detection speed to avoid false alarms.

• For both datasets, when the push and nuke attacks are applied, the user-based method performs

quicker detection than the other two algorithms to ensure fixed false alarm rates. We also

observe that the mean detector performs slightly better than GLR for the conditions of this

test setup.

• As we mentioned in 4.4.2, the performance of the user-based method degrades under heavy

obfuscation. The results in Fig. 4.6(c) and Fig. 4.6(f) clearly indicate this behavior for the

sequential detection task. However, the item-based method is robust to this condition and

provides better performance than all the competing algorithms on both datasets.

The experimental results demonstrate that both variants of the proposed framework can

effectively exploit the user attributes as an informative additional anomaly data source and clearly

outperform the competing algorithm for a wide variety of test scenarios.

4.5 Conclusion

In this chapter, we address the problem of sequential attack detection in recommender

systems. The proposed framework is completely unsupervised and require no a priori knowledge of

the attacking strategies for ultimate flexibility and robustness compared to alternative approaches.
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The latent variable model in the proposed framework provides a rich latent space, in which the users

are represented by real valued latent variables given their sparse rating vectors and the mixed-data

type attributes. Producing uni-variate statistics from this space to be accumulated in a CUSUM-

like algorithm, our sequential detector provides a robust detection performance by aggregating the

anomalies coming from the mismatch between the ratings and the attributes for a wide range of

attack types, sizes and datasets. The experimental study shows the advantages of the two variants

of our detector (user and item-based) on varying attacking strategies and configurations on three

popular real-word datasets with completely different characteristics and statistics. In summary, the

proposed framework provides higher accuracy and quicker detection over the competing methods

in detecting anomalous activity in recommender systems.

As future work, the individual contributions of each side attribute to the detection perfor-

mance can be analyzed both statistically and empirically. Furthermore, more sophisticated attack

types on a greater range of datasets with different sparsity levels can be considered. Our hypothesis

is that as the attack types get more sophisticated and the datasets more diverse, the true advantage

of using side attributes will become even more apparent.
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Chapter 5: Concluding Remarks

5.1 Summary

Recommender systems are key components of today’s commercial platforms. These systems

are data-driven, thus require high quality data to infer useful predictions. Today, it is possible to

obtain unprecedented amounts of data due to the global connectivity of the information systems.

The platforms can easily access useful information sources for their applications. However, these

sources are potentially diverse, heterogeneous, sparse, noisy, fake, and imbalanced. For example,

the rating matrix, which is the core information source of recommender systems for personalization,

is very sparse and imbalanced. It can also contain fake entries of malicious profiles. The user

demographics are heterogeneous including real valued, integer and categorical data types. Hence,

the algorithm should consider all the aforementioned problems, and still produce high quality

recommendations by fusing and exploiting available useful information. In this thesis, our main

focus has been to fuse the available information to improve the recommendation quality, and the

detection of malicious profiles by using diverse information sources.

The key point for recommender systems is imputing the missing values in the rating matrix

with accurate and computationally efficient methods as in matrix completion. Under the umbrella

of matrix completion, many algorithms exist, however the applicability of these algorithms changes

from application to application. The performances of the algorithms mostly depend on the dataset

specs, i.e., the dataset size such as the width and height of the matrix, the dataset sparsity, and the

data-types of the entries. In Chapter 2, we briefly explained existing algorithms before introducing

our proposed algorithm, FSNMC, as a self-supervised neural network based matrix completion

algorithm with an alternating learning scheme. We demonstrated its superior performance over

baseline algorithms on specific dataset specs. FSNMC outperforms others when: i) the dataset
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size is small and sparsity level can change from %0 - %90, and ii) the dataset size is medium and

sparsity level can change from %0 - %50.

However, the datasets in recommender systems are usually very big in terms of both height

and width, highly sparse ()>%99), and imbalanced, i.e, the observations do not homogeneously

appear in terms of spatial position. Most of the matrix completion algorithms fail in these conditions

including our FSNMC. Another concern is the availability of side information, which is hard to

incorporate for a typical matrix completion algorithm. In Chapter 3, we proposed a latent variable

model that can incorporate the side information of both users and items in a typical recommender

system. The advantages of this algorithm is mainly the computational efficiency, i.e. it scales

linearly in both the number of users and the number of items, and its superior performance over a

dozen baseline algorithms. It also allows inference in the case of missing values in any information

source with a principled probabilistic way.

Besides providing accurate recommendations to the users, one important property a rec-

ommender system has to have is trustworthiness. As we discussed in Chapter 4, the recommender

systems are highly prone to malicious activities. One can create fake profiles, and inject fake ratings

to effect the recommendations of other users. To prevent such activities, the fake profiles can be

detected through authentication. However, it is still possible to trick this anterior system, and inject

fake ratings. In this case, an algorithm to analyze the ratings and to detect the anomalies is nec-

essary to maintain the quality of the platform. In Chapter 4, we proposed a sequential framework

that analyzes not only the rating matrix but also the side information of the users to detect fake

profiles quickly and accurately. Our proposed framework outperforms all the baseline algorithms

that use only the rating matrix and provides more accurate detection rate. We also performed exper-

iments on sequential detection performance and demonstrated the proposed framework’s superior

performance over two recent baseline sequential detectors.
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5.2 Insights and Possible Future Work

Although the proposed fusion model used in this dissertation has been applied to incorporate

the user demographics and item features, the framework can also support many other side infor-

mation sources. For instance, the model can be expanded to incorporate text reviews of the users,

cross domain information from different platforms, user trust/friendship network, and contextual

information. Text reviews can be incorporated by following the correlated topic models [55, 145],

where the observations are modeled as multinomial. When the latent variables are still modeled as

Gaussian, it becomes straightforward to extend our model. Cross-domain information is especially

useful for the cold users. One can perform predictions by analyzing the rating behavior of a cold

user in different domain such as music by first computing the similarities with the other users

within that domain, and then exploiting the similarities in the original target domain such as movie.

These similarities are usually in the form of kernels [51]. These kernels can be incorporated to

our framework as additional informative priors for the user latent variables instead of zero mean

spherical priors, which creates a connection to Gaussian processes [76]. User trust/friendship

network is similar to the cross-domain information as the former provides binary information. We

can incorporate this information by using the same method as informative priors for user latent

variables. The contextual information include the time/location of the users and the item popularity

with respect to time/location slices. The location can be incorporated by modeling the observation

as a Von Mises distribution [74]. To model the time behavior, the latent variables should be

converted to stochastic processes similar to Hidden Markov Models [76].

Our proposed latent variable model relies on a lower bound to the categorical likelihood,

called Bohning when incorporating categorical data. Although this bound leads to efficient vari-

ational inference in terms of computation, the performance can be further improved by using the

recent findings on the lower bounds to lse function [146]. Another extension can be to exploit

stochastic inference. Although the proposed framework in this study scales linearly in terms of

computational complexity, the space complexity will be a problem for very large datasets since the

algorithm performs full batch training. To alleviate this problem, one should modify the update
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equations to enable online EM [147] or change the inference method slightly to enable stochastic

variational inference [96]. The last possible extension can be to increase the number of parameters

to increase the model capacity. The proposed framework is linear thus having a small number

of global parameters to learn the connections between the instances. To increase the capacity,

one proper extension is to increase the level of the model. Multilevel models [148] provide more

parameters thus enabling the discovery of deeper connections between the instances. The caveat is

to make efficient inference in this family of tiered models.

The main component of the attack detection framework is the proposed latent variable

model, thus its aforementioned extensions will definitely improve the detection performance as well.

Another extension can be to use more relevant information sources. Although we use user attributes

in addition to the rating matrix, one direct extension can be to use the contextual information, and

textual reviews to improve the performance further. Contextual information can help because

the attackers can try to manipulate the system from irrelevant locations at irrelevant times. The

timestamps of the rating entries may also provide useful information about an attack. When the

model is trained with genuine data, it can infer the relationship between the user preferences and

the contextual information. The deviation from this pattern can improve the anomaly detection. On

some platforms, textual reviews are one of the main sources of explicit feedback. There is significant

research to analyze textual data to infer the sentiments, the intention, and the authenticity [149].

It can be a useful extension of our framework if one can fuse the textual information with other

relevant sources such as rating matrix, user attributes, contextual information, and increase the

attack detection performance together with recommendation accuracy. However, these extensions

and insights will need immense validation both theoretically and empirically by using many different

datasets and attack types well suited for future work.
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Appendix B: Closed Form Expression of Rating Likelihood

Using the fact that inner product can be written as

r̂ij = uT
i vj =

K

∑
a=1

uiavja

and defining p(uia) = N (µu,ia, σu,ia), p(vja) = N (µv,ja, σv,ja), and p(uiavja) = N (µra, σra), one

can compute the variance of the product of two uni-variate Gaussian random variables as:

σ2
ra = (σ2

u,ia + µ2
u,ia)(σ2

v,ja + µ2
v,ja) − µ2

u,iaµ2
v,ja

and the mean as:

µra = µu,iaµv,ja

Next, the expected squared error is given as

E[(r̂ij − rij)2] = E[r̂2
ij] − 2E[r̂ij]rij + r2

ij

=
K

∑
a=1

[σ2
ra + µ2

ra − 2µrarij] + r2
ij

Since the precision of the ratings c is modeled as fixed unknown, the rating likelihood is equal to

the negative expected squared error plus a constant term, i.e,
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log p(rij|ui, vj) = logN (rij|uT
i vj, c−1)

∝ −E[(r̂ij − rij)2] + const.
(B.1)

To this end, we use the expected squared error instead of the likelihood because the constant terms

and sign do not effect the empirical distributions.
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Appendix C: Variational Inference of Latent Variable Model

We resort to the deterministic approximate inference method [150] to optimize the proposed

latent variable model. Particularly, denoting the exact posterior as p∗(U , V |D), where U = {ui}1:I ,

V = {vj}1:J ,andD = {xi,m, zj,l , yi,n, wj,q, rij}I,J,M,N,L,Q, we approximate the posterior as q(U , V )

and try to minimize reverse KL-divergence as the cost function:

min
q

KL(q(U , V |D) || p∗(U , V )),

where we use factorized approximation to the posterior as

q(U , V ) = ∏
i

qi(ui) ∏
j

qj(vj),

and Gaussian approximation for each latent variable as

qi(ui) = N (ui|mui, Σui),

qj(vj) = N (vj|mvj, Σvj).

We want to optimize the free parameters of the distributions {mui, Σui, mvj, Σvj} to minimize the

objective above. However, as the variational inference implies, instead of using the normalized

posterior p∗, one can use unnormalized posterior, i.e, the joint likelihood p, to obtain an upper

bound to the marginal negative likelihood as

L(q) = KL(q || p) = KL(q || p∗) − logp(D).
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Minimizing L(q) instead will lead to q to be close to normalized posterior p∗ since the marginal

data likelihood is constant. Since it is tractable to compute joint log likelihood, following this

approach, we first give the joint log p(D, U , V , W , A|Θ) of the proposed model as

=
M

∑
m=1

[ I

∑
i=1

log p(xi,m|ui, Wm, Σxm) + log p(Wm, Σxm)
]

+
L

∑
l=1

[ J

∑
j=1

log p(zj,l|vj, Al , Σzl) + log p(Al , Σzl)
]

+
N

∑
n=1

I

∑
i=1

log p(yi,n|ui, Hn) +
Q

∑
q=1

J

∑
j=1

log p(wj,q|vj, Bq)

+
I

∑
i=1

log p(ui) +
J

∑
j=1

log p(vj) +
I

∑
i=1

J

∑
j=1

log p(rij|ui, vj).

Particularly, the terms inside the above expression are given below respectively, for the user latent

variable prior log p(ui) as

= −K
2

log(2π) − 1
2

log|λ−1
u IK|−

λ

2
uT

i ui,

Gaussian conditional for real valued user attributes log p(xi,m|ui, Wm, Σxm) as

= −Dm

2
log(2π) − 1

2
log|Σxm|

− 1
2

(xi,m − Wmui)Σ−1
xm(xi,m − Wmui)T ,

Factor loading matrix prior log p(Wm, Σxm) as

= −Dm

2
log(2π) − 1

2
log|Σxm|−

1
2

W T
m(diag(α)Σ−1

xm)Wm

+ ∑
d

(a − 1) log Σ−1
xm,dd − Σ−1

xm,ddb,
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Categorical conditional for discrete user attributes log p(yi,n|ui, Hn) as

= log
eyT

i,nηC,in

1 + ∑
Mu,n
k=1 eηC,in,k

= yT
i,nηC,in − lse(ηC,in))

≥ yT
i,nηC,in −

1
2

ηT
C,inFunηC,in + gT

i,nηC,in − ei,n

≥ yT
i,nHnui + gT

i,nHnui − ei,n −
1
2

HnuT
i Fu,nHnui,

and the rating conditional log p(rij|ui, vj) as

= −1
2

log(2π) − 1
2

log c − c
2

(rij − uT
i vj).

We then infer the parameters of the approximate posteriors in the E-step of the variational inference

algorithm. To do that, by exploiting the completing the square approach for linear Gaussian systems,

we first collect the terms that depend on −1
2 uiuT

i and sum them up as

[
λu IK +

N

∑
n=1

HT
n Fu,n]Hn +

M

∑
m=1

W T
mΣ−1

xmWm

+ c(E[VOiV T])
]
,

which gives posterior covariance Σ−1
ui for user i, which is also given in Eq. 4.16. Then, the terms

that depend on ui are collected and summed up as

[
c(E[V ]Oiri) +

N

∑
n=1

HT
n (yi,n + gi,n) +

M

∑
m=1

W T
mΣ−1

xmxi,m

]
.
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Multiplying this expression with posterior covariance leads to posterior mean as given in Eq. 4.17.

In the M-step of the algorithm, we integrate out the latent variables U and V , then perform maximum

likelihood estimation for {Hn, Bq, c} and maximum a posteriori estimation for {Wm, Al} since

the latter parameters have NIG priors. The procedure to do that is to first plug in the expectations

of the user and item latent variables, i.e, for ui → E[ui] and for uiuT
i → E[uiuT

i ], and then take

the derivative of the joint log likelihood with respect to the parameter that we want to estimate in

order and setting them to zero. Here, we only give the related terms with the considered parameter

that are to be taken the derivative to avoid clutter. Particularly, the derivatives are given as for the

factor loading matrix Wm of real valued attribute m as,

∂

∂Wm
∑

i
Eqi(ui)[−

1
2

(xi,m − Wmui)Σ−1
xm(xi,m − Wmui)T

− 1
2

W T
m(diag(α)Σ−1

xm)Wm],

For the factor loading matrix Hn of categorical valued attribute n as,

∂

∂Hn
∑

i
Eqi(ui)[y

T
i,nHnui + gT

i,nHnui −
1
2

HnuT
i FunHnui]

For the noise covariance matrix Σxm of real valued attribute m as,

∂

∂Σxm,dd
∑

i
Eqi(ui)[−

1
2

(xi,m − Wmui)Σ−1
xm(xi,m − Wmui)

− 1
2

log|Σxm|−
1
2

W T
m(diag(α)Σ−1

xm)Wm

+ ∑
d

(a − 1) log Σ−1
xm,dd − Σ−1

xm,ddb]
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and finally for precision c of the rating latent variables as

∂

∂c ∑
i,j

Eqi(ui),qj(vj)[−
1
2

log c − c
2

(rij − uT
i vj)].
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