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RANDOM ATTRACTOR FOR STOCHASTIC HINDMARSH-ROSE

EQUATIONS WITH MULTIPLICATIVE NOISE

Chi Phan

University of South Florida

Department of Mathematics and Statistics
Tampa, FL 33620, USA

(Communicated by Xiaoying Han)

Abstract. The longtime and global pullback dynamics of stochastic Hind-

marsh-Rose equations with multiplicative noise on a three-dimensional bounded

domain in neurodynamics is investigated in this work. The existence of a ran-
dom attractor for this random dynamical system is proved through the expo-

nential transformation and uniform estimates showing the pullback absorbing
property and the pullback asymptotically compactness of this cocycle in the

L2 Hilbert space.

1. Introduction. The Hindmarsh-Rose equations for neuronal spiking-bursting
observed in experiments was initially proposed in [19, 20]. This mathematical model
originally consists of three coupled nonlinear ordinary differential equations and has
been studied through numerical simulations and mathematical analysis in recent
years, cf. [19, 20, 22, 24, 35, 45] and the references therein. It exhibits rich bursting
patterns, especially chaotic bursting and dynamics, as well as complex bifurcations.

Very recently in [27], it is shown that there exists a global attractor for the
diffusive and partly diffusive Hindmarsh-Rose equations in the deterministic envi-
ronment.

In this work, we shall study the longtime random dynamics in terms of the exis-
tence of a random attractor for the stochastic diffusive Hindmarsh-Rose equations
driven by a multiplicative white noise:

∂u

∂t
= d1∆u+ ϕ(u) + v − z + J + εu ◦ dW

dt
, (1.1)

∂v

∂t
= d2∆v + ψ(u)− v + εv ◦ dW

dt
, (1.2)

∂z

∂t
= d3∆z + q(u− c)− rz + εz ◦ dW

dt
, (1.3)

for t > 0, x ∈ Ω ⊂ Rn (n ≤ 3), where Ω is a bounded domain with locally Lipschitz
continuous boundary, and the nonlinear terms

ϕ(u) = au2 − bu3, and ψ(u) = α− βu2, (1.4)
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with the Neumann boundary condition

∂u

∂ν
(t, x) = 0,

∂v

∂ν
(t, x) = 0,

∂z

∂ν
(t, x) = 0, t > 0, x ∈ ∂Ω, (1.5)

and an initial condition denoted by

u(0, x) = u0(x), v(0, x) = v0(x), z(0, x) = z0(x), x ∈ Ω. (1.6)

Here W (t), t ∈ R, is a one-dimensional standard Wiener process or called Brownian
motion on the underlying probability space to be specified. The stochastic driving
terms with the multiplicative noise indicate that the stochastic PDEs (1.1)-(1.3) are
in the Stratonovich sense interpreted by the Stratonovich stochastic integrals and
the corresponding differential calculus.

In this system (1.1)-(1.3), the variable u(t, x) refers to the membrane electric
potential of a neuronal cell, the variable v(t, x) represents the transport rate of the
ions of sodium and potassium through the fast ion channels and is called the spiking
variable, while the variables z(t, x) represents the transport rate across the neuronal
cell membrane through slow channels of calcium and other ions correlated to the
bursting phenomenon and is called the bursting variable.

Assume that all the parameters a, b, α, β, q, r, J and ε in the above equations are
positive constants except c (= uR) ∈ R, which is a reference value of the membrane
potential of a neuron cell. In the original model of ODE [45], a set of the typical
parameters are

J = 3.281, r = 0.0021, S = 4.0, q = rS, c = −1.6,

ϕ(s) = 3.0s2 − s3, ψ(s) = 1.0− 5.0s2.

Here we address the main difference between [27] and the work in this paper.
In [27], we proved the existence of a global attractor for two deterministic and

autonomous systems on a bounded domain: The diffusive Hindmarsh-Rose (HR)
equations and the partly diffusive HR equations with only the first u-component
equation being diffusive, which seems more interested in neuroscience. The asymp-
totic compactness is oftentimes where the essential difficulty occurs. For the partly
diffusive HR equations, since no dominant gradient terms in two component equa-
tions for the estimates by means of the uniform Gronwall inequality, we took a
different approach through the use of Kolmogorov-Riesz theorem and succeeded in
proving the asymptotic compactness of the solution semilow.

In this paper, we deal with the stochastic diffusive HR equations driven by the
multiplicative white noise, which is converted by the exponential multiplicative
transformation to a nonautonomous reaction-diffusion system with random coeffi-
cients and random initial data. The generated random dynamical system called
stochastic cocycle is a nonautonomous process so that we shall prove the existence
of a random attractor in the pullback sense. First we shall prove the global ex-
istence of pullback solutions in time and the pullback absorbing property of the
quasi-trajectories Φ(t, θ−tω, g0), which is actually a set of all states at the current
time of a bunch of solutions started from the same initial state but different pullback
initial time points. The two-step proof of the pullback asymptotic compactness of
the cocycle features the pullback uniform estimates interwining the Sobolev imbed-
ding and the asymptotic sublinear growth of the stochastic Wiener process, and
then applying the uniform Gronwall inequality to reach an H1-bounded so that
L2-compact pullback absorbing set, which implies the asymptotic compactness.
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The hindmarsh-rose model in ODE. In 1982-1984, J.L. Hindmarsh and R.M.
Rose developed the mathematical model to describe neuronal dynamics:

du

dt
= au2 − bu3 + v − z + J,

dv

dt
= α− βu2 − v,

dz

dt
= q(u− uR)− rz.

(1.7)

This neuron model was motivated by the discovery of neuronal cells in the pond
snail Lymnaea which generated a burst after being depolarized by a short current
pulse. This model characterizes the phenomena of synaptic bursting and especially
chaotic bursting in a three-dimensional (u, v, z) space.

The chaotic dynamics is mainly reflected by the sensitive dependence of the
longtime behavior of solutions on the initial conditions. The presence of the multi-
plicative noise as well as the diffusion of ions and membrane potential in the neuron
model is expected to have large effect on the long-term behavior of the dynamical
system in a random environment.

The figure below is an illustration of the chaotic trajectories of the deterministic
Hindmarsh-Rose model when the key parameter J of the injected stimulation to
the membrane potential varies.

Neuronal signals are short electrical pulses called spike or action potential. Neu-
rons often exhibit bursts of alternating phases of rapid firing spikes and then qui-
escence. Bursting constitutes a mechanism to modulate and set the pace for brain
functionalities and to communicate signals with the neighbor neurons. Bursting
patterns occur in a variety of bio-systems such as pituitary melanotropic gland,
thalamic neurons, respiratory pacemaker neurons, and insulin-secreting pancre-
atic β-cells, cf. [4, 7, 10, 20]. The current mathematical analysis of this neu-
ron model mainly uses bifurcation theory together with numerical simulations, cf.
[3, 15, 23, 24, 28, 35, 36, 40, 45].

Neurons communicate and coordinate actions through electric synaptic coupling
and chemical diffusive coupling (called gap junction) in neuroscience. Synaptic
coupling of neurons has to reach certain threshold for release of quantal vesicles
and form an effective synchronization [13, 29, 33].

The chaotic coupling exhibited in the simulations and analysis of this Hindmarsh-
Rose model of ODE shows more rapid synchronization and more effective regular-
ization of neurons due to lower threshold than the synaptic coupling [36, 45]. But
the dynamics of chaotic bursting is highly complicated.

It is known that Hodgkin-Huxley equations [21] (1952) provided a four-dimensional

model for the dynamics of membrane potential taking into account of the sodium,
potassium as well as leak ions current. The FitzHugh-Nagumo equations [16] (1961-
1962) provided a two-dimensional model for an excitable neuron with the membrane
potential and the combined current variable. This two-dimensional ODE model
admits an exquisite phase plane analysis showing spikes excited by supra-threshold
input pulses and sustained periodic spiking with refractory period, but due to its 2D
nature the FitzHugh-Nagumo equations exclude any chaotic solutions and chaotic
dynamics so that no chaotic bursting can be generated.

The research on this model (1.7) indicated the possibility to lower down the
neuron firing threshold. More observations also indicate that the Hindmarsh-Rose
model allows varying interspike-interval when the parameters vary. Therefore, the
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Figure 1. Time responses of the membrane potential for various
value of the stimulated current: (a) resting state when J = 0, (b)
tonic spiking when J = 1.2, (c) regular bursting when J = 2.2, (d)
chaotic bursting when J = 3.1, (e) the x-z phase portrait when J
= 2.2, (f) the x-z phase portrait when J = 3.1. Source: [25]

3D model (1.7) is a suitable choice for the investigation of both the regular burst-
ing and the chaotic bursting. It is expected that the augmented neuron model of
the stochastic Hindmarsh-Rose equations (1.1)-(1.3) studied in this paper will be
exposed to a wide range of applications in neuroscience.

In the rest of this paper, Section 2 is the formulation of the stochastic system
(1.1)-(1.3) and provides basic concepts and results in the theory of random dynam-
ics. In Section 3, we convert the stochastic PDEs to a system of random PDEs by
the transformation of exponential multiplication. Then the global existence of pull-
back weak solutions is established. The uniform estimates will show the pullback
absorbing property of the Hindmarsh-Rose semiflow in the L2 space. In Section
4, we shall prove the main result on the existence of a random attractor for the
diffusive Hindmarsh-Rose random dynamical system.

2. Preliminaries and formulation. To study the stochastic dynamics in the
asymptotically long run, we first recall the preliminary concepts for random dy-
namical systems, or called cocycles, cf. [1, 2, 9, 11, 12, 14, 17, 26, 30].

2.1. Preliminaries. Let (Q,F, P ) be a probability space and let X be a real Ba-
nach space.
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Definition 2.1. (Q,F, P, {θt}t∈R) is called a metric dynamical system (MDS), if
(Q,F, P ) is a probability space and θt is a time-shifting mapping with the following
conditions satisfied:

(i) the mapping θ : R×Q→ Q is (B(R)⊗ F,F)-measurable,
(ii) θ0 is the identity on Q,
(iii) θt+s = θt ◦ θs for all t, s ∈ R, and
(iv) θt is probability invariant, meaning θtP = P for all t ∈ R.

Here B(X) stands for the σ-algebra of Borel sets in a Banach space X and (θtP )(S) =

P (θtS) for any S ∈ F.

Definition 2.2. A continuous random dynamical system (RDS) briefly called a
cocycle on X over an MDS (Q,F, P, {θt}t∈R) is a mapping

ϕ(t, ω, x) : [0,∞)×Q×X → X,

which is (B(R+)⊗F⊗B(X),B(X))-measurable and satisfies the following condi-
tions for every ω in Q:

(i) ϕ(0, ω, ·) is the identity operator on X.
(ii) The cocycle property holds:

ϕ(t+ s, ω, ·) = ϕ(t, θsω, ϕ(s, ω, ·)), for all t, s ≥ 0.

(iii) The mapping ϕ(·, ω, ·) : [0,∞)×X → X is strongly continuous.

Definition 2.3. A set-valued function B : Q→ 2X is a random set in X if its graph
{(ω, x) : x ∈ B(ω)} ⊂ Q × X is an element of the product σ-algebra F ⊗B(X).
A bounded random set B(ω) ⊂ X means that there is a random variable r(ω) ∈
[0,∞), ω ∈ Q, such that 9B(ω)9 := supx∈B(ω) ‖x‖ ≤ r(ω) for all ω ∈ Q. A

bounded random set B(ω) is called tempered with respect to {θt}t∈R on (Q,F, P ),
if for any ω ∈ Q and for any constant β > 0,

lim
t→∞

e−βt 9B(θ−tω)9 = 0.

A random set S(ω) ⊂ X is called compact (reps. precompact) if for every ω ∈ Q the
set S(ω) is a compact (reps. precompact) set in X.

Definition 2.4. A random variable R : (Q,F, P )→ (0,∞) is called tempered with
respect to a metric dynamical system {θt}t∈R on (Q,F, P ), if for any ω ∈ Q,

lim
t→−∞

1

t
log R(θtω) = 0.

Remark 1. If {B(ω)}ω∈Q is a closed random set of X such that for any fixed x ∈ X
the mapping ω 7→ d(x,B(ω)) = inf{‖x − y‖ : y ∈ B(ω)} is (F,B(R+)-measurable,
then B(ω) is a random set in the sense of Definition 2.3, cf. [5]. Considering that
a random set may be neither closed or open, Definition 2.3 is more general.

We shall let DX denote an inclusion-closed family of random sets in X, meaning
that if D = {D(ω)}ω∈Q ∈ DX and D̂ = {D̂(ω)}ω∈Q with D̂(ω) ⊂ D(ω) for all

ω ∈ Q, then D̂ ∈ DX . Such a family of random sets in X is called a universe. In
this work, we define DH to be the universe of all the tempered random sets in the
Hilbert space H = L2(Ω,R3).

Definition 2.5. For a given universe DX of random sets in a Banach space X,
a random set K ∈ DX is called a pullback absorbing set with respect to an RDS
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(cocycle) ϕ over the MDS (Q,F, P, {θt}t∈R), if for any bounded random set B ∈ DX

and any ω ∈ Q there exists a finite time TB(ω) > 0 such that

ϕ(t, θ−tω,B(θ−tω)) ⊂ K(ω), for all t ≥ TB(ω).

Definition 2.6. Let a universe DX of random sets in a Banach space X be given.
A random dynamical system (cocycle) ϕ is pullback asymptotically compact with
respect to DX , if for any ω ∈ Q, the sequence

{ϕ(tm, θ−tmω, xm)}∞m=1 has a convergent subsequence in X,

whenever tm →∞ and xm ∈ B(θ−tmω) for any given B ∈ DX .

Definition 2.7. Let a universe DX of tempered random sets in a Banach space X
be given. A random set A ∈ DX is called a random attractor for a given random
dynamical system (cocycle) ϕ over the metric dynamical system (Q,F, P, {θt}t∈R),
if the following conditions are satisfied:

(i) A is a compact random set in the space X.
(ii) A is invariant in the sense that

ϕ(t, ω,A(ω)) = A(θtω), for all t ≥ 0, ω ∈ Q.

(iii) A attracts every B ∈ DX in the pullback sense that

lim
t→∞

distX(ϕ(t, θ−tω,B(θ−tω)),A(ω)) = 0, ω ∈ Q,

where distX(·, ·) is the Hausdorff semi-distance with respect to the X-norm. Then
DX is called the basin of attraction for A.

The existence of random attractors for continuous and discrete random dynamical
systems has been studied in the recent three decades by many authors, cf. [1, 2, 6,
9, 11, 12, 18, 30, 31, 34, 37, 38, 39, 42, 43, 44, 46]. The following theorem is shown
in [12, 30].

Theorem 2.8. Given a Banach space X and a universe DX of random sets in X,
let ϕ be a continuous random dynamical system on X over the metric dynamical
system (Q,F, P, {θt}t∈R). If the following two conditions are satisfied:

(i) there exists a closed pullback absorbing set K = {K(ω)}ω∈Q ∈ DX for ϕ,
(ii) the cocycle ϕ is pullback asymptotically compact with respect to DX ,

then there exists a unique random attractor A = {A(ω)}ω∈Q ∈ DX for the cocycle
ϕ and the random attractor is given by

A(ω) =
⋂
τ≥0

⋃
t≥τ

ϕ(t, θ−tω,K(θ−tω)), ω ∈ Q.

2.2. Formulation. We now formulate the initial-boundary value problem (1.1)–
(1.6) of the stochastic Hindmarsh-Rose equations with the multiplicative white noise
in the framework of the product Hilbert spaces

H = L2(Ω,R3) and E = H1(Ω,R3). (2.1)

The norm and inner-product of H or L2(Ω) will be denoted by ‖ · ‖ and 〈·, ·〉,
respectively. The norm of space E will be denoted by ‖ · ‖E . The norm of Lp(Ω) or
Lp(Ω,R3) will be denoted by ‖ · ‖Lp for p 6= 2. W use | · | to denote a vector norm
or the Lebesgue measure of a set in Euclidean spaces.
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The nonpositive self-adjoint linear differential operator

A =

d1∆ 0 0

0 d2∆ 0

0 0 d3∆

 : D(A)→ H, (2.2)

where

D(A) =

{
(ϕ, φ, ζ) ∈ H2(Ω,R3) :

∂ϕ

∂ν
=
∂φ

∂ν
=
∂ζ

∂ν
= 0 on ∂Ω

}
is the generator of an analytic C0-semigroup {eAt}t≥0 of contraction on the Hilbert
space H. By the Sobolev embedding H1(Ω) ↪→ L6(Ω) for space dimension n ≤ 3,
the nonlinear mapping

f(u, v, z) =

ϕ(u) + v − z + J

ψ(u)− v,
q(u− c)− rz

 : E −→ H (2.3)

is locally Lipschitz continuous. Thus the initial-boundary value problem (1.1)–(1.6)
is formulated into an initial value problem of the following stochastic Hindmarsh-
Rose evolutionary equation driven by a multiplicative white noise,

dg

dt
= Ag + f(g) + εg ◦ dW

dt
, t > τ ∈ R, ω ∈ Q,

g(τ) = g0 = (u0, v0, z0) ∈ H.
(2.4)

Here g(t, ω, g0) = col (u(t, ·, ω, g0), v(t, ·, ω, g0), z(t, ·, ω, g0)), where dot stands for
the hidden spatial variable x.

Assume that {W (t)}t∈R is a one-dimensional, two-sided standard Wiener process
in the probability space (Q,F, P ), where the sample space

Q = {ω ∈ C(R,R) : ω(0) = 0} (2.5)

and where C(R,R) stands for the metric space of continuous functions on the real
line, the σ-algebra F is generated by the compact-open topology endowed in Q, and
P is the corresponding Wiener measure [1, 9, 26] on F. Define the P -preserving
time-shift transformations {θt}t∈R by

(θtω)(·) = ω(·+ t)− ω(t), for t ∈ R, ω ∈ Q. (2.6)

Then (Q,F, P, {θt}t∈R) is a metric dynamical system and the stochastic process
{W (t, ω) = ω(t) : t ∈ R, ω ∈ Q} is the canonical Wiener process. Accordingly
dW/dt in (2.4) denotes the white noise. The results we shall prove in this paper
can be extended to a vector white noise with three different but independent scalar
noises in the three component equations.

In the recent paper [27], we have shown the existence of a global attractor for
the diffusive deterministic Hindmarsh-Rose equations and for the partly diffusive
Hindmarsh-Rose equations in the space H. In this paper, it will be shown that
there exists a random attractor in the space H for the random dynamical system
generated by the global solutions of the stochastic evolutionary equation (2.4).
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3. Random hindmarsh-rose equations and pullback dissipativity. The math-
ematical treatment of the stochastic PDE such as in the form of (1.1)-(1.3) driven
by the multiplicative noise will be facilitated by its conversion to a random PDE
with coefficients and initial data being random variables instead. For this purpose,
one can exploit the following properties of the Wiener process.

Proposition 3.1. Let the MDS (Q,F, P, {θt}t∈R) and the Wiener process W (t) be
defined as above. Then the following statements hold.

(1) The Wiener process W (t) has the asymptotically sublinear growth property,

lim
t→±∞

|W (t)|
|t|

= 0, a.s. (3.1)

(2) For any given positive constant λ, the stochastic process X(t) = e−λW (t) is a
solution of the following stochastic differential equation in the Stratonovich sense,

dXt = −λXt ◦ dWt. (3.2)

(3) W (t) is locally Hölder continuous with exponents γ ∈
(
0, 1

2

)
. It means that

for any integer n,

sup
n≤s<t≤n+1

|W (t)−W (s)|
|t− s|γ

<∞, a.s. (3.3)

Proof. By the law of iterated logarithm [26],

lim
t→±∞

sup
|W (t)|√

2|t| log log |t|
= 1, a.s.

Then (3.1) is valid. Next, from Itô’s formula [26] we have

dXt = −λe−λWtdWt +
1

2
λ2e−λWtdt.

On the other hand, the transformation formula [26] of the stochastic Itô integral
and the Stratonovich integral reads

h(Wt) ◦ dWt (Stratonovich sense) = h(Wt)dWt (Itô sense) +
1

2
h′(Wt)dt,

as long as h(Wt) and h′(Wt) are locally L2-integrable. Set h(ω) = λe−λω in the
above equality. Then

−λXt ◦ dWt = −λe−λWtdWt +
1

2
λ2e−λWtdt.

Hence (3.2) holds. Finally, (3.3) follows from the Kolmogorov Moment
Criterion.

We now convert the stochastic PDE (1.1) - (1.3) to a system of random PDE by
the exponential multiplication of Q(t, ω) = e−εω(t):

U(t) = Q(t, ω)u(t), V (t) = Q(t, ω)v(t), Z(t) = Q(t, ω)z(t). (3.4)

According to the second statement in Proposition 3.1, the initial-boundary value
problem (1.1)–(1.6) is equivalently converted to the following system of random
PDEs:

∂U

∂t
= d1∆U +

a

Q(t, ω)
U2 − b

Q(t, ω)2
U3 + V − Z + JQ(t, ω), (3.5)

∂V

∂t
= d2∆V + αQ(t, ω)− β

Q(t, ω)
U2 − V, (3.6)
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∂Z

∂t
= d3∆Z + q(U − cQ(t, ω))− rZ, (3.7)

for ω ∈ Q, t > 0, x ∈ Ω ⊂ Rn (n ≤ 3), with the boundary condition

∂U

∂ν
(t, x, ω) = 0,

∂V

∂ν
(t, x, ω) = 0,

∂Z

∂ν
(t, x, ω) = 0, t ≥ τ ∈ R, x ∈ ∂Ω, (3.8)

and an initial condition for ω ∈ Q,

(U(τ, x, ω), V (τ, x, ω), Z(τ, x, ω)) = Q(τ, ω)(u0(x), v0(x), z0(x)), x ∈ Ω. (3.9)

The equations (3.5)-(3.7) are pathwise nonautonomous random PDEs and (3.5)-
(3.9) can be written as the initial value problem of the random evolutionary equa-
tion:

∂G

∂t
= AG+ F (G, θtω), t ≥ τ ∈ R, ω ∈ Q,

G(τ, ω) = Gτ (ω) = Q(τ, ω)(u0, v0, z0), ω ∈ Q,
(3.10)

for any g0 = (u0, v0, z0) ∈ H. Here we define the weak solution of the initial value
problem (3.10) with the initial state Gτ = Q(τ, ω)g0,

G(t, ω; τ,Gτ ) = Q(t, ω)

uv
z

 (t, ·, ω; τ,Gτ ) =

UV
Z

 (t, ·, ω; τ,Gτ ),

to be the pathwise weak solution [8, page 283] of the nonautonomous initial-boundary
problem (3.5)-(3.9), specified as in [41, Definition 2.1].

By conducting a priori estimates on the Galerkin approximate solutions of the
equations (3.5)-(3.7) and the compactness argument outlined in [8, Chapter II and
XV] with some adaptations, we can prove the local existence and uniqueness of the
weal solution G(t, ω) in the space H on a local time interval t ∈ [τ, T (ω,Gτ )], and
the solution is continuously depending on the initial data. Further by the parabolic
regularity [32, Theorem 48.5], every weak solution becomes a strong solution in the
space E when t > τ in the time interval of existence. Every weak solution G(t, ω)
of the problem (3.10) on the maximal existence interval has the property

G ∈ C([τ, Tmax), H) ∩ C1((τ, Tmax), H) ∩ L2
loc([τ, Tmax), E). (3.11)

3.1. Global existence of pullback solutions. In this section, we first prove the
global existence of all the pullback weak solutions of the problem (3.5)-(3.9) and to
explore the dissipativity of the generated random dynamical system.

Lemma 3.2. There exists a random variable r0(ω) > 0 depending only on the
parameters such that, for any given random variable ρ(ω) > 0, there is a time
−∞ < τ(ρ, ω) ≤ −1 and the following statement holds. For any t0 ≤ τ(ρ, ω) and
for any initial data g0 = (u0, v0, z0) ∈ H with ‖g0‖ ≤ ρ(ω), the weak solution
G(t, ω) of the problem (3.10) with G(t0, ω) = Q(t0, ω)g0 uniquely exists on [t0,−1]
and satisfies

‖G(−1, ω; t0, Q(t0, ω)g0)‖ ≤ r0(ω), ω ∈ Q. (3.12)
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Proof. Take the L2(Ω) inner-product 〈(3.5), c1U)〉, 〈(3.6), V )〉 and 〈(3.7), Z)〉 with
constant c1 > 0 to be determined later, we obtain the following:

1

2

d

dt

(
c1‖U‖2 + ‖V ‖2 + ‖Z‖2

)
+
(
c1d1‖∇U‖2 + d2‖∇V ‖2 + d3‖∇Z‖2

)
=

∫
Ω

c1

(
a

Q(t, ω)
U3 − b

Q(t, ω)2
U4 + UV − UZ + JUQ(t, ω)

)
dx

+

∫
Ω

(
αV Q(t, ω)− β

Q(t, ω)
U2V − V 2 + q(U − cQ(t, ω))Z − rZ2

)
dx

≤
∫

Ω

c1

(
a

Q(t, ω)
U3 − b

Q(t, ω)2
U4 + UV − UZ + JUQ(t, ω)

)
dx

+

∫
Ω

{(
2α2Q(t, ω)2 +

β2

2Q(t, ω)2
U4 − 3

8
V 2

)
+

[
q2

r
(U2 + c2Q(t, ω)2)− 1

2
rZ2

]}
dx.

(3.13)

Choose the positive constant in (3.13) to be c1 = 1
b (β2 + 3) so that

−c1
∫

Ω

b

Q(t, ω)2
U4 dx+

∫
Ω

β2

Q(t, ω)2
U4 dx ≤ −3

∫
Ω

U4

Q(t, ω)2
dx.

By Young’s inequality, we have∫
Ω

c1a

Q(t, ω)
U3 dx ≤ 3

4

∫
Ω

U4

Q(t, ω)2
dx+

1

4
(c1aQ(t, ω))4|Ω|

≤
∫

Ω

U4

Q(t, ω)2
dx+ (c1aQ(t, ω))

4 |Ω|,

as well as∫
Ω

c1(UV − UZ + JUQ(t, ω)) dx ≤
∫

Ω

[
2(c1U)2 +

1

8
V 2 +

(c1U)2

r
+

1

4
rZ2

+
1

2
(c1U)2 +

1

2
J2Q(t, ω)2

]
dx.

(3.14)

Collecting those integral terms of U2 on the right-hand side in (3.13) and in (3.14),
we obtain ∫

Ω

[
2(c1U)2 +

(c1U)2

r
+

1

2
(c1U)2 +

q2

r
U2

]
dx

≤
∫

Ω

U4

Q(t, ω)2
dx+

[
c21

(
5

2
+

1

r

)
+
q2

r

]2

Q(t, ω)2|Ω|.

Substitute the above inequalities with respect to the integral terms of U4, U3 and
U2 into (3.13). Then we get

1

2

d

dt

(
c1‖U‖2 + ‖V ‖2 + ‖Z‖2

)
+
(
c1d1‖∇U‖2 + d2‖∇V ‖2 + d3‖∇Z‖2

)
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≤
∫

Ω

[
2− 3

Q(t, ω)2
U4 +

(
1

8
− 3

8

)
V 2 +

(
1

4
− 1

2

)
rZ2

]
dx+ (c1a)4Q(t, ω)4|Ω|

+

[
1

2
J2 +

(
c21

(
5

2
+

1

r

)
+
q2

r

)2

+ 2α2 +
q2c2

r

]
Q(t, ω)2|Ω|

≤ −
∫

Ω

(
1

Q(t, ω)2
U4(t, x) +

1

4
V 2(t, x) +

1

4
rZ2(t, x)

)
dx

+ (c1a)4Q(t, ω)4|Ω|+ c2Q(t, ω)2|Ω|,

(3.15)

where

c2 =
1

2
J2 +

[
c21

(
5

2
+

1

r

)
+
q2

r

]2

+ 2α2 +
q2c2

r
.

Let d = min{d1, d2, d3}. Then the inequality (3.15) implies

d

dt
(c1‖U(t)‖2 + ‖V (t)‖2 + ‖Z(t)‖2) + 2d(c1‖∇u‖2 + ‖∇v‖2 + ‖∇w‖2)

+

∫
Ω

(
2

Q(t, ω)2
U4(t, x) +

1

2
V 2(t, x) +

1

2
rZ2(t, x)

)
dx

≤ 2c2Q(t, ω)2|Ω|+ 2(c1a)4Q(t, ω)4Ω|.

Moreover, we have

2

Q(t, ω)2
U4 ≥ 1

2

(
c1U

2 − c21Q(t, ω)2

16

)
.

Therefore,

d

dt
(c1‖U(t)‖2 + ‖V (t)‖2 + ‖Z(t)‖2) + 2d(c1‖∇U‖2 + ‖∇V ‖2 + ‖∇Z‖2)

+
1

2
(c1‖U(t)‖2 + ‖V (t)‖2 + r‖Z(t)‖2)

≤
(

2c2 +
1

32
c21

)
Q(t, ω)2|Ω|+ 2(c1a)4Q(t, ω)4|Ω|,

(3.16)

for t ∈ [τ, Tmax). Set σ = 1
2 min{1, r}. Then the Gronwall inequality is applied to

the reduced inequality (3.16) ,

d

dt
(c1‖U(t)‖2 + ‖V (t)‖2 + ‖Z(t)‖2) + σ(c1‖U(t)‖2 + ‖V (t)‖2 + ‖Z(t)‖2)

≤
(

2c2 +
1

32
c21

)
Q(t, ω)2|Ω|+ 2(c1a)4Q(t, ω)4|Ω|,

and shows that

c1‖U(t)‖2 + ‖V (t)‖2 + ‖Z(t)‖2

≤ e−σ(t−t0)(c1‖U0‖2 + ‖V0‖2 + ‖Z0‖2)

+

∫ t

−∞
e−σ(t−s)

[(
2c2 +

1

32
c21

)
Q(s, ω)2|Ω|+ 2(c1a)4Q(s, ω)4|Ω|

]
ds,

(3.17)

for t ∈ [τ, Tmax).
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We obtain

‖U(t)‖2 + ‖V (t)‖2 + ‖Z(t)‖2 ≤ max{c1, 1}
min{c1, 1}

e−σ(t−t0)(‖U0‖2 + ‖V0‖2 + ‖Z0‖2)

+
|Ω|

min{c1, 1}

∫ t

−∞
e−σ(t−s)

[(
2c2 +

1

32
c21

)
Q(s, ω)2 + 2(c1a)4Q(s, ω)4

]
ds.

(3.18)

Hence, the solutions of the initial value problem of the equation (3.10) satisfies the
bounded estimate

‖G(t, ω; t0, Q(t0, ω)g0)‖2 ≤ ‖Q(t0, ω)‖2max{c1, 1}
min{c1, 1}

e−σ(t−t0) ‖g0‖2

+
|Ω|

min{c1, 1}

∫ t

−∞
e−σ(t−s)

[(
2c2 +

1

32
c21

)
Q(s, ω)2 + 2(c1a)4Q(s, ω)4

]
ds, t ≥ t0.

(3.19)

Take t = −1 and substitute Q(t, ω) = e−εω(t) into (3.19). We then get

‖G(−1, ω; t0, Q(t0, ω)g0)‖2 ≤ max{c1, 1}
min{c1, 1}

eσ−σ|t0|−2ε ω(t0)‖g0‖2

+
|Ω|

min{c1, 1}

∫ −1

−∞
eσ+σs

[(
2c2 +

1

32
c21

)
e−2εω(s) + 2(c1a)4e−4εω(s)

]
ds.

(3.20)

Note that

e−σ|t0|−2εω(t0) = exp

(
−σ|t0|

[
1 +

2ε ω(t0)

σ|t0|

])
= exp

(
−σ|t0|

[
1− 2ε ω(t0)

σt0

])
.

By the asymptotically sublinear property (3.1), for any given random variable
ρ(ω) > 0 and for a.e. ω ∈ Q, there exist a time τ(ρ, ω) ≤ −1 such that for
any t0 ≤ τ(ρ, ω), we have

1− 2εω(t0)

σt0
≥ 1

2
and eσ(1− 1

2 |t0|)
max{c1, 1}
min{c1, 1}

ρ2(ω) ≤ 1. (3.21)

Therefore, from (3.20), we obtain

‖G(−1, ω; t0, Q(t0, ω)g0)‖ ≤ r0(ω), a.s. (3.22)

where

r0(ω) =

√
1 +

|Ω|
min{c1, 1}

∫ −1

−∞
eσ+σs

[(
2c2 +

1

32
c21

)
e−2εω(s) + 2(c1a)4e−4εω(s)

]
ds

(3.23)
in which both integrals∫ −1

−∞
eσ+σs

(
2c2 +

1

32
c21

)
e−2εω(s) ds and

∫ −1

−∞
2eσ+σs(c1a)4e−4εω(s) ds

are convergent due to the asymptotically sublinear growth property (3.1).
Therefore, the weak solution G(t, ω; t0, Q(t0, ω)g0) of the problem (3.10) uniquely

exists on [t0,−1]. The proof is completed.

Lemma 3.3. There exists a random variable R0(ω) > 0 depending only on the
parameters such that, for any given random variable ρ(ω) > 0, the following state-
ment holds. For any t0 ≤ τ(ρ, ω) specified in Lemma 3.2 and any initial data
g0 = (u0, v0, z0) ∈ H with ‖g0‖ ≤ ρ(ω), the weak solution G(t, ω; t0, Q(t0, ω)g0) of
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the initial value problem (3.10) with G(t0, ω) = Q(t0, ω)g0 uniquely exists on [t0,∞)
and satisfies

‖G(0, ω; t0, Q(t0, ω)g0)‖2 +

∫ 0

−1

‖∇G(s, ω; t0, Q(t0, ω)g0)‖2 ds

≤ R2
0(ω), ω ∈ Q

(3.24)

Proof. Based on Lemma 3.2 and the local extension of the solutions of the problem
(3.10) from the time t1 = −1 forward, we can integrate the inequality (3.16) over
[−1, t] to get

c1‖U(t)‖2 + ‖V (t)‖2 + ‖Z(t)‖2 − (c1‖U(−1)‖2 + ‖V (−1)‖2 + ‖Z(−1)‖2)

+ 2d

∫ t

−1

(
c1‖∇U(s)‖2 + ‖∇V (s)‖2 + ‖∇Z(s)‖2

)
ds

+ σ

∫ t

−1

(
c1‖U(s)‖2 + ‖V (s)‖2 + ‖Z(s)‖2

)
ds

≤ |Ω|
∫ t

−1

[(
2c2 +

1

32
c21

)
Q(s, ω)2 + 2(c1a)4Q(s, ω)4

]
ds, t > −1.

(3.25)

Then

‖G(t, ω; t0, Q(t0, ω)g0)‖2 + 2d

∫ t

−1

‖∇G(s, ω; t0, Q(t0, ω)g0)‖2 ds

≤ max{c1, 1}
min{c1, 1}

‖G(−1, ω; t0, Q(t0, ω)g0)‖2

+
|Ω|

min{c1, 1}

∫ t

−1

[(
2c2 +

1

32
c21

)
Q(s, ω)2 + 2(c1a)4Q(s, ω)4

]
ds.

(3.26)

The inequality (3.26) together with Lemma 3.2 shows that for ω ∈ Q and any T >
−1, the weak solution G(t, ω; t0, Q(t0, ω)g0) ∈ C[t0, T ;H) ∩ L2(t0, T ;E) uniquely
exists for t ∈ [−1, T ] and will not blow up. In particular, let t = 0 in (3.26) and we
obtain

‖G(0, ω; t0, Q(t0, ω)g0)‖2 +

∫ 0

−1

‖∇G(s, ω; t0, Q(t0, ω)g0)‖2 ds ≤ R2
0(ω), (3.27)

where

R2
0(ω) =

1

min{1, 2d}min{c1, 1}

×
{

max{c1, 1}|r0(ω)|2 + |Ω|
∫ 0

−1

[(
2c2 +

1

32
c21

)
Q(s, ω)2 + 2(c1a)4Q(s, ω)4

]
ds

}
(3.28)

where r0(ω) is defined in (3.23). Note that r0(ω) and R0(ω) are both independent
of random variables ρ(ω).

Remark 2. We can certainly merge the above two lemmas into one which gives rise
to the bounded estimate (3.27). Here we split the time interval [t0, 0] to [t0,−1] ∪
[−1, 0] in order to facilitate the argument in the proof of the pullback asymptotic
compactness of the associated random dynamical system later in Section 4.
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3.2. Hindmarsh-rose cocycle and absorbing property. Now define a concept
of stochastic semiflow, which is related to the concept of cocycle in the theory of
random dynamical systems.

Definition 3.4. Let (Q,F, P, {θt}t∈R) be a metric dynamical system. A family
of mappings S(t, τ, ω) : X → X for t ≥ τ ∈ R and ω ∈ Q is called a stochastic
semiflow on a Banach space X, if it satisfies the properties:

(i) S(t, s, ω)S(s, τ, ω) = S(t, τ, ω), for all τ ≤ s ≤ t and ω ∈ Q.
(ii) S(t, τ, ω) = S(t− τ, 0, θτω), for all τ ≤ t and ω ∈ Q.
(iii) The mapping S(t, τ, ω)x is measurable in (t, τ, ω) and continuous in x ∈ X.

Here in the setting of the stochastic evolutionary equation (3.10) formulated from
the stochastic Hindmarsh-Rose equations (1.1)-(1.6), we define S(t, τ, ω) : H → H
for t ≥ τ ∈ R and ω ∈ Q by

S(t, τ, ω) g0 =
1

Q(t, ω)
G(t, ω; τ, G0) =

uv
z

 (t, ω; τ, g0) (3.29)

and then define a mapping Φ : R+ ×Q×H → H, where R+ = [0,∞), to be

Φ(t− τ, θτω, g0) = S(t, τ, ω) g0 (3.30)

which is equivalent to

Φ(t, ω, g0) = S(t, 0, ω)g0 =
1

Q(t, ω)
G(t, ω; 0, G0). (3.31)

The following lemma shows that this mapping Φ is a cocycle on the Hilbert space
H over the canonical metric dynamical system (Q,F, P, {θt}t∈R) specified in (2.5)
and (2.6). Therefore, the following pullback identity is validated:

Φ(t, θ−tω, g0) = S(0,−t, ω)g0 =
1

Q(0, ω)
G(0, ω; −t, G0) = g(0, ω; −t, g0) (3.32)

for any t ≥ 0 and ω ∈ Q. We shall call this mapping Φ defined by (3.30) the
Hindmarsh-Rose cocycle, which is a random dynamical system on the Hilbert space
H. We shall call {Φ(t, θ−tω, g0) : t ≥ 0} a pullback quasi-trajectory with the initial
state g0 for the Hindmarsh-Rose cocycle.

Remark 3. Here the pullback quasi-trajectory {Φ(t, θ−tω, g0), t ≥ 0} is not a single
trajectory but the set of all the points at time t = 0 of the bunch of trajectories
started from the same initial state g0 but at different pullback initial time −t.

Lemma 3.5. The mapping Φ : R+×Q×H → H defined by (3.29) and (3.30) is a co-
cycle on the space H over the canonical metric dynamical system (Q,F, P, {θt}t∈R).
Moreover, the one-parameter operators

(Πtg)(ω) = Φ(t, θ−tω, g(θ−tω)), t ≥ 0, (3.33)

where {g(ω) : ω ∈ Q} can be any H-valued random set on the probability space
(Q,F, P ), turns out to be a semigroup of operators on the H-valued random sets.

Proof. First we check the cocycle property of the mapping Φ,

Φ(t+ s, ω, g0) = Φ(t, θs ω,Φ(s, ω, g0)), t ≥ 0, s ≥ 0, ω ∈ Q, (3.34)

is satisfied by this mapping Φ. Since we have (3.31),

Φ(t+ s, ω, g0) =
1

Q(t+ s, ω)
G(t+ s, ω; 0, G0)
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and, on the other hand,

Φ(t, θs ω,Φ(s, ω, g0)) =
1

Q(t, ω)
G(t, θsω; 0, G(s, ω; 0, G0)) (by (3.31))

= g(t, θsω; 0, g(s, ω; 0, g0)) = S(t, 0; θsω) g(s, ω; 0, g0) (by (3.29))

=S(t, 0; θsω)S(s, 0;ω)g0 = S(t+ s− s, 0; θsω)S(s, 0;ω)g0

=S(t+ s, s;ω)S(s, 0;ω)g0 (by the 2nd condition of Definition 3.4)

=S(t+ s, 0;ω) g0 =
1

Q(t+ s, ω)
G(t+ s, ω; 0, G0).

Therefore, the cocycle property (3.34) of the mapping Φ is valid by comparison of
the above two equalities.

The second claim that {Πt}t≥0 is a semigroup can be shown as follows,

(Πt [Πσ g])(ω) = Φ(t, θ−tω, [Πσ g](θ−tω))

= Φ(t, θ−tω, Φ(σ, θ−σ(θ−tω), g(θ−σ(θ−tω)))

= Φ(t, θ−tω, Φ(σ, θ−(t+σ)ω, g(θ−(t+σ)ω)))

= Φ(t, θ−(t+σ)θσω, Φ(σ, θ−(t+σ)ω, g(θ−(t+σ)ω)))

= Φ(t, θσθ−(t+σ)ω, Φ(σ, θ−(t+σ)ω, g(θ−(t+σ)ω)))

= Φ(t+ σ, θ−(t+σ)ω, g(θ−(t+σ)ω)) = (Πt+σ g)(ω), t, σ ≥ 0.

(3.35)

where the final equality follows from the cocycle property of Φ already proved.

Remark 4. Apparently when the stochastic PDEs (1.1)-(1.3) are converted to
the random PDEs (3.5)-(3.7) by the exponential multiplication (3.4), we see the
coefficients are time-depending random variables instead of constants, which means
the system (3.10) is nonautonomous in time. The justification for the corresponding
stochastic semiflow (3.29) to be well-defined and satisfy the stationary property in
Definition 3.4 is due to the stationary property possessed by the underlying Wiener
process {W (t)}t∈R, which is characterized by the stationary increment W (t)−W (s)
of the Gaussian distribution with mean zero and variance t − s, in the problem
setting.

Theorem 3.6. There exists a pullback absorbing set in the space H with respect to
the tempered universe DH for the Hindmarsh-Rose cocycle Φ, which is the bounded
random ball

B0(ω) = BH(0, R0(ω)) = {ξ ∈ H : ‖ξ‖ ≤ R0(ω)} (3.36)

where R0(ω) is given in (3.28).

Proof. For any bounded random ball B(ω) = BH(0, ρ(ω)) ∈ DH and any g0 ∈
B(θ−tω), by Definition 2.3 we have

lim
t→−∞

e−βtρ(θ−tω) = 0, for any β > 0. (3.37)

From (3.19), for −t ≤ −1 we have

sup
g0∈B(θ−tω)

‖G(−1, ω;−t, Q(−t, ω)g0)‖2 ≤ ‖Q(−t, ω)‖2max{c1, 1}
min{c1, 1}

eσ(1−t)‖g0‖2

+
|Ω|

min{c1, 1}

∫ −1

−∞
eσ(1+s)

[(
2c2 +

1

32
c21

)
Q(t, s)2 + 2(c1a)4Q(t, s)4

]
ds
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≤ eσmax{c1, 1}
min{c1, 1}

e−2εω(−t)−σtρ2(θ−tω) (since g0 ∈ B(θ−tω))

+
|Ω|

min{c1, 1}

∫ −1

−∞
eσ(1+s)

[(
2c2 +

1

32
c21

)
e−2εω(s) + 2(c1a)4e−4εω(s)

]
ds

≤ eσmax{c1, 1}
min{c1, 1}

exp

[
−σt

2

(
1− 4ε

σ

(
ω(−t)
−t

))]
e−

σt
2 ρ2(θ−tω)

+
|Ω|

min{c1, 1}

∫ −1

−∞
eσ(1+s)

[(
2c2 +

1

32
c21

)
e−2εω(s) + 2(c1a)4e−4εω(s)

]
ds.

From (3.1), we have

lim
t→∞

exp

[
−σt

2

(
1− 4ε

σ

(
ω(−t)
−t

))]
= 0, ω ∈ Q.

Since B(ω) = BH(0, ρ(ω)) ∈ DH , the radius ρ(θ−tω) is a tempered random variable,
so that

lim
t→∞

e−
σt
2 ρ2(θ−tω) = lim

t→∞
|e−σt4 ρ(θ−tω)|2 = 0.

Therefore, there exists a finite random variable TB(ω) > 1 such that for all t ≥
TB(ω) we have

eσmax{c1, 1}
min{c1, 1}

exp

[
−σt

2

(
1− 4ε

σ

(
ω(−t)
−t

))]
≤ 1 and e−

σt
2 ρ2(θ−tω) ≤ 1, ω ∈ Q.

Then

sup
g0∈B(θ−tω)

‖G(−1, θ−tω;−t, Q(−t, ω)g0)‖ ≤ r0(ω), (3.38)

for t ≥ TB(ω), ω ∈ Q and where r0(ω) is given in (3.23).
Finally, put together (3.27), (3.28) and (3.38). We end up with

sup
g0∈B(θ−tω)

‖Φ(t, θ−tω, g0)‖

= sup
g0∈B(θ−tω)

‖G(0, θ−tω;−t, Q(−t, ω)g0)‖ ≤ R0(ω),
(3.39)

for t ≥ TB(ω) a.s. Hence, the random set in (3.36) is a pullback absorbing set for
the Hindmarsh-Rose cocycle Φ. The proof is completed.

4. The existence of random attractor. In this section, we shall prove that
this Hindmarsh-Rose cocycle is pullback asymptotically compact on H through the
following two lemmas. Then the main result on the existence of a random attractor
for the Hindmarsh-Rose cocycle is established.

Lemma 4.1. Assume that for any random variable R(ω) > 0 and any given τ < −2,
there exists a random variable M(R,ω) > 0 such that the following statement is
valid : If there is a time t∗ ∈ [−2,−1] such that G(t∗, ω; τ,Q(τ, ω)g0) ∈ E for any
g0 ∈ H which satisfies

‖G(t∗, ω; τ, Q(τ, ω)g0)‖E ≤ R(ω),

then it holds that

‖G(0, ω; τ, Q(τ, ω)g0)‖E ≤M(R,ω). (4.1)
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Proof. Denote the solution of (3.10) by G(t, ω; τ,Q(τ, ω)g0) = (U(t), V (t), Z(t)).
Take the L2 inner-product 〈(3.5),−∆U(t)〉 to obtain

1

2

d

dt
‖∇U‖2 + d1‖∆U‖2

=

∫
Ω

(
− a

Q(t, ω)
U2∆U − b

Q(t, ω)2
U2|∇U |2 − V∆U + Z∆U − JQ(t, ω)∆U

)
dx

≤
∫

Ω

(
2a2

d1Q(t, ω)2
U4 +

d1

8
|∆U |2 +

2

d1
V 2 +

d1

8
|∆U |2

)
ds

+

∫
Ω

(
2

d1
Z2 +

d1

8
|∆U |2 +

2J2Q(t, ω)2

d1
+
d1

8
|∆U |2

)
dx

−
∫

Ω

b

Q(t, ω)2
U2|∇U |2 dx.

It follows that

d

dt
‖∇U‖2 + d1‖∆U‖2 +

2b

Q(t, ω)2
‖U∇U‖2

≤ 4a2

d1Q(t, ω)2
‖U‖4L4 +

4

d1
‖V ‖2 +

4

d1
‖Z‖2 +

4J2Q(t, ω)2

d1
|Ω|, t > τ.

(4.2)

Take the L2 inner-product 〈(3.6),−∆V (t)〉, we get

1

2

d

dt
‖∇V ‖2 + d2‖∆V ‖2 + ‖∇V ‖2

=

∫
Ω

(
−αQ(t, ω)∆V +

β

Q(t, ω)
U2∆V + V∆V

)
dx

≤
∫

Ω

(
α2Q(t, ω)2

d2
+
d2

4
|∆V |2 +

β2

d2Q(t, ω)2
U4 +

d2

4
|∆V |2 − |∇V |2

)
dx.

Then

d

dt
‖∇V ‖2 + d2‖∆V ‖2 + 2‖∇V ‖2 ≤ 2α2Q(t, ω)2

d2
|Ω|+ 2β2

d2Q(t, ω)2
‖U‖4L4 , t > τ.

(4.3)
Take the L2 inner-product 〈(3.7),−∆Z(t)〉, we get

1

2

d

dt
‖∇Z‖2 + d3‖∆Z‖2

=

∫
Ω

[qcQ(t, ω)∆Z − qU∆Z + rZ∆Z] dx

≤
∫

Ω

(
q2c2Q(t, ω)2

d3
+
d3

4
|∆Z|2 +

q2

d3
U2 +

d3

4
|∆Z|2 − r|∇Z|2

)
dx.

It implies

d

dt
‖∇Z‖2 + d3‖∆Z‖2 + 2r‖∇Z‖2 ≤ 2q2c2Q(t, ω)2

d3
|Ω|+ 2q2

d3
‖U‖2, t > τ. (4.4)
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Sum up the above estimates (4.2), (4.3) and (4.4). Then we obtain

d

dt
(‖∇U‖2 + ‖∇V ‖2 + ‖∇Z‖2) + d1‖∆U‖2 + d2‖∆V ‖2 + d3‖∆Z‖2

+
2b

Q(t, ω)2
‖U∇U‖2 + 2‖∇V ‖2 + r‖∇Z‖2

≤ 2q2

d3
‖U‖2 +

4

d1
‖V ‖2 +

4

d1
‖Z‖2 +

1

Q(t, ω)2

(
4a2

d1
+

2β2

d2

)
‖U‖4L4

+Q(t, ω)2

(
4J2

d1
+

2α2

d2
+

2q2c2

d3

)
|Ω|.

(4.5)

Since H1(Ω) ↪→ L4(Ω), there is a positive constant η > 0 associated with the
Sobolev imbedding inequality such that

‖U‖4L4 ≤ η(‖U‖2 + ‖∇U‖2)2 ≤ 2η(‖U‖4 + ‖∇U‖4).

For any t ∈ [t∗, 0] ⊂ [τ, 0], the inequality (3.19) implies that

‖G(t, ω; τ,Q(τ, ω)g0)‖2

≤ max{c1, 1}
min{c1, 1}

‖G(t∗, ω; τ,Q(τ, ω)g0)‖2

+
|Ω|

min{c1, 1}

∫ 0

−∞
eσs
[(

2c2 +
1

32
c21

)
Q(s, ω)2 + 2(c1a)4Q(s, ω)4

]
ds,

(4.6)

where the improper integral in (4.6) is convergent due to (3.1) and σ = 1
2 min{1, r} >

0, as given after (3.16). Denote by

P0(R,ω) =
max{c1, 1}
min{c1, 1}

R2(ω)

+
|Ω|

min{c1, 1}

∫ 0

−∞
eσs
[(

2c2 +
1

32
c21

)
Q(s, ω)2 + 2(c1a)4Q(s, ω)4

]
ds.

Then from (4.5) we obtain

d

dt
‖∇G‖2 + d1‖∆U‖2 + d2‖∆V ‖2 + d3‖∆Z‖2

+
2b

Q(t, ω)2
‖U∇U‖2 + 2‖∇V ‖2 + r‖∇Z‖2

≤ max

{
2q2

d3
,

4

d1

}
P0(R,ω) +

2η

Q(t, ω)2

(
4a2

d1
+

2β2

d2

)
P 2

0 (R,ω)

+
2η

Q(t, ω)2

(
4a2

d1
+

2β2

d2

)
‖∇U‖4 +Q(t, ω)2

(
4J2

d1
+

2α2

d2
+

2q2c2

d3

)
|Ω|.

(4.7)

Here we can apply the uniform Gronwall inequality to the following inequality

d

dt
‖∇G(t)‖2 ≤ 2η

Q(t, ω)2

(
4a2

d1
+

2β2

d2

)
‖∇G(t)‖2‖∇G(t)‖2

+ max

{
2q2

d3
,

4

d1

}
P0(R,ω) +

2η

Q(t, ω)2

(
4a2

d1
+

2β2

d2

)
P 2

0 (R,ω)

+Q(t, ω)2

(
4J2

d1
+

2α2

d2
+

2q2c2

d3

)
|Ω|,

(4.8)
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for t ≥ t∗, which is written in the form

dξ

dt
≤ p ξ + h, (4.9)

where

ξ(t) = ‖∇G(t)‖2,

p(t) =
2η

Q(t, ω)2

(
4a2

d1
+

2β2

d2

)
‖∇G(t)‖2,

h(t) = max

{
2q2

d3
,

4

d1

}
P0(R,ω) +

2η

Q(t, ω)2

(
4a2

d1
+

2β2

d2

)
P 2

0 (R,ω)

+Q(t, ω)2

(
4J2

d1
+

2α2

d2
+

2q2c2

d3

)
|Ω|.

By integration of the inequality (3.16) over [t, t+ 1] for t ∈ [t∗,−1], we can deduce
that∫ t+1

t

2d(c1‖∇U(s)‖2 + ‖∇V (s)‖2 + ‖∇Z(s)‖2) ds ≤ c1‖U(t)‖2 + ‖V (t)‖2 + ‖Z(t)‖2

+

∫ t+1

t

[(
2c2 +

1

32
c21

)
Q(s, ω)2|Ω|+ 2(c1a)4Q(s, ω)4|Ω|

]
ds.

Since Q(t, ω) = e−εω(t), the above inequality implies that, for t ∈ [t∗,−1],∫ t+1

t

ξ(s) ds ≤ max{c1, 1}
2d min{c1, 1}

P0(R,ω)

+
1

2d min{c1, 1}

∫ t+1

t

[(
2c2 +

1

32
c21

)
e−2εω(s)|Ω|+ 2(c1a)4e−4εω(s)|Ω|

]
ds.

(4.10)

Here e−εω(t) is continuous function on [−2, 0], so that there is a bound

|Q(t, ω)| = e−εω(t) ≤ eε|ω(t)| ≤ C(ω) = exp

(
ε sup
t∈[−2,0]

|ω(t)|

)
, t ∈ [−2, 0].

Then (4.10) implies that for any τ < −2 and t ∈ [t∗,−1],∫ t+1

t

ξ(s) ds ≤ N1(R,ω), (4.11)

where

N1(R,ω) =
1

2d min{c1, 1}

×
{

max{c1, 1}P0(R,ω) +

(
2c2 +

1

32
c21

)
C2(ω)|Ω|+ 2(c1a)4C4(ω)|Ω|

}
.

Next we have∫ t+1

t

p(s) ds ≤
∫ t+1

t

2η

(
4a2

d1
+

2β2

d2

)
1

Q(s, ω)2
‖∇G(s)‖2 ds

≤ 2η C2(ω)

(
4a2

d1
+

2β2

d2

)∫ t+1

t

‖∇G(s)‖2 ds ≤ N2(R,ω),

(4.12)
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where

N2(R,ω) = 2η C2(ω)

(
4a2

d1
+

2β2

d2

)
N1(R,ω).

Moreover, for any τ < −2 and t ∈ [t∗,−1], we obtain∫ t+1

t

h(s) ds ≤
∫ t+1

t

[
max

{
2q2

d3
,

4

d1

}
P0(R,ω) +

2η

Q(s, ω)2

(
4a2

d1
+

2β2

d2

)
P 2

0 (R,ω)

+Q(s, ω)2

(
4J2

d1
+

2α2

d2
+

2q2c2

d3

)
|Ω|
]
ds

≤ max

{
2q2

d3
,

4

d1

}
P0(R,ω) + 2ηC2(ω)

(
4a2

d1
+

2β2

d2

)
P 2

0 (R,ω)

+ C2(ω)

(
4J2

d1
+

2α2

d2
+

2q2c2

d3

)
|Ω| = N3(R,ω).

(4.13)

Now we have shown that, for any τ < −2 and t ∈ [t∗,−1],∫ t+1

t

ξ(s) ds ≤ N1,

∫ t+1

t

p(s) ds ≤ N2,

∫ t+1

t

h(s) ds ≤ N3. (4.14)

Thus the uniform Gronwall inequality [32, Lemma D.3] applied to (4.9) shows that

ξ(t) = ‖∇G(t)‖2 ≤ (N1 +N3)eN2 , for all t ∈ [t∗ + 1, 0]. (4.15)

Finally, the claim (4.1) is proved:

‖G(0, ω; τ,Q(τ, ω)g0)‖2E = ‖G(0, ω; τ,Q(τ, ω)g0)‖2 + ‖∇G(0, ω; τ,Q(τ, ω)g0)‖2

≤M(R,ω) = P0(R,ω) + (N1(R,ω) +N3(R,ω))eN2(R,ω).

The proof is completed.

Lemma 4.2. For the Hindmarsh-Rose cocycle Φ, there exists a random variable
M∗(ω) > 0 with the property that for any given random variable ρ(ω) > 0 there is
a finite time T (ρ, ω) > 0 such that if g0 = (u0, v0, z0) ∈ H with ‖g0‖ ≤ ρ(ω), then
Φ(t, θ−tω, g0) ∈ E and

‖Φ(t, θ−t, ω, g0)‖E ≤M∗(ω), for t > T (ρ, ω). (4.16)

Proof. We have proved in Theorem 3.6 the existence of a pullback absorbing set
B0(ω) = BH(0, R0(ω)) for the Hindmarsh-Rose cocycle Φ in H. Thus it suffices
to show that the above statement (4.16) holds for ρ(ω) = R0(ω) given in (3.28),
namely, for g0 ∈ B0(ω).

From (3.19), for any g0 ∈ B0(ω), we obtain

‖G(t, ω; τ,Q(τ, ω)g0)‖2 ≤ max{c1, 1}
min{c1, 1}

e−σ(t−τ)|Q(τ, ω)|2R2
0(ω)

+
|Ω|

min{c1, 1}

∫ t

−∞
e−σ(t−s)

[(
2c2 +

1

32
c21

)
Q(s, ω)2 + 2(c1a)4Q(s, ω)4

]
ds.

(4.17)

Now we prove that there exists a time T ∗(R0(ω)) < −2 such that for any τ ≤ T ∗(R0)
one has

sup
t∈[−2,0]

sup
g0∈B0(ω)

‖G(t, ω; τ,Q(τ, ω)g0)‖ ≤ R1(ω), (4.18)



STOCHASTIC HINDMARSH-ROSE EQUATIONS 3253

where R1(ω) > 0 is a positive random variable given in (4.24) later in this proof.
Take t = −2 and recall that Q(τ, ω) = e−εω(τ). The inequality (4.17) implies

‖G(−2, ω; τ,Q(τ, ω)g0)‖2 ≤ max{c1, 1}
min{c1, 1}

e2σ−σ|τ |−2εω(τ)R2
0(ω)

+
|Ω|

min{c1, 1}

∫ −2

−∞
e2σ+σs

[(
2c2 +

1

32
c21

)
e−2εω(s) + 2(c1a)4e−4εω(s)

]
ds.

(4.19)

Note that τ ≤ T ∗(R0) < −2 implies

e−σ|τ |−2εω(τ) = exp

(
−σ|τ |

[
1 +

2εω(τ)

σ|τ |

])
= exp

(
−σ|τ |

[
1− 2εω(τ)

στ

])
.

By the asymptotically sublinear growth property (3.1), for ω ∈ Q, there exist a
time T ∗(R0) ≤ −2 such that for any τ ≤ T ∗(R0), which means τ is very negative,
we have

1− 2εω(τ)

στ
≥ 1

2
and eσ(2− 1

2 |τ |)
max{c1, 1}
min{c1, 1}

R2
0(ω) ≤ 1. (4.20)

Then we get

‖G(−2, ω; τ,Q(τ, ω)g0)‖2

≤ 1 +
|Ω|

min{c1, 1}

∫ −2

−∞
e2σ+σs

[(
2c2 +

1

32
c21

)
e−2εω(s) + 2(c1a)4e−4εω(s)

]
ds

≤ 1 +
|Ω|

min{c1, 1}

∫ −1

−∞
e2σ+σs

[(
2c2 +

1

32
c21

)
e−2εω(s) + 2(c1a)4e−4εω(s)

]
ds

= r2
0(ω),

(4.21)

where r0(ω) is given in (3.23).
For t ∈ [−2, 0], integrate the inquality (3.16) over [−2, t] to obtain

‖G(t, ω; τ,Q(τ, ω)g0)‖2 + 2d

∫ t

−2

‖∇G(s, ω; τ,Q(τ, ω)g0)‖2 ds

≤ max{c1, 1}
min{c1, 1}

‖G(−2, ω; τ,Q(τ, ω)g0)‖2

+
|Ω|

min{c1, 1}

∫ t

−2

[(
2c2 +

1

32
c21

)
Q(s, ω)2 + 2(c1a)4Q(s, ω)4

]
ds.

(4.22)

The inequalities (4.21) and (4.22) imply that (4.18) is valid:

‖G(t, ω; τ,Q(τ, ω)g0)‖2 ≤ R1(ω), for all t ∈ [−2, 0], g0 ∈ B0(ω). (4.23)

where

R1(ω) =
max{c1, 1}
min{c1, 1}

r2
0(ω)

+
|Ω|

min{c1, 1}

∫ 0

−2

[(
2c2 +

1

32
c21

)
Q(s, ω)2 + 2(c1a)4Q(s, ω)4

]
ds.

(4.24)
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Next for t ≥ −2 and τ < T ∗(R0), we integrate (3.16) and by (4.18) to get∫ t+1

t

‖∇G(s, ω; τ,Q(τ, ω)g0)‖2 ds ≤ max{c1, 1}
2d min{c1, 1}

‖G(t, ω; τ,Q(τ, ω)g0)‖2

+
|Ω|

2d min{c1, 1}

∫ t+1

t

[(
2c2 +

1

32
c21

)
Q(s, ω)2 + 2(c1a)4Q(s, ω)4

]
ds ≤ K(ω),

(4.25)

where

K(ω) =
1

2d min{c1, 1}
max

{
c1, 1,

(
2c2 + c21

)
|Ω|, 2(c1a)4|Ω|

}
×
{
R1(ω) +

∫ 0

−2

[
Q(s, ω)2 +Q(s, ω)4

]
ds

}
.

Take t = −2 and τ < T ∗(R0) in (4.25). It implies that there is a time t∗ ∈ [−2,−1]
such that

‖∇G(t∗, ω; τ,Q(τ, ω)g0)‖2 ≤ K(ω),

so that

‖G(t∗, ω; τ, Q(τ, ω)g0)‖2E ≤ R1(ω) +K(ω). (4.26)

Finally, we combine Lemma 4.1 and the bound estimate (4.26) to conclude that
for all t > |T ∗(R0(ω))| it holds that

‖Φ(t, θ−tω, g0)‖E = ‖G(0, ω;−t, Q(−t, ω)g0‖E ≤M((R1 +K)1/2, ω) (4.27)

where M(R,ω) is specified in (4.1). Thus the claim (4.16) of this lemma is proved
for ρ(ω) = R0(ω) with

M∗(ω) = M((R1 +K)1/2, ω) and T (ρ, ω) = |T ∗(R0(ω))|.

Consequently, (4.16) is also proved for any random variable ρ(ω) as well, by the
remark at the beginning of this proof. It completes the proof.

We complete this paper to present the main result on the existence of a random
attractor for the Hindmarsh-Rose random dynamical system Φ in the space H.

Theorem 4.3. For any positive parameters d1, d2, d3, a, b, α, β, q, r, J, ε and c ∈ R,
there exists a random attractor A(ω) in the space H = L2(Ω,R3) with respect to the
universe DH for the Hindmarsh-Rose cocycle Φ over the metric dynamical system
(Q,F, P, {θt}t∈R). Moreover, the random attractor A(ω) is a bounded random set
in the space E.

Proof. In Lemma 3.6, we proved that there exists a pullback absorbing set B0(ω)
in H for the Hindmarsh-Rose cocycle Φ. According to Definition 2.6, Lemma 4.2
and the compact imbedding E ↪→ H show that the Hindmarsh-Rose cocycle Φ is
pullback asymptotically compact on H with respect to DH . Hence, by Theorem 2.8,
there exists a random attractor in H for this random dynamical system Φ, which
is given by

A(ω) =
⋂
τ≥0

⋃
t≥τ

Φ(t, θ−tω,B0(θ−tω)). (4.28)

Since A(ω) is an invariant set, Lemma 4.2 implies that the random attractor A(ω)
is also a bounded random set in E.
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