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Abstract

A significant gap exists in our knowledge of how domain-specific feature extraction com-

pares to unsupervised feature learning in the latent space of a deep neural network for a range

of temporal applications including human activity recognition. This dissertation aims to ad-

dress this gap specifically for human activity recognition using acceleration data. To ensure

reproducibility, we use two publicly available datasets, UniMiB-SHAR and ExtraSensory,

with a well-established history in the human activity recognition literature. We methodi-

cally analyze the performance of 64 different combinations of i) learning representations (in

the form of raw temporal data or extracted features), ii) traditional and modern classifiers

with different topologies on iii) both binary (fall detection) and multi-class (daily activities

of living) datasets. We report and discuss our findings and conclude that while feature engi-

neering may still be competitive for activity recognition task, trainable front-ends of modern

deep learning algorithms can benefit from raw temporal data especially in large quantities.

In fact, this study claims state-of-the-art where we significantly outperform the most recent

literature on UniMiB-SHAR dataset in both activity recognition (88.41% vs. 98.02%) and

fall detection (98.71% vs. 99.82%) using raw temporal input.

We further improve the generalization capability of deep learning networks by introducing

a richer way to harness the spectral properties of biological time series in addition to temporal

features. A Stanford research group proposed subject agnostic features as state-of-the-art

when applied to a large dataset with many participants of different ages. In this dissertation,

we demonstrate that implicit feature learning in the latent spaces of deep learning algorithms

can be powerful alternatives to using finely tuned domain-specific features for human activity

recognition. In fact, when using a spectrotemporal representation of the raw sensor data

in the form of spectrograms, a standard convolutional neural network without any prior

ix



conditioning on the features, statistically significantly outperforms the prior state-of-the-art

using subject agnostic features in all the different partitions of the dataset with a significant

29.8% reduction in the overall average error rate.

Finally, we look at one of the most important practical challenges for human activity

recognition where a commercial algorithm can achieve very low accuracies for some outlier

subjects. In this context, we propose a method to exploit a source model to fine tune the

parameters for each specific subject to enhance their classification performances. In the liter-

ature, most of the research follow the mean classification accuracy as a performance metric.

However, some outlier users which provide low accuracies in classification can demote the

overall performance of a motion recognition system when compared to the median accuracy

reported on any given dataset. To find a solution to the problem, we study several approaches

in determining the impact of outlier users on activity recognition task and propose a novel

approach, sub-transfer learning which demonstrate that the principles of transfer learning

can be applied within the same dataset when coupled with augmentation techniques. Our

results show that on the most difficult users with the lowest subject specific accuracies, our

performance gains can be as much as 15% when using only a few additional samples for re-

tuning. Finally, we demonstrate that the performance improvements of the proposed model

are statistically significantly better than the source or subject-specific models across a range

of datasets with demographically diverse users and sensor locations.

x



Chapter 1: Introduction

1.1 Motivation

The most impactful research for our society almost always involves advances in health-

care and related disciplines as we strive to learn more about the disease trends and risk

factors of some chronic diseases, outcomes and methodologies of treatments, pattern of care

by continuous monitoring of patients’ health, medical costs etc. A recent projection about

the disease trends in the future reports that the ubiquity of diabetes will increase by 54% to

include more than 54.9 million Americans by 2030 [82]. Moreover, in [104], the authors pre-

dict that nearly one in every four adults will have severe obesity by 2030 and the prevalence

will be higher than 25% in twenty-five states. In this regard, researchers argue that contin-

uous monitoring and recognition of daily physical activities can reduce the risk of chronic

diseases including diabetes, obesity and cardiovascular problems. Moreover, the population

of the United States is aging. The U.S. Department of Health and Human Sciences projects

approximately 55 million people in the US aged 65 or older by 2030, which is almost double

its value in 1990. A recent study found that one in three adults older than 65 years of age

falls each year which is the leading cause of both fatal and non-fatal injuries for this age

group. In fact, they predict that there will be 7 deaths due to falls every hour by 2030. The

economic costs are staggering with direct medical costs of falls reaching $30 billion annually.

A simple wireless wristband with a fall detection algorithm can prevent a vulnerable person

from lying in the emergency room for hours or days due to future complications.

On the other hand, we saw that the COVID-19 pandemic has had an unprecedented

impact on the mental health of the front-line hospital staff. A recent report shows that up

to 37% clinicians globally and 47% U.S. healthcare workers plan to leave their present role

1



by 2025 for their psychological wellbeing [50]. In this scenario, a contact-free continuous

monitoring system can improve the conditions for the patients and reduce healthcare costs

by a significant amount [58].

Human activity recognition (HAR) plays an important role in the recent emergence of

personalized healthcare technologies via continuous monitoring and recognition of regular

physical activities of humans using accelerometer data. The developments associated with

HAR depend on the technological advancement of low-cost sensor-based systems and when

integrated in smart devices can help healthcare providers monitor daily symptoms of patients

to provide effective care. Researchers have more recently enlisted the help of mobile apps

to collect sensory data on human motions at an unprecedented scale using readily available

accelerometers and gyroscopes on smartphones, smart watches, etc. The ubiquitous avail-

ability of these sensors enables the developers to advance mobile and web-based healthcare

applications using various data science and machine learning techniques [73]. There are

different types of real life HAR applications such as still image based HAR [91, 96], video

surveillance HAR [110], wearable sensor based HAR [83] etc. The environmental and station-

ary constraints, noisy information captured by the camera due to the presence of non-target

people in the scene, and complexity and cost of video processing units are the main draw-

backs of vision based HAR [89]. On the contrary, sensor based HAR systems receive more

accurate and efficient signals from the multiple sensors placed on the body and reduce the

overall cost and complexity of the processes required for meaningful representation of data

to correctly distinguish between activities of daily livings such as jogging and running [22].

Most prevalent sensor based HAR systems use wearable sensors including accelerometer,

magnetometer, and gyroscope which are embedded into portable smart devices including

smartwatches, smart bands, smartphones, glasses etc. [107] for continuous monitoring of

daily activities.
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1.2 Deep Learning versus Feature Engineering

Over the past several decades, feature engineering has been the driving force behind many

contemporary applications of machine learning such as Mel frequency cepstral coefficients

for speech recognition [62] or edge-detection filters for object classification [76]. In recent

years, deep learning, which attempts to find abstract structures in data without relying

on explicit feature extraction methods common to many supervised learning schemes, has

gained significant traction [23]. As big data becomes more readily available, it becomes

practically more feasible to apply structurally deep and complex algorithms including the

convolutional neural networks, deep Boltzmann machines, sparse auto-encoders, generative

adversarial networks and transfer learning for a wide range of applications [59, 84, 21, 108].

New training cost optimization techniques such as stochastic gradient descent and parallel

processing allow for training deep networks which are orders of magnitude larger than their

predecessors. Simply, deep learning mimics the operational and organizational behavior of

the human brain, which works through abstraction [7]. For example, objects and sounds are

represented as electrical signals traveling through different types of connections with different

strengths between neurons in the visual and auditory cortexes respectively. Deep learning

takes inspiration from this and relies on higher-level representations of features embedded in

the data instead of human engineered characteristics.

In the context of mobile health applications, big data analytics led to significant improve-

ments in the accuracy of HAR or motion classification [93]. For instance, James Bartlett

et al. prepared a large dataset, AcctionNet, which contains 10.3 million observations over

13 different activity labels [8]. Two different deep learning architectures were studied with

the final observation that the performance of deep neural networks outweighs the predictive

power of traditional feature-engineering approach. Feature-engineering is a process which

extracts key characteristics from raw data through domain-specific expertise to ease the

input-requirements of the classifier by generating inputs that are mathematically and com-

putationally more convenient to process. Researchers focused on comparative analysis of
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the performance of deep learning vs. expert feature engineering on various fields such as

reinforcement learning [51], healthcare and clinical practices [105] and food related appli-

cations [27] etc. For example, Yang Jiang et al. represented a comparative study on deep

neural network vs. expert features and concluded that feature-engineering models are better

when considering a single optimized threshold [47]. Nevertheless, the authors also acknowl-

edged the limitation of their study due to limited sample-size. Other researchers explored

a combination of feature engineering and deep learning such as a new comprehensive study

on feature extraction vs. deep modeling for medical image classification [61], where the

authors propose a deep learning model comprised of a multi-layer perceptron after extract-

ing the expert features of medical images using a convolutional neural network. Another

study proposed an unsupervised deep learning architecture named local deep-feature align-

ment which implements a dimension reduction technique to map the data points into a

learned low-dimensional subspace [111]. On the other hand, video based HAR and Human

Pose Recovery systems have gained compelling attention in the field of computer vision and

pattern recognition within the deep learning framework [90, 40, 39]. However, there is no

comprehensive study on model comparisons for HAR using raw data with deep learning ver-

sus expert features. Presently, deep learning methods including Recurrent Neural Networks

such as long short-term memory (RNN-LSTM) have demonstrated competitive performance

on raw data compared with the state-of-the-art models using feature engineering for HAR

[70]. In addition, for time-series classification, the one-dimensional convolutional deep neu-

ral networks (1D-CNNs) have shown state-of-the-art performance in terms of accuracy and

computational complexity [94]. Researchers proved that the performance of 1D-CNN can be

improved by the tuning of its hyper parameters such as the kernel size and filters [60, 74].

Apart from HAR [20, 33], 1D-CNN models are used in various fields of machine learning

applications such as radiology [106], split learning [5] and prediction of smoking events [4]

etc.
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1.3 Empowering Deep Feature Learning in HAR

The approach of deep learning versus feature engineering has drawn significant attention

in the machine learning community. For most of the past decade, feature engineering has

been the dominant approach for better recognition by carefully casting handcrafted features

from data using traditional machine learning tools. In [36], J. Heaton shows an empirical

representation of what types of domain-specific features are best fit for which machine learn-

ing models. In a recent study [80], the feature engineering approach is reviewed for clinical

knowledge before applying machine learning algorithms to analyze its impact on compu-

tational complexity and performance. The engineered features are further incorporated in

various studies including geological data [46], financial fraud detection [44], and reinforcement

learning [51]. Generally speaking, if the dataset size is large enough, the feature extraction

methods may not be feasible to extract comparably rich information from the data especially

for complex and non-linear machine learning algorithms. Alternatively, deep feature learning

can more naturally utilize large volumes of raw data through computationally complex and

expensive algorithms where much of the feature extraction takes place in an unsupervised

manner. In fact, researchers have achieved unprecedented levels of accuracy using unsuper-

vised automatic feature learning from raw data in the hidden latent spaces of deep neural

networks in a variety of applications including natural language processing [95], deep clus-

tering on image datasets [55], DNA sequence processing [101], healthcare and biomedicine

[69], solid-state materials science [88], human activity recognition [48] etc. Deep learning

techniques allow incorporating feature extraction and classification tasks into a complex sin-

gle process. Nevertheless, there is a significant gap in our knowledge to optimally determine

what particular approach among deep learning and feature engineering would perform better

in different fields [47], specifically for healthcare applications.

With widely successful experimental results on a range of applications, deep learning

has become the most popular framework to change the future of healthcare. A recent report

from Report Linker claims that the expected growth of AI-healthcare market will exceed $35
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billion by 2030 [3]. In healthcare, the researchers use the electronic health record data which

stores patient information such as medical history and lab results to create a predictive model

of the patients’ health. Another report regarding home healthcare technologies used in elder

care, specifically home tele-health and safety monitoring notes that the global market for

elder care technologies should grow from $5.7 billion in 2017 to $13.6 billion by 2022 [2] such

as continuous monitoring of daily activities and falls using 3-D motion sensors. In [86], G.

L. Santos et al. have implemented deep learning models using convolutional neural network

(CNN) classifiers for fall detection. In [42], the authors have used support vector machine

classifiers to detect falls with high sensitivity, specificity, and accuracy. In the context of

HAR, G. Ogbuabor et al. [73] investigated the role of motion sensors such as gyroscope and

accelerometer sensors to develop an effective HAR system using artificial neural networks.

In this paper, the authors showed that the accelerometer sensor data performed better than

the gyroscope sensor data whereas the highest accuracy was achieved when sensors’ data

were combined. In the context of activity recognition, various classification algorithms such

as RNN-LSTM [75], CNN [33], DeepConvoLSTM [37], and Deep Autoencoder [99] have been

explored to develop efficient HAR systems.

1.4 Sub-transfer Learning for Retuning the Outlier User Accuracy

At its core, HAR consists of an input processing unit where the sensory data is trans-

formed into a specific learning representation to be used in a machine learning algorithm for

classification. Recently, with the advance and successful deployment of deep learning tech-

niques, new research is directed from the conventional approach of feature engineering to

automatic unsupervised deep feature learning from raw data in many different applications

including image classification [103], language modelling [81], bioinformatics and biomedicine

[11] etc. However, a significant gap exists in our knowledge regarding the optimum selection

of a particular approach specifically for healthcare and HAR. Some of the results in medical

diagnosis seem promising but when it comes to fall detection and activity recognition the
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details are sparse. In literature, the researchers have been doing a comprehensive study to

realize the proper learning algorithms for HAR datasets. In [24], the authors have imple-

mented CNNs to recognize the daily activities on the data collected from accelerometer,

gyroscope and magnetometer sensors. In another study, R. Mutegeki et al. proposed a

hybrid CNN-LSTM (long-short-term-memory) architecture to classify human activities [72].

In recent HAR research, the scientists have been exploring transfer learning [87], where a

model developed for a task is repurposed as the starting point for a model on a second task.

Transfer learning is a machine learning method where the knowledge from the prior training

is transferred to perform a new classification task. In [6], the authors have developed a HAR

transfer learning framework which transfers a reusable portion of the offline classifier to new

users to do the activity recognition.

In this dissertation [48, 49], we provide in-depth looks into these two fundamentally

different approaches to HAR while introducing a novel way to harness the spectral properties

of biological time series in addition to temporal features. However, in [72], the performances

of different classification algorithms reveal that a healthcare application such as HAR is

very much dependent on the specifics of subjects. Similarly, we have observed significant

changes in accuracy from subject to subject when the algorithm is tested on never-before-

seen data. For some subjects the accuracies are significantly lower where the lowest accuracy

average across all classes is 56% as opposed to the maximum average accuracy of 99%

for some subjects and the average accuracy of 90% for all subjects. In our search of the

literature, we haven’t encountered a method that specifically addresses the performance

issues for this subset of users where the performance is less than ideal. Hence, in addition

to the comprehensive investigation of feature learning versus feature engineering, in this

dissertation we also study two different approaches: sub-transfer learning and subject-specific

learning to specifically address subject specific accuracy problem and provide a thorough

analysis to boost the performances of outlier users. Sub-transfer learning is a novel method

which can be used as a powerful alternative to improve the subject-oriented classification
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accuracies by using as few a number of samples as possible from the test subject to perform

auxiliary training of the classifier in addition to the prior training using the rest of the

subjects similar to transfer learning. We then compare subject-by-subject classification

accuracies of sub-transfer learning model with subject-specific learning (as a baseline model)

where the classifier is trained only on a few samples of the test subject and tested on the

remaining samples of the same test data without any prior training to demonstrate how

practical methods can be improved for challenging subjects.
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Chapter 2: Introduction to Machine Learning and Deep Learning

2.1 Introduction

Humans have unparalleled superiority in building models for any complex phenomenon

and critically analyzing them to acquire knowledge and understand their mechanisms. The

knowledge we obtain from such models helps us theorize the underlying operations and pre-

dict the probable outcomes of the phenomenon in future [56]. As we build more and more

accurate models, we gain better insight into the true operational characteristics to ultimately

create an artificial replica of the same phenomenon. This probabilistic model-based approach

is often scientifically related to human intelligence with the concept of artificial neural net-

works (ANN) which mimic, in a very broad manner, the functions of the human brain. An

ANN consists of a collection of connected nodes called artificial neurons, which are, at a high

level, similar to the basic units or neurons in a biological brain. The interconnections in the

ANN have associated weights which are adjusted during the model learning phase much like

the biological neural network organically forming and changing during the learning process.

2.2 What is Machine Learning?

Machine learning (ML) is an analytical method including various computational algo-

rithms that can learn from the data by identifying its patterns and making decisions with

minimal user intervention. In other words, ML is a tool which can create complex non-linear

mappings between the input and output of a predictive model used in decision making.

As an example, in Figure 2.1, the traditional programming describes a paradigm where a

programmer or a user develops a program including a set of rules based on the input which
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is then fed to the computer. The computer determines the output according to the specific

rules of the program and the corresponding input. If the output is not satisfactory, the

programmer goes back to the program and changes the rules to update the results. In the

case of ML approach, this process is automated. In other words, the computer performs a

non-linear mapping between the input and output according to the algorithm or program

to be learned where the model is trained for a certain number of iterations to accelerate

the decision-making process by updating the parameters of the model. After training, when

the model is provided with an input for testing, it will predict an output. ML algorithms

are applied in a diverse range of fields including finance, image processing, bioinformatics,

biomedicine, pattern recognition, computer vision and healthcare. The interconnections

between machine learning, deep learning (DL) and artificial intelligence (AI) is discussed in

the next section.

2.3 Relation Between ML, DL and AI

Artificial intelligence allows machines to perform specific tasks based on algorithms. The

term AI was first introduced by John McCarthy at the Dartmouth Summer Research Project

on Artificial Intelligence conference, a summer workshop that was held in 1956 [65]. ML is a

form of AI that emphasizes the ability of machines to learn from data rather than through

explicit programming. The term ML was coined in 1959 by Arthur Samuel, a computer

scientist at IBM and a pioneer in AI and computer gaming [85]. Finally, DL is a subset of

ML, where multi-layer ANNs are used to perform the prediction and classification tasks on

vast amounts of data to train a similarly large set of model parameters. Figure 2.2 displays

the strong interconnection between the fields of DL and ML as parts of the widespread AI.

2.4 Model Selection Paradigm

The most important part of building a model is to understand the mechanism and the

underlying nature of the phenomenon which is being modeled. A typical ML pipeline consists
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of the following steps: data acquisition, data preprocessing and model training followed by

validation on a hold-out subset of the data [71]. In [98], the author addresses the limitations

of the model selection process and focuses instead on minimizing the error over the data (to

achieve the maximum likelihood of model parameters over the dataset under consideration),

while keeping the bias and variance of the model as small as possible. During this process,

train-test split, cross-validation and other partitioning techniques are applied to properly

determine and boost the model’s expected performance.

2.4.1 Data Preprocessing

A dataset includes multiple observations where each observation is called a sample. Each

sample is represented by a set of values called features and labeled by different categories of

output classes based on the type of the learning problem. For instance, a human activity

recognition dataset can be represented as a set of observations in time domain with the

domain specific features extracted from the three axes of the accelerometer sensor to create

a compressed one-dimensional observation. The dataset is preprocessed and normalized

before training to prevent bias. The data preprocessing includes the following steps:

2.4.1.1 Feature Engineering and Feature Processing

Feature engineering (FE) is a machine learning technique where raw data is transformed

into more meaningful variables called features to better represent the problem-statement

of the model. In FE, domain-specific features are extracted from the data to speed up

the learning process while improving the performance of the model. Some of the common

features that we extract are mean, variance, maximum in a range, minimum in a range,

magnitude etc. For motion related data, some important features are pitch, roll, yaw, zero

crossing rate of mean etc. For natural language processing, features can be the number of

words, number of capital words, number of punctuations, number of unique words, number

of stop words, average sentence length etc.
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On the other hand, after visualizing the data, sometimes we need to transform the features

further to make them more meaningful. This process is called feature processing. The

techniques for feature processing are listed below.

• Imputation: Missing values are one of the important issues in the dataset to handle

with while feeding the data to the model. These missing values can be included in the

dataset due to several reasons such as data flow interruptions, human errors, privacy

concerns, and others. Imputation method can fill out these missing values by assigning

some numbers based on the data of completed survey or census on a current population.

For categorical column variables, missing values are replaced by the highest value in

the column.

• Handling Outliers: To remove the outliers from a dataset, we use outlier handling

method. This technique can be used to generate more accurate representation of

a dataset which improves the model performance. Various techniques for handling

outliers are removal, replacing values, capping, discretization etc.

• Log Transform: In this method, a skewed distribution is turned into a normal or

less-skewed distribution by taking the log of the values in a column and utilizing it.

• One-Hot-Encoding: This is a one of the popular encoding processes in ML where an

element of a finite set is represented by the index in that set. Here, only one element has

its index set to “1” and remaining elements are assigned indices within the range [0, n-

1]. Since it is more challenging to the algorithm to understand the categorical variables,

this method transformed the categorical data to numerical format and enables the

model to group categorical data without an information loss.

• Scaling: This technique changes continuous features to identical in terms of the range.

Basically, there are two common ways of scaling:
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(i) Normalization (or min-max normalization) where scaling of the data is done within

a fixed range between 0 and 1. If X is a feature vector and Xmax and Xmin are the

maximum and minimum values of the features respectively, then the normalization

can be defined as

Xnorm =
X − Xmin

Xmax − Xmin
(2.1)

(ii) Standardization (or z-score normalization) defines that the scaling of the data is

done by considering the value of standard deviation. In (2.2), X is a feature vector, the

mean of a given distribution X is defined as µ and corresponding standard deviation

is defined as σ.

z =
X − µ
σ

(2.2)

2.4.1.2 Feature Selection

Feature selection automatically selects the important and more independent features

using a scoring method such as correlation to rank the data and reduce the number features

by using statistical techniques [109].

Principal component analysis is a popular feature selection method which can reduce

the dimensions of the feature space by identifying the important statistical relationships

in the features through the covariance matrix. It transforms the existing data based on

these relationships, extracts the important features and drops the others. During linear

transformation of the covariance matrix, the eigenvectors and eigenvalues are computed.

The data is transformed using these eigenvectors to its principal components [114]. Other

popular feature selection techniques include wrapper methods, filter methods, and embedded

methods etc [18].
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2.4.2 Learning Algorithms

ML algorithms are generally classified into four different categories.

2.4.2.1 Supervised Learning

In supervised learning the algorithm is trained on labeled data. During training, the

model establishes a linear or non-linear relationship between the input & output pairs in-

cluded in the training set by computing a differentiable loss between the model prediction

and the actual output. In ANNs, this process is performed via backpropagation through the

network to learn from the error (or cost function) by updating the weight and bias param-

eters to optimize the predictions. The model is then validated and tested on data not used

in the training process to predict the output. Supervised learning can be applied to perform

two general tasks: regression analysis and classification. For regression analysis, the labels

are continuous variables whereas for classification, the labels are categorical class labels. An

example of supervised learning is image classification using convolutional neural network.

2.4.2.2 Unsupervised Learning

Unlike supervised learning, unsupervised learning allows the model to learn from the

data without using explicit labels. The algorithm self-detects the trends or patterns in the

data and groups them by creating associated clusters of data points. Due to the absence of

labels unsupervised learning cannot build an explicit relationship between an input-output

pair. However, the algorithm still perceives a relationship between data points in an abstract

manner by creating a latent structure of the dataset. In the learning process, the algorithm

can adapt by dynamically changing the parameters of these hidden structures. Two major

subcategories of unsupervised learning are clustering and principal component analysis for

dimensionality reduction.
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2.4.2.3 Semi-supervised Learning

Semi-supervised learning algorithm is an intermediate between supervised and unsuper-

vised learning where training takes place on both labeled and unlabeled data. Since genera-

tion of labeled data is very costly and there is a tremendous volume of unlabeled data in the

real world, this algorithm focuses on utilizing mixed datasets consisting of both labeled and

unlabeled data points in the training process. The main motivation behind semi-supervised

learning is to use the labeled data points of a mixed dataset in supervised learning first to

label the unlabeled part of the dataset which can be used in supervised learning later. In this

technique, the unlabeled data points are used to improve the generalization performance of

the model even if the pseudo-labeling may not be entirely accurate. Graph-based algorithm,

SGAN etc. are semi-supervised learning algorithms.

2.4.2.4 Self-supervised Learning

Self-supervised learning aims to leverage many unlabeled data points for supervised learn-

ing [79]. The self-supervised learning is called autonomous supervised learning as it uses nat-

urally available information as labels for supervised learning tasks. Like supervised learning,

self-supervised learning algorithm maps its inputs to outputs from labeled input-output

pairs. In the specific case of self-supervised learning, the model is pretrained on a similar

task before it is trained on the general target task.

When a labeled dataset corresponding to the target task is small, or the model could

benefit from auxiliary data, self-supervised learning can be used to leverage a more extensive

and unlabeled dataset of a similar type as the data for the target task and create the labels

for the pretext task. An example of self-supervised learning algorithm is ’wav2vec’ developed

by Facebook.
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Figure 2.3: Hierarchy of ML algorithms

2.4.2.5 Reinforcement Learning

The motivation behind reinforcement learning is how human beings to learn in real life

scenarios. Reinforcement learning algorithms perform a series of actions to maximize the

reward for a particular situation which leads to a more satisfactory outcome for a given

task [77]. The reinforcement agent makes a decision on what action to perform based on

the specifics of the situation for a given task from which the algorithm learns and corrects

itself in every step of the model. More specifically, the algorithm uses a variation of noting-

and-eliminating-error method to find more optimal steps to take for a better reward. The

desired outputs are reinforced, and the non-desired outputs are punished [1]. Reinforcement

learning algorithms are Q-learning, SARSA etc. Figure 2.3 shows the hierarchy of machine

learning algorithms and the corresponding tasks performed by each algorithm.

2.4.3 Cross Validation

To improve and properly assess the performance of the ML model on a fixed dataset

cross validation technique is used to achieve an unbiased training and testing operation.

Dataset is partitioned to prevent overfitting and selection bias in the training data for better

optimization of the model before the actual deployment in a new environment. Various cross

validation techniques are,
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Figure 2.4: Holdout cross validation

2.4.3.1 Holdout Cross Validation

This technique is known as the train-test-split which is shown in Figure 2.4 The dataset

is randomly split into training and testing partitions where the test dataset has fewer data

points compared to the training data. Since the holdout cross validation performs the train-

ing and testing on these unique partitions once, it provides less optimization compared to

the other methods. However, this technique is straightforward and less resource intensive

especially when the dataset is sufficiently large.

2.4.3.2 Leave-one-out Cross Validation

A more exhaustive method, Leave-one-out cross validation ensures that each observation

in the dataset is used as test data by identifying a single sample for each train-test trial

and grouping the remaining samples as the training set. Multiple train-test operations are

carried out and the model is subsequently evaluated based on the average of single trial

performance metrics. Figure 2.5 shows how to partition the train-test splits using leave-one-

out cross validation where the dataset has N number of samples.

2.4.3.3 Leave-P-out Cross Validation

As a variation of the previous method, P samples are set aside for testing instead of a

single sample to cover all possible combinations of the train and test splits. The number

of data points could be a user defined number or for subject based data, P could indicate
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Figure 2.5: Leave-one-out cross validation

the number of samples for each subject to create a leave-one-subject-out variation of this

cross-validation technique.

2.4.3.4 K-fold Cross Validation

A popular method for scientific datasets, K-fold cross validation creates K equally sized

testing partitions within the original dataset where each train-test trial uses one of these

partitions for testing and the rest for training to produce a stable and robust average result

compared to holdout cross validation. Figure 2.6 displays the train-test partitioning of a

dataset using K-fold cross validation method where K = 10.

2.4.3.5 Stratified K-fold Cross Validation

As often is the case with healthcare related datasets, a large imbalance of the class labels

in the dataset could mean the randomized K-fold cross validation generates a train or test

set with very few samples belonging to the minority class and downgrades the performance

of the model. Stratified K-Fold splits the dataset on K folds while ensuring approximately

the same percentage of samples for each target class is represented in each fold.
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Figure 2.6: 10-fold cross validation

2.4.4 Loss Function

Loss function calculates the error between the predicted and target outputs where the

ultimate aim of the model is to minimize the loss function to increase the accuracy and get

better predictions. Commonly used loss functions in ML include:

2.4.4.1 Mean Squared Error

Mean square error (MSE) finds the average of the squared difference between the true

value and the predicted value across all samples. The lower the value of MSE, the higher

the accuracy of the model. MSE is known as the L2 loss function and defined in (2.3) where

ŷi is the predicted output of the i th scalar value in the model, yi is the corresponding target

value, and n is the output size.

MSE =
1

n

n∑
i=1

(yi − ŷi)
2 (2.3)
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2.4.4.2 Mean Absolute Error

Mean Absolute Error (MAE) finds the average of the absolute difference between the

true value and the predicted value across all samples. It is known as the L1 loss function and

computes a non-directional error by calculating the average of the magnitudes. The formula

for MAE is defined in (2.4), where ŷi is the predicted output of the i th scalar value in the

model, yi is the corresponding target value, and n is the output size.

MAE =
1

n

n∑
i=1

|yi − ŷi | (2.4)

2.4.4.3 Mean Squared Logarithmic Error

Mean Squared Logarithmic Error (MSLE) calculates the log difference of the true and

predicted values and find the ratio which is shown in (2.5).

MSLE =
1

n

n∑
i=1

(log(yi + 1)− log(ŷi + 1))2 (2.5)

where, ŷi is the predicted output of the i th scalar value in the model, yi is the corresponding

target value, n is the output size and log(yi + 1)− log(ŷi + 1) = log yi+1
ŷi+1

.

2.4.4.4 Binary Cross-Entropy Loss

Binary Cross-Entropy (BCE) is called log loss and the output of the loss function is

calculated as the probability for the predicted class between 0 and 1. This loss function is

applied mostly for binary classification problems. The formula for binary cross entropy loss

is defined as [38],

BCE = −1

n

n∑
i=1

yi(log(p(yi)) + (1− yi)log(1− p(yi)) (2.6)

where, ŷi is the predicted output of the i th scalar value in the model, yi is the corresponding

target value, n is the output size. In (2.6), p(yi) = ŷi .
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2.4.4.5 Categorical Cross-Entropy Loss

Categorical cross entropy loss (CCE) is used for multiclass classification tasks. CCE is a

variation of the entropy loss function, and it calculates the difference between two probability

distributions using the formula below:

CCE = −1

n

K∑
k=1

n∑
i=1

y k
i log(p(yi , k)) (2.7)

In (2.7) p(yi) = ŷi which is the predicted output of the i th scalar value in the model, yi is

the corresponding target value, n stands for training examples, K is number of classes, and

y k
i is the target label for training example i for class k [38].

2.4.5 Model Optimization

Optimization is an important part of the machine learning model. Optimization is done

to update both the internal parameters such as the weights and biases of the network to

reduce the loss function as well as the external parameters such as hyperparameters includ-

ing the number of learning elements, learning rate, and depth of the network for better

generalization. The techniques for model optimization are discussed below.

2.4.5.1 Model Hyperparameters

The optimization algorithm estimates the error gradient using the learning rate. Accord-

ing to the gradient descent optimization rule, the algorithm estimates the error gradient for

the present state using the samples from the training data and then updates the weights

of the model by finding the derivative of the loss function and the direction of its steepest

descent. For instance, in neural networks, this is accomplished by using backpropagation

where the weight-update is found by scaling the error gradient with the “learning rate” [15].

The learning rate can be between 0.0 and 1.0 and is used to adjust how quickly the model

can be adapted to the problem. If a learning rate is too large, the model converges too

22



quickly to a sub-optimal solution. On the other hand, for a very small learning rate, the

process can get stuck without convergence or a very slow convergence.

There is an extra layer to adjusting the speed of convergence using another hyperparam-

eter called the momentum which defines the velocity with which the learning rate itself can

be increased to reach the minima.

2.4.5.2 Stochastic Gradient Descent Optimizer

Stochastic gradient descent (SGD) is one of the most popular optimization algorithms

which computes a gradient for the whole dataset to update weights in the opposite direction

of the gradient to find a local minima on the error curve generated by the loss function.

Some optimizers such as Adagrad, Adadelta and RMSprop are adaptive gradient descent

algorithms and they provide an alternative to classical SGD for faster convergence.

2.4.5.3 Adam Optimizer

The limitation of using the conventional stochastic gradient descent algorithm is that its

hyper parameters depend on the model and the value of the learning rate remains unchanged

during training, where a fixed value of the learning rate is applied to update all the param-

eters. In case of adaptive learning algorithms such as Adam, individual learning rates are

considered to update different parameters by combining the concepts of both RMSprop and

SGD algorithm with momentum. For scaling of the learning rate, Adam optimizer uses the

squared gradients like RMSprop. Moreover, it follows the operation of the SGD with mo-

mentum by using the moving average of the gradient instead of the instantaneous gradient

itself [16].
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Chapter 3: Deep Learning versus Feature Engineering

Parts of this chapter have been published in the journal of Neural Processing Letters in

2021, Springer and copyright permission is attached to Appendix A

3.1 Introduction

With the advance of deep learning, researchers have achieved unprecedented levels of

accuracy using unsupervised automatic feature learning from raw data in the hidden latent

spaces of deep neural networks in a variety of fields from image recognition to language

modeling. However, a significant gap exists in our knowledge to optimally determine what

particular approach would perform better, specifically for healthcare applications. Some of

the results in medical diagnosis seem promising but when it comes to fall detection and

activity recognition the details are sparse. Our research focuses on these predictive models

using both raw data and feature engineering for robust comparative analysis and design.

In this chapter, to explore deep learning versus feature engineering, we use two publicly

available datasets of moderate size and complexity and study the human activity recognition

(HAR) performance of a wide range of modern topologies such as the feedforward deep neural

networks, recurrent neural network with long short-term memory (RNN-LSTM) and one-

dimensional convolutional neural network (1D-CNN) to compare and contrast expert features

and raw data. We extract 13 domain specific features from raw temporal data and compare

classification accuracies with subsequent analysis of the models using feature-engineering

and raw data with deep learning. In the next section we describe the experimental setup in

detail including the dataset and classification algorithms used in the experiments followed

by the results with a detailed discussion of the performance comparisons.
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Table 3.1: Nine activities of daily living

Dataset Activities of daily living
Standing up from sitting on a chair
Standing up from lying on the bed

Walking
Running

A-9 Going up the stairs
Jumping

Going down the stairs
Lying down on the bed from standing

Sitting down

3.2 Experimental Setup

3.2.1 Dataset

3.2.1.1 UniMiB-SHAR Dataset

To ensure reproducibility of this work, a publicly available dataset with a literature

history is used. UniMiB-SHAR dataset includes 11771 samples for falls and 7579 samples

for other human activities, referred to as activities of daily living (ADL), performed by

30 different agents of ages between 18 and 60 [68]. The data is further categorized with

17 sub-classes of the 9 different ADLs and 8 different types of falls. On this dataset, we

perform two different classification tasks: (i) identify fall vs. no-fall observations (this task

is labeled as AF-2, following the original paper for comparative purposes), and (ii) classify

9 different activities of daily living (this task is labeled as A-9, following the original paper

for comparative purposes). Table 3.1 shows the 9 activities of daily living.

In Figure 5.1, the single-axis acceleration data for these 9 ADLs and fall are shown where

each subplot in the figure is a representative sample of raw temporal acceleration data for

one of the three axes (x,y,z) which demonstrates the biggest dynamic range of motion as the

dominant axis.
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Figure 3.1: Time-series representations of single-axis acceleration data for each class of
activities of daily living for the UniMiB-SHAR dataset
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3.2.1.2 ExtraSensory Dataset

To compare the performances of the deep learning and feature engineering classifiers, we

investigated a secondary publicly available dataset called ExtraSensory [97]. In the original

paper, the authors use smartphone and smartwatch sensors for recognizing the activities of

the users in their natural behavior. The labeled data which spans over 300,000 minutes is

collected using a mobile application. This dataset includes 100 context labels from sensors

and the activities are performed by 60 users. For our study, we split the data into a low di-

mensional version of 5775 observations and a high dimensional version of 55938 observations

with two labels: (i) lying down and (ii) sitting. Figure 3.2 shows the time series repre-

sentation of single axis acceleration data for these two classes of the modified extrasensory

dataset.

Figure 3.2: Time-series representations of single-axis acceleration data for the two classes
of activities of daily living for the modified ExtraSensory dataset
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3.2.2 Classification Algorithm

In this chapter, we investigate four different classification algorithms in our quest to ex-

plore the differences in feature engineering and raw deep learning when it comes to HAR.

First, we use a support vector machine (SVM) classifier which is trained for a direct com-

parison with the results of the original paper. SVM constructs an optimal hyperplane or

a set of hyperplanes in a high or infinite dimensional space. The hyperplane in Figure 3.3

which has the largest distance to the nearest data points of any class would achieve a good

separation characterized by the larger margins for a lower generalization error [12].

To maintain a reasonable computational load, SVM uses various kernel functions. In this

project, the popular Radial Basis Function (RBF) kernel is used to separate the otherwise

not linearly separable data. The right image on Figure 3.3 displays the advantages of using

a non-linear kernel to be able to separate two classes which are not linearly separable.
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Figure 3.3: Optimal hyperplanes of a linear (left) and a radial basis function kernel (right)
SVM

In addition to the SVM classifier, a deep feedforward artificial neural network (ANN)

is also trained to improve the classification rate. ANN as a multi-layer perceptron (MLP)

performs a nonlinear mapping between the input (x) and the output (y) such that y = f (x ; θ)

by learning the parameter set θ for the best possible approximation [31]. The layers of MLP

include units to transform the linear sum of inputs to the unit. Each layer is represented as
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Figure 3.4: A sample topology of the feedforward neural network used for A-9 with two
hidden layers

y = f (
∑

i wix + b), where f is the non-linear activation function, wi are the set of parameters

or connection weights for neuron i, x is the input vector which is often the output of the

previous layer, and b is the bias vector. In a feedforward MLP, the information flows in

one direction from the input layer through the hidden layers to the output. Hidden layers

increase the non-linearity of the network architecture and cause changes in the representation

of the data for better generalization over the mapping function. Figure 3.4 shows a sample

feedforward neural network architecture which is used in our study. This sample network

consists of two hidden layers with 500 hidden neurons in each layer. The input dimension of

this network is 453 (representing the size of the raw time-series vector for each observation)

and the output layer consists of 9 neurons (representing each of the 9 activity labels).

To further document the performance of deep architectures using raw data versus feature-

based models, a recurrent long-short-term-memory network is also implemented. To explore

the latent qualities of the deep neural network, we exploit the temporal dependencies within

the time-series dataset via recurrent connections of LSTM cells [115]. In a recurrent network,
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Figure 3.5: Schematic representation of the RNN-LSTM network

the connections form a directed cycle and the current time step t considers the state of the

network in the previous time steps t − 1, t − 2 etc. [35]. Figure 3.5 shows the schematic

diagram of the RNN-LSTM network. This network is made up of three different gates: (i)

input gate (IPt) which receives the previous output and the current input and passes to a

sigmoid layer, (ii) output gate (OPt) controls the output activation of the LSTM unit ht ,

where the peephole connections provide the gates with the cell value, as an additional input

for the gate activation [30] and (iii) forget gate (Ft) stores the information of its internal

state in memory and determines the extent to which the information remains in the central

cell. The content of the LSTM memory cell can be modified by the unit’s input xt and the

simultaneous activation function of the input gate [67]. When these cells predict the output,

the information in memory is reset depending on the present input and the information from

the past internal states.

As the final modern architecture we investigate 1D-CNN. The difficulties of extracting

hand crafted features is that feature engineering requires deep expertise of domain knowledge,
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whereas with the deep 1D-CNNs the sequence can be convoluted iteratively by sliding the

kernels over the input-sequence to map it to hidden vectors of features. A CNN is formed by

using two distinct types of layers: (i) the convolutional layer which is a combination of both

1D convolutional layers and pooling layers and (ii) the fully connected layers which function

like a standard MLP. Figure 3.6 displays the high level architecture of 1D-CNN model.

In 1D-CNN, the input layer receives raw 1D signals and the output layer is similar to an

MLP. In the convolutional layers, an input sequence is analyzed by a set of filters to map

the features with a pooling layer to reduce the size of the input space. The reduction of size

of the learned features helps speed up the training process. The output of the pooling layer

is fed into a set of fully connected layers which flatten the feature map and compare the

probabilities of each feature occurring in conjunction with the others to achieve the highest

classification rate. Since 1D-CNN performs a linear operation during the forward and back-

propagation operations, it provides low computational complexity when classifying 1D data.

In each 1D-CNN layer forward propagation can be represented as,

x lk = blk +

Nl−1∑
i=1

conv1D(w l−1
ik , s l−1

i ) (3.1)

where x lk and blk are the input and the bias of k th neuron at layer l, s l−1
i is the output of the

i th neuron at layer l − 1 and w l−1
ik is the kernel from the i th neuron at layer l − 1 to the k th

neuron at layer l . After the conv1D operation the dimension of x lk is less than the output

s l−1
i . The intermediate output can be obtained by passing the input through an activation

function f (x) as follows:

y l
k = f (x lk)

s lk = y l
k ↓ ss

(3.2)
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Figure 3.6: A high level representation of 1D-CNN classifier

where s lk is the output of the k th neuron of layer l and ↓ ss stands for the down sampling

operation with a scalar factor ss. The mean squared error of the back-propagation algorithm

is defined by Ep in (3.3).

Ep = MSE (tp, [yL
1 , ..., y

L
NL
]′) =

NL∑
i=1

(yL
i − tpi )

2 (3.3)

Here, the input layer is considered as l = 1 and the output layer is considered as l = L. If

NL represents the number of classes, then for an input vector p the target and the output

vectors are tp and [yL
1 , ..., y

L
NL
]′ respectively [53].

3.2.3 Feature Extraction

Human activity recognition can be divided into two categories. The first one is the

video-based HAR which includes monitoring and collecting data through a video camera

[113]. The second one is the sensor-based HAR [57] where sensors collect high resolution

time-series data by mobile accelerometers which could be mobile [92, 13], wrist-worn [100],

waist-mounted [32] or gyroscopes and magnetometers [112]. In accelerometer-based systems,
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the multi-axial sensors are used for data collection including normal activities like walking,

standing, lying down, sitting, jumping, going up the stairs etc. These powerful sensors are

small and cost effective enough to have become ubiquitous as they are placed inside mobiles,

watches, laptops, etc. and collect the data in three physical dimensions.

The main focus of our work is the analysis of domain-specific features and how they

compare to deep learning architectures running on raw temporal data. Feature engineering

(FE) models have been incorporated using both datasets.

3.2.3.1 FE Using UniMiB-SHAR Dataset

In the deep learning model, each time domain sample of the dataset is fed as input to

the algorithm which is expected to learn the features as a non-linear distribution between

the hidden layers. In the feature-based model, 13 features are extracted manually from the

time domain samples of the dataset and are provided as input to the classifiers.

Most of the features used in our study are domain-specific and well-regarded in the

literature as motion-sensitive which includes the mean (on x, y and z), the variance (on x, y

and z), pitch, roll, yaw, zero-crossing rate of the mean (on x, y and z) and the magnitude.

The mean and variance as the first and second order statistics usually are the two most

commonly used features in feature-engineering regardless of the application domain [43].

Figure 3.7 shows the mean and variance features of UniMiB-SHAR A-9 dataset for different

samples in each class of activity. To consider the change of orientation during motion, three

features, pitch, roll and yaw are used which are calculated as follows [52].

pitch = arctan { xN√
y 2
N + z2N

} − arctan { x1√
y 2
1 + z21

} (3.4)

roll = arctan { yN√
x2N + z2N

} − arctan { y1√
x21 + z21

} (3.5)

yaw = arctan { zN√
x2N + y 2

N

} − arctan { z1√
x21 + y 2

1

} (3.6)
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Figure 3.7: Mean and variance features for the UniMiB-SHAR dataset
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In (3.4), (3.5) and (3.6) xN , yN and zN represent the Nth column data-matrix of x, y and

z axes and x1, y1 and z1 represent the 1
st column data-matrix of the corresponding axis. One

of the most significant features which boosts up the model accuracy is the zero-crossing rate

of the mean. It is the rate at which the mean changes from positive to negative and vice

versa. The feature extraction is performed using the Librosa package of Python [66]. To

round up the feature set, a commonly used acceleration feature, magnitude, is added which

can be calculated from the mean accelerations on each axis as follows (3.7):

R =
√
a2 + b2 + c2 (3.7)

where a, b and c represent the mean of x, y and z axes respectively.

The features pitch, roll, yaw, zero-crossing mean rate and magnitude are shown in Figure

3.8 for the A-9 dataset for different samples in each class of activity.

3.2.3.2 FE Using Modified ExtraSensory Dataset

For the modified ExtraSensory dataset, we extract the same thirteen domain specific

features as the UniMiB-SHAR dataset. Figure 3.9 and 3.10 display the thirteen extracted

features on the modified ExtraSensory dataset.

3.2.4 Feedforward ANN Setup

Different topologies are used for the neural network setup to cover a wide range of sce-

narios and to ensure a robust dynamic comparison in this study. For feedforward neural

networks, the different topologies include: one hidden layer with 500 hidden neurons, two

hidden layers with 500-500 hidden neurons, three hidden layers with 250-250-50 hidden neu-

rons, four hidden layers with 250-250-50-20 hidden neurons and five hidden layers with 250-

250-50-50-20 hidden neurons. In tables presenting the results, hidden layers are represented

as HL1, HL2 etc. respectively.
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Figure 3.8: Pitch, roll, yaw, zero crossing rate of the mean and magnitude features for the
UniMiB-SHAR dataset

3.2.5 RNN-LSTM Setup

In time-series classification, the advantage of a recurrent LSTM network is that it can

directly learn without domain knowledge on the input features. In this chapter, the topologies

of LSTM networks follow the same setup as the feedforward neural network classifier above.
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Figure 3.9: Mean and variance features for the modified ExtraSensory dataset

3.2.6 1D-CNN Setup

In order to improve the performance of the time-series classifier with lesser computational

complexity, we train raw data and domain-specific features using the 1D-CNN. In this study

two convolutional layers with filter sizes 64 and kernel sizes 3, followed by a dropout layer
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Figure 3.10: Pitch, roll, yaw, zero crossing rate of the mean and magnitude features for the
modified ExtraSensory dataset

for regularization and a pooling layer of size 2 are considered for feature learning. After

the pooling layer the learned features are flattened using the same five topologies of fully

connected layers discussed above.
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3.3 Results and Discussion

As briefly described before, we consider four different classification algorithms on two

separate classification tasks in this study.

The two classification tasks are labeled as AF-2 and A-9, following the original paper

which introduced the dataset for the first time. AF-2 includes 4192 samples which belong to

the motion class labeled “fall” and 7579 samples which include a variety of observations from

other motion classes (ADLs). The objective for AF-2 is the binary classification of samples

into fall vs. no-fall categories. A-9 on the other hand includes 7579 samples from each of the

9 “non-fall” motion classes where the objective is standard multi-way classification. Four

different algorithms are used for both AF-2 and A-9 in the form of SVM, a deep feedforward

ANN, RNN-LSTM and 1D-CNN. After the normalization of data, we used partitioning to

obtain statistically significant results for all configurations. For the SVM classifier, we applied

a 10-fold cross-validation where the dataset was split into 10 partitions and the algorithm

was trained with 90% of the dataset and tested with 10% of the dataset for each training

cycle. As for the neural network architectures, we applied random sub-sampling for cross-

validation where we randomly picked 20-30% of the dataset for testing and the remaining

partition for training.

For all configurations, the data is represented in two formats: (i) low dimensional feature

set extracted from the raw acceleration data as described in section 3.2.3 and (ii) high

dimensional raw data with minimal preprocessing. For AF-2, the activation function used

for the hidden layers is ‘relu’ where the output layer uses a ‘sigmoid’ function. Since the

model trained for A-9 is a multiclass classifier, the output activation function is ‘softmax’.

The stochastic gradient decent and Adam optimizers are used in these experiments with a

learning rate of 0.0001 and L2 regularization with probability 0.1 to prevent overfitting. For

1D-CNN a 0.5 probability Dropout is applied.
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3.3.1 Experimental Results

3.3.1.1 Results of UniMiB-SHAR Dataset

Tables 3.2 and 3.3 include a detailed performance comparison between the four classifiers

using raw data and domain-specific features for AF-2 and A-9 datasets respectively. In the

case of binary classification, the accuracies are approximately the same regardless of the

input representation. For binary classification, 1D-CNN gives the highest classification rate

of 99.82 % and the raw data model outperforms the features. However, there is a significant

difference for the multi-class classification problem, where raw temporal data outperforms

domain-specific feature extraction by a wide margin. Table 3.3 shows that the RNN-LSTM

network on A-9 raw data using 250-250-50 topology reports the highest mean accuracy of

98.02% which outperforms the feature-based models with the highest accuracy of 96.35%.

It is worth noting that the raw temporal data not only outperforms the domain-specific

features but in fact achieves the highest recorded accuracy in the literature, including this

study, on this dataset.

Table 3.4 shows the analysis of computational time and complexity for all classifiers on

both datasets. The computer used in this study is configured with the following specifi-

cations: Intel(R) core (TM) i7 4.20GHz CPU, NVIDIA GeForce GTX 1080 GPU and 32

gigabyte memory (RAM). For the binary classification task, the SVM classifier displays

fast convergence in training, especially when using features, and similarly the quickest on-

demand test times compared with the other classifiers. Among the neural network setups, as

expected, the RNN-LSTM has the slowest training and testing times of any classifier due to

the recurrent feedback loops which require forward and back propagation. Surprisingly, 1D-

CNN demonstrates comparable training/testing times with ANN. It is worth noting however,

if one were to ignore the significant differences in the offline training times, the on-demand

testing times for all classifiers are all very short.
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Table 3.2: Mean accuracies of four classifiers on AF-2 UniMiB-SHAR dataset

Classifier HL1 HL2 HL3 HL4 HL5 Mean Acc
raw data (%)

Mean Acc
features
(%)

SVM — — — — — 98.73 96.87
500 — — — — 98.76 97.32
500 500 — — — 98.64 99.02

ANN 250 250 50 — — 98.89 99.21
250 250 50 20 — 99.01 99.30
250 250 50 50 20 98.51 98.92
500 — — — — 99.38 99.41
500 500 — — — 99.52 99.12

RNN-LSTM 250 250 50 — — 99.51 99.32
250 250 50 20 — 99.54 99.13
250 250 50 50 20 99.46 99.32
500 — — — — 99.77 99.20
500 500 — — — 99.77 98.57

1D-CNN 250 250 50 — — 99.82 98.96
250 250 50 20 — 99.72 99.04
250 250 50 50 20 99.78 98.81

Table 3.3: Mean accuracies of four classifiers on A-9 UniMiB-SHAR dataset

Classifier HL1 HL2 HL3 HL4 HL5 Mean Acc
raw data (%)

Mean Acc
features
(%)

SVM — — — — — 85.47 63.14
500 — — — — 87.79 91.61
500 500 — — — 87.86 92.07

ANN 250 250 50 — — 88.20 93.79
250 250 50 20 — 85.75 91.87
250 250 50 50 20 84.83 92.05
500 — — — — 94.13 95.78
500 500 — — — 97.89 95.84

RNN-LSTM 250 250 50 — — 98.02 96.35
250 250 50 20 — 97.96 95.84
250 250 50 50 20 97.11 95.75
500 — — — — 97.46 95.44
500 500 — — — 97.25 94.74

1D CNN 250 250 50 — — 97.18 94.69
250 250 50 20 — 96.94 95.35
250 250 50 50 20 97.14 95.02
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Table 3.4: Computational complexity of classifiers on AF-2 and A-9 UniMiB-SHAR dataset

Data Classifier Accuracy
(%)

Compu-
tational
Time
(Sec)

Train
Time
(Sec)

Test
Time
(Sec)

Epochs/
Training

Training
Parame-
ters

SVM Raw 98.73 91.18 91.18 0.0001 10 Fold CV —
SVM Feature 96.87 11.7 11.7 0.001 10 Fold CV —
ANN Raw 99.29 55.67 55.41 0.27 100 2600493

AF-2 ANN Feature 99.01 167.23 167.17 0.06 500 79841
RNN-LSTM Raw 99.7 555.67 553.99 1.69 52 3010501
RNN-LSTM Feature 99.45 572.29 571.24 0.97 350 825251
1D-CNN Raw 99.83 75.43 75.16 0.27 150 2349993
1D-CNN Feature 99.26 71.26 70.99 0.26 200 141609
SVM Raw 85.47 184.65 184.65 0.001 10 Fold CV —
SVM Feature 63.14 13.81 13.81 0.001 10 Fold CV —
ANN Raw 87.14 157.57 157.48 0.09 800 189259

A-9 ANN Feature 94.53 977.64 977.59 0.05 5000 79259
RNN-LSTM Raw 97.82 4617.31 4615.25 2.01 800 841269
RNN-LSTM Feature 96.57 1018.65 1017.75 0.906 1000 825659
1D-CNN Raw 97.14 37.06 36.78 0.28 100 2354001
1D-CNN Feature 96.09 88.36 88.17 0.19 300 145617

For the A-9 multi classification task, the SVM begins to fall behind both in accuracy and

computational times as expected from an otherwise binary classifier. Among the networks,

1D-CNN has the best performance/speed trade-off compared with the other two classifiers

where ANN has significantly lower performance and RNN-LSTM has significantly higher

training times. In fact, when using raw data, the performance difference between the 1D-

CNN and RNN-LSTM is almost insignificant whereas the difference in training times is

noticeably large.

Figure 3.11 and 3.12 represent the confusion matrices of AF-2 and A-9 raw data classifi-

cation achieved with 1D-CNN and RNN-LSTM classifiers respectively. Figure 3.11 shows the

classification accuracy as 99.86% and Figure 3.12 shows the classification rate as 97.82%. It

is interesting to note that the highest classification performances on the binary classification

task, AF-2, when using SVMs, are statistically the same between the original paper and this

one (98.71% versus 98.73%). However, the highest accuracy reported for A-9 in the original

paper was 88.41% using a random forest classifier whereas the highest accuracy in this study
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Figure 3.13: Mean accuracy plot of raw and feature-based models of UniMiB-SHAR AF-2
dataset based on various topologies

is obtained using an RNN-LSTM on raw data with a 98.02% classification rate. This is

to the best of our knowledge the highest classification rate reported on this dataset in the

literature so far. It also highlights the potential improvement in using complex non-linear

models for learning.

Comparing tables 3.2 and 3.3, another interesting observation is in how the accuracy

gaps between features and raw data change for different classification tasks. For example,

in the case of AF-2 (table 3.2), the features demonstrate a competitive performance when

it comes to binary classification accuracy for fall vs. no fall categorization. However, in the

multiclass problem (A-9, table 3.3) the gaps become significantly larger where the neural

networks seem to create a rich latent space from raw data to outperform engineered features

for the RNN-LSTM and 1D-CNN configurations. Most interestingly, the same observation

is not true for ANN where features outperform raw data representation. We conclude that

as long as the network topology allows for constructing a rich latent feature space from
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Figure 3.14: Mean accuracy plot of raw and feature-based models of UniMiB-SHAR A-9
dataset based on various topologies

the raw input data like the 1D-CNN, they can outperform expert features provided that

there is sufficient data to learn from. Figure 3.13 and 3.14 show how the average accuracies

change across topologies running on the AF-2 and A-9 datasets respectively for ANN, RNN-

LSTM and 1D-CNN classifiers as the complexity of the network changes. The figures show

that as the network gets deeper and more complex the accuracies generally increase as well.

Moreover, as the network becomes larger with a greater number of parameters to model the

nonlinear relationship, they begin to better utilize the richer information contained in the

two complex datasets.

3.3.1.2 Results of Modified ExtraSensory Dataset

For the modified ExtraSensory dataset, we extract the same motion-related features like

the UniMiB-SHAR dataset and follow the same network topologies & model parameters for

the ANN model as implemented for the UniMiB-SHAR dataset.
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Table 3.5: Mean accuracies of four classifiers on modified ExtraSensory dataset

Dataset HL1 HL2 HL3 HL4 HL5 Mean Acc
raw data (%)

Mean Acc
features (%)

SVM — — — — — 85.47 63.14
500 — — — — 68.99 74.89
500 500 — — — 73.86 77.01

5775 Obser-
vations

250 250 50 — — 76 78.54

250 250 50 20 — 81.28 88.46
250 250 50 50 20 84.37 89.39
500 — — — — 66.92 80.28
500 500 — — — 66.13 85.61

55938 Obser-
vations

250 250 50 — — 84.26 92.51

250 250 50 20 — 83.74 91.12
250 250 50 50 20 86.76 93.10

Table 3.5 shows that for the low dimensional dataset with 5775 observations, the high-

est classification accuracies are 84.37% and 89.39% for the raw data and extracted features

respectively. As the size of the data is increased to 55938 observations, the accuracies of

both the raw data and the feature set increase yet with significant differences. The classifi-

cation accuracy for the raw data is increased to 86.76% whereas the domain specific features

now achieve 93.1% accuracy. When we train several RNN-LSTM topologies on these two

ExtraSensory datasets we still observe that regardless of the number of parameters, the high-

est accuracy achieved by the LSTM model is 84.23%, i.e., lower than the highest accuracy

achieved by the less complex feedforward ANN model. Figure 3.15 shows the mean accuracy

plots for raw and feature based models using feedforward ANN algorithm on the two modi-

fied extrasensory datasets to provide a clear overview of how the classification performance

changes with the change in dataset size. Surprisingly, as the number of observations is in-

creased, the performance of feature engineering gets significantly better compared to raw

data which one would otherwise expect to fare better with increased data dimensionality.
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Figure 3.15: Mean accuracy plot of raw and feature-based models of modified ExtraSensory
dataset based on various topologies
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3.4 Summary and Conclusions

In this chapter, we show that in an activity of daily living recognition task using UniMiB-

SHAR dataset, which consists of 9 different motion classes, a black-box deep learning ap-

proach using raw temporal data on a recurrent LSTM model outperforms the most recent

results reported in the literature and achieves a state-of-the-art classification rate of 98.02%.

However, on a different, larger and more complex modified ExtraSensory dataset where con-

ventional logic would suggest the deep learning model would perform even better, domain

specific features prove to have higher accuracy by a significant margin. What is more fasci-

nating is that even as the number of observations increases tenfold, the accuracy advantage

of feature engineering improves even further not to mention the more operational advantages

of reduced computational complexity and significantly faster training and testing (when us-

ing only 13 features compared to the sample time vector of size 2400). This could be due to

a number of reasons such as the reduced complexity of the classification task (binary versus

multi-class) where a lower dimensional feature vector is able to better capture the key dif-

ferences between the two classes but could otherwise be insufficient as more class labels and

statistics get added to the mix. So we look forward to another well reputed dataset which

proposes subject agnostic features for state-of-the-art performance and decided to compare

this performance with deep learning models.
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Chapter 4: Empowering Deep Feature Learning in HAR

Parts of this chapter have been communicated to the Journal of Biomedical Informatics,

Elsevier for publication and currently, the paper is in its 2nd revision stage. Copyright

permission for this chapter is attached to Appendix A

4.1 Introduction

In the previous chapter, we include an in-depth study on a publicly available dataset of

human activities to compare the performances of feature engineering and deep learning al-

gorithms running on raw data where we have found that while the former has commendable

performance, the latter has better accuracy throughout a wide range of scenarios [48]. In this

chapter, we further expand the portfolio of technologies and consider a well-established pub-

licly available dataset from a research group at Stanford University which included subjects

of different ages, genders with different sensor placements. The observations were obtained

when looking into the sensor positions at different parts of the body and with persons of

different ages where the accelerometer sensors were placed on the ankle and wrist positions of

both young and adult subjects. Specifically, we investigate feature-engineering as applied by

the authors of the original paper and compare it to using raw data [64]. We find that in most

instances, raw data provides a better performance than even the most finely engineered fea-

tures. Furthermore, we explore a data-augmentation technique to boost the performance of

the feature-learner on the raw data and achieve a significant improvement in its performance

on one of the more challenging datasets. The rest of the chapter is organized as follows. In

the next sections we describe the design and methodology and the experimental setup in

detail including the specifications of the dataset as well as the classification algorithms and
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Figure 4.1: Human activity recognition using unsupervised feature learning

data augmentation such as synthetic minority over sampling technique (SMOTE) used in

the experiments. The results are provided in section 4.4 followed by a detailed discussion of

performance comparisons.

4.2 Design and Methodology

The framework of human activity recognition (HAR) system with unsupervised automatic

feature learning technique is described in Figure 4.1. The details of this process is discussed

in the rest of this chapter.

4.2.1 Dataset

In this research, we wanted to expand our analysis to subject agnostic features as de-

scribed by a recent paper from the research group at Stanford University on a dataset of

different ages, genders and sensor-locations [63, 64]. The overall data collection process in-

cludes 53 participants with 33 adults and 20 youths. The suits of synchronized sensors were

placed on ankles and wrists of the participants who were directed to perform a sequence

of common physical activities, lasting 3-5 minutes each. These common daily activities are
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shown in table 4.1 [64] and categorized into four main classes: ambulation, cycling, other ac-

tivities and sedentary. In this data collection process, Triaxial Wocket accelerometers [64, 45]

which are small and lightweight devices, were placed on the wrist and ankle positions of the

participants using custom Velcro bands. Based on the ages of the participants and the lo-

cations of the sensors on the body, the datasets are classified into four distinct groups: (i)

adult-ankle, (ii) adult-wrist, (iii) youth-ankle and (iv) youth-wrist. Table 4.2 provides the

sample sizes of four different datasets. Our research includes twenty-five experiments on four

datasets when considering six classification algorithms for each dataset.

4.2.2 Data Preprocessing

In the data preprocessing stage, we re-sample the non-uniformly sampled data with a

uniform fixed rate. More specifically, the data is resampled at 900 samples per second and

filtered using a 4th order lowpass digital Butterworth filter with a cut-off frequency at 15

Hz and sampling rate at 90 Hz to limit the bandwidth and eliminate non-motion like noise

in the raw data. Figure 4.2 shows some example observations of resampled (in blue) and

filtered (in green) signals.

4.2.3 Classification Algorithms

To study the contributions of feature learning versus feature engineering, we employ six

different popular and state-of-the-art classifiers including deep feedforward neural network

(DFNN), auto encoder deep feedforward neural network (AE-DFNN), one-dimensional con-

volutional neural network (1D-CNN), two-dimensional convolutional neural network (2D-

CNN), recurrent neural network with long short-term memory (RNN-LSTM) and feature

engineering using deep feedforward neural network (FE-DFNN). Moreover, to boost up the

performance of 2D-CNN classifier which has a larger number of trainable parameters and

subsequently requires more data to train, we augment the number of observations using

SMOTE specifically for the youth-ankle dataset where the performance lagged behind sub-
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Table 4.1: Activities of daily living categorized into four classes

Class Activities of Adult Dataset Activities of Youth Dataset

Walking: carrying load Walking, natural
Stairs: inside and down Treadmill walking: 2
Stairs: inside and up Treadmill walking: 3 - 4 mph

Ambulation Treadmill: 3 mph 0% incline Treadmill running:4.5 - 5 mph
Treadmill: 3 mph 6% incline –
Treadmill: 3 mph 9% incline –
Treadmill: 2 mph 0% incline –
Treadmill: 4 mph 0% incline –
Walking, natural –

70rpm. 50W. 0.7kg 70 rpm 50 watts
Cycling outdoor level Outdoor cycling

Cycling Cycling outdoor uphill –
Cycling outdoor downhill –

Painting: roller Basketball:- dribbling
Painting: brush Basketball:- passing
Sweeping with broom Basketball:- shortshots

Others – Clean room
– Soccer:- dribbling
– Soccer:- passing
– Tennis-ball:- fielding
– Tennis-ball:- throwing-catching

Sitting, internet search Sitting: reading
Sitting, computer typing Play-computer-game
Sitting: writing Play-on-gameboy
Sitting: reading Wii:-boxing

Sedentary Sorting files / paperwork Wii:-tennis
Lying: on back Lying: on back
Lying on left side Sitting: legs straight
Lying on-right-side Standing still
Sitting: legs straight –
Standing still –

Table 4.2: Number of observations of four Adult-Youth datasets

Dataset Observations

Adult-ankle 12812
Adult-wrist 12618
Youth-ankle 7910
Youth-wrist 7869
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Figure 4.2: Example observations from different subjects and sensor placements for both
re-sampled (marked by blue) and filtered (marked by green) signals

ject agnostic features. In this study, we perform a total of twenty-five experiments to classify

four different labels which are the group of activities of daily living (ADLs). Figure 4.3 pro-

vides some representative samples for the single-axis acceleration data for these 4 groups of

ADLs for the adult dataset. Each subplot in the figure is a representative sample of raw

temporal acceleration data for one of the three axes (x, y or z) which happens to demonstrate

the biggest dynamic range of motion as the dominant axis.
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Figure 4.3: Time-series representations of single-axis acceleration data for four classes of
activities of daily living for the adult-ankle and adult-wrist datasets

4.2.3.1 DFNN

Feed forward neural networks help realize a non-linear relationship between a set of

predictors and a desired set of outcomes. In this particular study, the sensor data collected

by the accelerometers is mapped into one of the four class labels. This is accomplished by

learning a linear model on the transformed version of the input space, more specifically, to

learn the nonlinear functions over the input x , the linear model is applied not to x itself but

to a transformed input ϕ(x). ϕ is nonlinear transformation and can be defined as a set of
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latent features which represents the input vector. In very broad terms, a feedforward neural

network model can be represented as,

y = f (x , θ,w) = ϕ(x , θ)Tw (4.1)

where ϕ is a hidden layer and θ is used to learn ϕ from a broad class of functions and weight

parameters w . A deep feedforward neural network is basically a multilayer perceptron with

stacked hidden layers where each layer is represented as,

y = f (
∑
i

wix + b) (4.2)

where f is the nonlinear activation function, wi are the set of parameters or connection

weights for neuron i , x is the input vector which is often the output of the previous layer

and b is the bias vector [31].

Figure 4.4 represents a simple architecture of the DFNN which was the best topological

representation we arrived at for our specific experiment. As shown in the figure, in a DFNN,

the information flows in one (forward) direction, from an input layer (x) to the output

layer (y) through the intermediate computations which is defined as f in the dense layers

or hidden layers to finally produce a value that is close to y (ypred). During training, the

forward propagation generates a cost function from which the backpropagation algorithm

can compute the direction and size of change in weight parameters to reduce the cost function

with the gradient of the network.

4.2.3.2 AE-DFNN

The AE-DFNN topology has two parts: (i) autoencoder and (ii) deep feedforward neural

network. Autoencoder is a generative model which is trained to reproduce its input at its

output. The autoencoder has two components: (i) encoder and (ii) decoder. The encoder
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Figure 4.4: Architecture of a simple DFNN used in the experiments

function is denoted by ϕ which maps the input vector x to a latent space F , which is presented

at the bottleneck. The encoding operation can be denoted as ϕ : x → F .

On the other hand, the decoder function is represented by ψ which maps the latent

space F at the bottleneck to the output and can be shown as ψ : F → x̄ . In (4.3) the

encoding-decoding operation of the autoencoder can be defined as,

ϕ,ψ = argmin
ϕ,ψ

||X − (ϕ ◦ ψ)||2 (4.3)
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For HAR, a deep autoencoder allows for automated end-to-end feature learning and thus,

largely alleviates the need for domain-specific feature engineering procedures. In this regard,

we have used an AE-DFNN model shown in Figure 4.5, where the input is raw data with 2700

features where each feature is sample of acceleration in time. The autoencoder framework

includes an encoding layer with 500 and 13 neurons which automatically extracts 13 features

using unsupervised feature learning. These 13 features are fed into the DFNN as input

vectors to be trained through four hidden layers with 250, 250, 50 and 20 hidden neurons

respectively to classify the four labels of daily activities.

4.2.3.3 1D-CNN

In time-series classification with feature learning, 1D-CNN provides a high classification

rate with lesser computational complexity compared to other topologies [102]. 1D-CNN uses

one-dimensional convolution of the input signal via kernels to extract specific characteristics

from the raw signals [26]. Recent research on one-dimensional temporal data has proved that

a 1D-CNN is superior for 1D signals when compared to their more popular 2D counterparts

[41]. The architecture of a 1D-CNN combines the two major tasks, namely feature mapping
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Figure 4.6: Feature learning using a one-dimensional convolutional neural network

and prediction of a 1D signal into a single learning system. The input layer receives the raw

1D signal which is forwarded to the convolutional layers. The convolution layers are used for

feature mapping from the input, where every convolution layer consists of multiple kernels

of the same size, followed by the pooling layer. Pooling performs average or max pooling

operations to reduce the size of the input space to help speed up the training process and

then send the output to the fully connected layers for conventional input-output mapping

[26, 34]. Mathematically, if l is a convolution layer:

x lj = f (
M∑
i=1

x l−1
i ⊛ k l

ij + blij) (4.4)

where k represents the convolution kernels, j denotes the number of kernels, M represents

the channel number of the input x l−1, b is the bias corresponding to the kernel, f () is the

activation function and ⊛ is the convolution operator [41].
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Figure 4.6 shows the proposed deep 1D-CNN architecture for the adult-ankle dataset

with 10080 observations in 2700 dimensions to be fed into the model as input. Two 1D-

convolutional layers with 64 filters of kernel size (3, 3) perform the forward-backward oper-

ation by adjusting the layer-weights and extract the features to provide a high classification

rate with lesser complexity. Here, a ‘Dropout’ layer with probability = 0.5 has also been

added to prevent the overfitting of the training process. After the convolution layer, a pool-

ing layer (of size 2) performs max pooling operation which is used to process each feature

map to reduce the data dimensionality to 448 by selecting the maximum parameters within

the range of the predetermined window as the output value. In this experiment, our model

consists of 4 fully connected layers 250, 250, 50, 20 neurons respectively to map the output

from the convolutional layers into the predicted class labels.

4.2.3.4 2D-CNN

A two-dimensional convolutional neural network automatically learns rich feature infor-

mation from a 2D input representation to provide high classification accuracy. In a time-

series classification task, the one-dimensional data naturally needs to be transformed into

a 2D representation before utilizing a 2D-CNN. In this study, we generate spectrogram im-

ages from the accelerometer data which models both time and frequency fluctuations in the

signals.

In a 2D-CNN, the input data is a matrix or tensor with a 3D spatial structure, where

(H ,W ), (H ′,W ′), and (H ′′,W ′′) represent the size of the spatial dimension of input data,

convolution kernel, and output data, respectively. The number of convolution kernel feature

channels is represented by D, and D ′′ represents the 3D data.
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x ∈ RH×W×D

f ∈ RH′×W ′×D×D′′

y ∈ RH′′×W ′′×D′′

(4.5)

where x is the input data, f is the convolution filter, and y is the output data. The 1D signal

x is convoluted by filter f to calculate signal y as follows:

yi ′′j ′′d ′′ = bd ′′ +
H′∑
i ′=1

W ′∑
j ′=1

D∑
d ′=1

fi ′′j ′′d ′′ × xi ′′+i ′−1,j ′′+j ′−1,d ′,d ′′ (4.6)

Equation (4.6) states that bd ′′ is the neuron offset and fi ′′j ′′d ′′ is the convolution kernel

matrix of the d th i ′ × j ′ (i
′th neuron and j

′th connection).

The pooling layer performs max pooling operation which calculates the maximum re-

sponse of each feature channel in the H ′ ×W ′ region [29].

yi ′′j ′′d ′′ = max
1≤i ′≤H′,1≤j ′≤W ′

xi ′′+i ′−1,j ′′+j ′−1,d (4.7)

In this chapter, 1D data is first transformed into spectrogram images of dimension

(13 × 13) and applied as input to the convolution layers. Figure 4.7 displays that one-

dimensional temporal data is transformed into a two-dimensional frequency domain repre-

sentation considering a ’kaiser’ window with vector size as (128,18) which divides the input

into segments of equal size and activates the window operation. 64 overlapping samples

are used between the adjoining segments to compute a 64-point discrete Fourier Transform

where the sampling rate is set at 90Hz. Figure 4.8 shows the spectrograms of representative

samples from the adult-ankle, adult-wrist, youth-ankle and youth-wrist datasets respectively.

Figure 4.9 shows a framework of the specific 2D-CNN model using youth-ankle dataset

where two 2D convolution layers with ‘LeakyReLU’ activation functions perform the convo-

lution operation with 64 filters of kernel size as (5, 5) to extract the feature map. Here, two
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max pooling layers with pool size (2, 2) and stride = 1 compute the maximum information

from the feature map and send this to a fully connected layer of 500 neurons. The out-

put layer with the ’Softmax’ activation function predicts the class labels for the four daily

activities.

4.2.3.5 RNN-LSTM

RNN-LSTM network has the repeating-module or chain like architecture where each

module has four interacting neural network layers. In LSTM network, the information flows

through the network’s memory cell by the specialized control units which are called gate units

such as forget, input and output units [10]. Figure 4.10 displays the RNN-LSTMmodel where

four LSTM hidden layers are considered with 250, 250, 50 and 20 hidden neurons to build

the recurrent network on youth-ankle dataset. At first, we reshape the youth-ankle input of

dimension (6098, 2700) to represent as (6098, 900, 3) which is then forwarded to the LSTM

layers. In LSTM layer, every LSTM cell is connected back to the previous time step to form

the recurrent connection. Here, the information flows through the LSTM layers and the new

information is stored in the memory unit of each LSTM cell. Then in the output layer, the

output activation of LSTM units process the stored information to determine the new states

hT .

This model is trained for certain iterations and tested to classify the four activity-labels.

However, the major drawback of RNN-LSTM network is the expensive computational time

to train the model due to its recurrent structure and for this reason this classifier does not

perform well for our Adult-Youth dataset with 2700 features.
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Figure 4.7: Transformation of 1D time domain signal to 2D frequency domain representation
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Figure 4.8: Frequency domain representation of sample observations from the four datasetsAdukt-ankle
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Figure 4.9: Feature learning using a two-dimensional convolutional neural network
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Long Short-Term Memory (LSTM) Recurrent Neural Network

Deep learning models have become a useful tool to decode neural information (e.g., Agrawal
et al., 2014; Khaligh-Razavi & Kriegeskorte, 2014). Applying a deep learning approach to the
time series of EEG recordings (e.g., Bashivan et al., 2016) can be achieved using Long Short-
Term Memory (LSTM) recurrent neural networks (Hochreiter & Schmidhuber, 1995, 1997). With
their property to store and control relevant information over time, they can find adjacent as
well as distant patterns in (time) sequential data. The LSTM analysis was implemented in the
Python-based deep learning library TensorFlow (v.1.14.0; Google Inc., USA; Abadi et al., 2015;
Zaremba et al., 2015).

Figure 9: Schematic of the Long Short-Term Memory (LSTM) recurrent neural network (RNN).
At each training step, the LSTM cells successively slide over 250 data-arrays of neural compo-
nents (xt=0, xt=1, ... , xT=249) corresponding to 1-s of the EEG recording. At each step t, the LSTM
cell computes its hidden state ht. Only the final LSTM output (hT) at time-step T=249 is then
fed into the following fully connected (FC) layer. The outputs of all (LSTMs, FCs) but the final
layer are normalised by Rectified linear units (ReLU) or exponential linear units (ELU). Finally,
the model prediction is extracted from the last FC layer via a tangens hyperbolicus (tanh).
Note: depending on model architecture, there were 1-2 LSTM layers, and 1-2 FC layers.

.CC-BY-NC 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted November 10, 2020. ; https://doi.org/10.1101/2020.10.24.353722doi: bioRxiv preprint 

+

! ! tanh !

tanh

Xt

ht

×

× ×

Ct-1 Ct

ft

LSTM cell

Figure 4.10: Schematics of RNN-LSTM network used in this experiment

4.2.3.6 Data Augmentation: SMOTE

For three out of the four datasets the 2D-CNN provides better classification accuracies in

the raw data-space than the feature space. On the contrary, the feature learner does not per-

form as well on the youth-ankle dataset. This could be due to a number of reasons including

the entropy of the dataset and the number of observations available to train the large number

of trainable parameters. In these instances, synthetic data augmentation techniques such as

SMOTE can substantially improve performance as evident from modern image classification

applications [78]. SMOTE oversamples the minority class by taking each class sample and

generating synthetic samples along the line segments joining its k nearest neighbors. De-

pending upon the desired level of over-sampling, neighbors are randomly selected from the

k nearest neighbors as follows:

S ′ = S + rand(0, 1) ∗ |S − Sk | (4.8)
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Table 4.3: The topologies for the different classifiers using feature learning for human
activity recognition

Classifier HNs
(HL1)

HNs
(HL2)

HNs
(HL3)

HNs
(HL4)

DFNN 250 250 50 –
AE-DFNN 250 250 50 20
1D-CNN 250 250 50 20
2D-CNN 500 – – –
RNN-LSTM 250 250 50 20
FE-DFNN 250 250 50 –

where S ′ denotes the new set of synthetic samples, S is the set of original samples for which

k-nearest neighbors are being identified and Sk is the set of randomly selected k-nearest

neighbor samples. To generate new samples, this process is repeated N number of times

where N is the oversampling rate commonly provided as a percentage [19]. In this chapter,

we look at four different levels of oversampling and demonstrate diminishing returns as the

synthetic samples begin to contribute less and less meaningful information to the training

process.

4.3 Experimental Setup

4.3.1 Leave-One-Subject-Out Cross-validation

Here, a wide array of topologies is tested using grid hyperparameter search, and the best

topology has been chosen for each classifier to train the raw data using leave-one-subject-out

(LOSO) cross-validation with a random ‘shuffle’ to estimate an unbiased and accurate model

performance for all experiments. For two adult datasets we consider LOSO with k-fold = 33

and for the remaining two youth datasets, k-fold = 20 is used to implement cross-validation

during the training process. Table 4.3 summarizes the best topologies used to train the six

classifiers and shows the number of hidden neurons (HNs) for each hidden layer (HL) such

as HL1, HL2 etc.
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4.3.2 Model Hyperparameters

For the DFNN model, two dropout layers of probability 0.4 have been added after the

first two hidden layers and another dropout layer (probability = 0.1) is added after third

hidden layer to prevent overfitting of the network. In addition, a stochastic gradient descent

optimizer with learning rate lr = 0.0001 is used to make the model learn and optimize

faster. For the nonlinear model, categorical cross-entropy loss or softmax loss function has

been considered as a natural cost function which maximizes the likelihood of predicting the

output classes correctly.

The autoencoder model consists of two encoders with 500 and 13 neurons and two de-

coders with 500 and 2700 neurons. Using automatic feature learning technique, the model

is trained for 200 epochs with ‘Adam’ optimizer and the encoders learn 13 unsupervised

features from the original 2700 features which is then applied as input to the DFNN model.

The hypermeters used to train the DFNN are as mentioned above.

In the case of 1D-CNN model, the two convolutional layers along with a dropout layer

(probability = 0.5) reduce the dimension of the input time-series and extract the unsuper-

vised features by adding a pooling layer of size 2. After the pooling operation, the output is

flattened and passed through a group of fully connected layers using ‘Adam’ optimizer and

categorical cross-entropy loss for training. For the 2D-CNN, we use the same hyperparame-

ters mentioned above except the kernel size which is (5, 5) and only a single fully connected

layer with 500 hidden neurons.

To design RNN-LSTM model, we consider the best topology which consists of four LSTM

hidden layers with 250, 250, 50 and 20 hidden neurons. The LSTM layers are optimized using

‘Adam’ optimizer and ‘l2’ regularizer with probability 0.01 which is used in each layer to

prevent overfitting.
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4.3.3 Feature Engineering

In this dissertation, we aim to provide a robust performance comparison of the deep

learning classification algorithms with feature engineering approaches. To accomplish this,

we provide a one-to-one comparison of the deep learning models with the feature engineering

results of both [64] and [48]. To do this, thirteen domain-specific motion sensitive features

are extracted from raw temporal datasets including the means and variances of x, y and z

axes of the accelerometer data, pitch, roll, yaw, zero-crossing rate of the mean (on x, y and

z) and the magnitude [48].

4.4 Results and Discussion

As previously discussed, in order to conduct a fair comparison with the original paper

from the Stanford group we apply the same LOSO cross-validation as we train & test six

different classification algorithms on raw data and features separately for adult and youth

datasets where the feature engineering is represented by the prior results reported in [64].

Moreover, we perform the classification experiments on these four datasets using other and

more recent state-of-the-art features published in 2021 [48] to provide a robust comparison

between deep learning and feature engineering. For DFNN, 1D-CNN, 2D-CNN and RNN-

LSTM, the resampled and filtered data is represented at the input layer as-is. The AE-DFNN

on the other hand is first trained to learn the unsupervised features from the latent space of

raw data where the extracted latent features are subsequently used to train another dense

FNN.

Table 4.4 represents the average classification accuracies with standard deviations across

the four datasets for all models with LOSO cross-validation. We observe that even though the

best result in each dataset is observed for the 2D-CNN feature learning deep neural network,

the significance of proper learning representation is highlighted by the fact that human

engineered features of [64] can actually outperform deep learning when the topology is not

carefully selected (i.e., both for regular feedforward neural network and for the autoencoder

67



Table 4.4: Average accuracies for the different classifiers using feature learning versus the
subject agnostic feature engineering used in the latest work on this dataset (Mannini et al.

[64])

Average classification accuracy (%)
Classifier Adult-ankle Adult-wrist Youth-ankle Youth-wrist
DFNN 91.17± 3.47 87.43± 7.87 85.86± 10.43 88.30± 8.3
AE-DFNN 88.33± 4.81 81.31± 7.74 82.68± 10.78 80.81± 8.04
1D-CNN 95.21± 2.38 88.02± 6.29 88.49± 8.98 90.54± 4.98
2D-CNN 95.57± 2.54 93.45± 3.55 93.38± 2.67 93.13± 3.5
Mannini et al. [64] 94.8 87 92.4 91
FE-DFNN [48] 92± 4.38 83.78± 8.45 85.79± 9.82 85.86± 8.47

2D-CNN 1D-CNN DFNN AE-DFNN FE-DFNN
Classifiers

60

70

80

90

100

Cl
as

sif
ica

tio
n 

Ac
cu

ra
cy

 (%
)

Adult-ankle

2D-CNN 1D-CNN DFNN AE-DFNN FE-DFNN
Classifiers

Cl
as

sif
ica

tio
n 

Ac
cu

ra
cy

 (%
)

Adult-wrist

2D-CNN 1D-CNN DFNN AE-DFNN FE-DFNN
Classifiers

60

70

80

90

100

Cl
as

sif
ica

tio
n 

Ac
cu

ra
cy

 (%
)

Youth-ankle

2D-CNN 1D-CNN DFNN AE-DFNN FE-DFNN
Classifiers

Cl
as

sif
ica

tio
n 

Ac
cu

ra
cy

 (%
)

Youth-wrist

Figure 4.11: Boxplot distributions of classification accuracies across different classifiers on
all 4 datasets
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feature learner). Ultimately, results indicate state-of-the-art performance using a 2D-CNN

model on raw data which outperforms the most recent results reported on the dataset using

feature-based models. The table also provides a one-to-one comparison of the best accuracies

reported in this study with the most recent results published in the literature [64] on this

dataset as well as the performances of FE-DFNN models using more recent state-of-the-

art features for motion data (not particularly tuned for this dataset) reported in [48]. Our

findings from these experiments reveal that the subject agnostic features in [64] perform much

better compared to the FE-DFNN classifier. However, the performances of convolutional

feature learners, especially with spectrotemporal features, outperform the feature engineering

classifiers. Figure 4.11 shows the boxplots for the accuracies of five classification algorithms

including feature engineering on four datasets for a better statistical comparison. It is

important to note that these results are all statistically significantly relevant as discussed

further in the next subsection.

Another important observation is the requirement to support the training of the more

complex 2D-CNN algorithm via a synthetic data augmentation method called SMOTE at

different levels of oversampling. Table 4.5 displays the average classification accuracies with

standard deviations of the 2D-CNN classifier on the youth-ankle dataset with and without

data augmentation. As one can see, without any augmentation, the accuracy of the 2D-

CNN classifier is actually slightly worse than the subject agnostic features reported in [64],

90.74% versus 92.4%. It is only through augmentation that the 2D-CNN model manages

to outperform the current state-of-the-art reported in the literature. Figure 4.12 clearly

shows the significant increases in performance as more synthetic samples are included in

the training process. The diminishing returns are also apparent as when more samples are

included in the training process, the classification accuracy no longer displays the same level

of improvement.

In the recently published article [64], the highest accuracies on domain-specific features

reported for adult-ankle, adult-wrist, youth-ankle and youth-wrist datasets are 94.8%, 87%,
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Figure 4.12: Average classification accuracies of 2D-CNN classifier with no SMOTE and
different percentages of SMOTE on the youth-ankle dataset

Table 4.5: Average classification accuracies with and without data augmentation on the
youth-ankle dataset

Average classification accuracy (%)
Without
SMOTE

100%
SMOTE

200%
SMOTE

400%
SMOTE

800%
SMOTE

1600%
SMOTE

90.74±3.57 90.58±3.26 91.13± 3.1 92.32± 2.3 93.08±2.51 93.38±2.67

92.4% and 91% respectively using domain specific features with a support vector machine

classifier. The highest classification accuracies mentioned in the chapter are achieved using

2D-CNNs on raw temporal data on the same datasets with 95.57%, 93.57%, 93.38% and

93.13% respectively. These results suggest that raw data can compete and often outperform

feature engineering and that the latent features extracted by a 2D-CNN on rich spectrogram

images perform better than both the human engineered features and the fully unsupervised

feature learning using an autoencoder. Although it is difficult to make definitive conclusions

on empirical observations, our previously published work as well as the new findings in this
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research clearly demonstrate at least the competitiveness of feature learning especially when

coupled with data rich input representations such as spectrograms which can be obtained

from temporal activity recognition signals.

4.4.1 Statistical Analysis of the Performances of Classifiers

To compare the statistical significance of the classification results, we perform a statistical

significance test between each pair of classifiers [9]. Since the outcomes of the goodness of

fit test and the variance test using subject based classification accuracies of deep learning

classifiers do not follow the conventional assumptions on the data distribution (such as

Gaussian (normal) distribution) and the data samples cannot necessarily be assumed as

independent, we have to follow a non-parametric approach for statistical testing [17]. More

specifically, as the subject-based classification accuracies of two classifiers come from the

same population and the data is paired, we perform a non-parametric Wilcoxon signed-rank

test, a popular statistical test for paired data which does not come from a normal distribution,

to investigate the null hypothesis [14]. The data distributions of all the proposed models

(with or without feature engineering) are dependent as the features are still drawn from the

raw data of the same subjects. Hence, we employ the same Wilcoxon signed-rank test for

hypothesis test between the deep learning models versus the feature-based model. Table 4.6

and 4.7 show that FE-DFNN model performs statistically significantly worse than the raw

models where the null hypothesis is rejected (h=1) for every dual comparison on three out

of four datasets except on the youth-ankle dataset, where all algorithms have statistically

the same performance except for 2D-CNN which is statistically significantly better than all

the other models. Furthermore, the 2D-CNN model which utilizes spectrotemporal features

automatically learned from the raw data, statistically significantly outperforms every other

model in every single scenario except one. On the adult-ankle dataset, both convolutional

models display the same performance, though still significantly better than the competing

approaches. However, for this specific case, it is still important to note that even a small
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performance difference (in this case 0.36%) when properly cross-validated across the subject-

specific dataset still holds value for the machine learning community at large. Finally, we find

that the test fails to reject the null hypothesis (h=0) for 1D-CNN vs. DFNN on adult-wrist,

youth-ankle and youth-wrist datasets which further demonstrates that spectral properties of

the signal should be taken into account for classification purposes.

4.4.2 Computational Complexity

Table 4.8 shows the computational complexities and computational run times of the five

classifiers. The computer used in this study is configured with the following specifications:

Intel(R) core (TM) i7 4.20GHz CPU, NVIDIA GeForce GTX 1080 GPU and 32 gigabyte

memory (RAM). From the table, the feature learning algorithms (AE-DFNN and 2D-CNN)

display fast convergence in training. However, comparing the high classification rates and

the low computational time for testing among all the classifiers, 2D-CNN provides the high-

est performance with the lowest computational times. Since our previous research [48] on

time-series data provided the highest accuracies for RNN-LSTM classifier, we investigate the

classification rate of RNN-LSTM classifier for this dataset as well. Table 4.9 displays the

RNN-LSTM classification-accuracies including computational time for three subjects ran-

domly selected from each dataset and a comparison between the classification accuracies of

2D-CNN and RNN-LSTM algorithms for those subjects.

In table 4.9, the most interesting observation is that RNN-LSTM has significantly higher

training time because of its recurrent feedback loop and for this reason the classification

using this algorithm for LOSO cross-validation on this dataset is computationally expensive

where it takes approximately 2-days to complete training only for a single subject partition

out of the 53 subjects in the adult and youth datasets. More importantly however, it does

not provide a better classification rate compared to 2D-CNN, so it was not considered for

the full experimental analysis in this study.
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Table 4.6: Statistical significance analysis between the performances of the classifiers on
Adult dataset

Classification Algorithms Null Hypothesis
(h)

p-value (p)

Adult-ankle Dataset
2D-CNN vs. 1D-CNN 0 0.272
2D-CNN vs. DFNN 1 3.54E-06
2D-CNN vs. AE-DFNN 1 7.11E-07
2D-CNN vs. FE-DFNN 1 3.53E-05
1D-CNN vs. DFNN 1 5.39E-07
1D-CNN vs. AE-DFNN 1 5.91E-07
1D-CNN vs. FE-DFNN 1 4.99E-06
DFNN vs. AE-DFNN 1 0.001
DFNN vs. FE-DFNN 1 0.009
AE-DFNN vs. FE-DFNN 1 9.45E-05

Adult-wrist Dataset
2D-CNN vs. 1D-CNN 1 2.98E-06
2D-CNN vs. DFNN 1 4.58E-06
2D-CNN vs. AE-DFNN 1 1.02E-06
2D-CNN vs. FE-DFNN 1 5.39E-07
1D-CNN vs. DFNN 0 0.598
1D-CNN vs. AE-DFNN 1 4.45E-05
1D-CNN vs. FE-DFNN 1 1.69E-04
DFNN vs. AE-DFNN 1 0.0001
DFNN vs. FE-DFNN 1 1.47E-05
AE-DFNN vs. FE-DFNN 1 0.023

Table 4.7: Statistical significance analysis between the performances of the classifiers on
Youth dataset

Classification Algorithms Null Hypothesis
(h)

p-value (p)

Youth-ankle Dataset
2D-CNN vs. 1D-CNN 1 0.001
2D-CNN vs. DFNN 1 0.0001
2D-CNN vs. AE-DFNN 1 8.86E-05
2D-CNN vs. FE-DFNN 1 2.54E-04
1D-CNN vs. DFNN 0 0.03
1D-CNN vs. AE-DFNN 1 0.001
1D-CNN vs. FE-DFNN 0 0.145
DFNN vs. AE-DFNN 0 0.025
DFNN vs. FE-DFNN 0 0.737
AE-DFNN vs. FE-DFNN 0 0.247

Youth-wrist Dataset
2D-CNN vs. 1D-CNN 1 0.01
2D-CNN vs. DFNN 1 0.0003
2D-CNN vs. AE-DFNN 1 8.86E-05
2D-CNN vs. FE-DFNN 1 2.19E-04
1D-CNN vs. DFNN 0 0.021
1D-CNN vs. AE-DFNN 1 8.86E-05
1D-CNN vs. FE-DFNN 1 2.54E-04
DFNN vs. AE-DFNN 1 0.0002
DFNN vs. FE-DFNN 1 0.03
AE-DFNN vs. FE-DFNN 1 5.93E-04
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Table 4.8: Computational complexities of five classifiers for a single subject on four datasets

Classifier Accuracy
(%)

Epochs Training
Time
(Sec)

Test
Time
(Sec)

Compu-
tational
Time (Sec)

Compu-
tational Time/
epoch (Sec)

Training
Parame-
ters

Adult-ankle Dataset, Subject - 14
DFNN 95.15 200 159 0.11 159.11 0.8 750754
AE-DFNN 90.61 1700 1528.95 1.607 1530.56 0.9 2796617
1D-CNN 97.58 1000 15589.27 0.25 15589.53 15.59 7257646
2D-CNN 98.49 500 368.2 0.18 368.38 0.74 1674632
RNN-LSTM 99.7 100 246182.98 13.77 246196.74 2461.97 815404

Adult-wrist Dataset, Subject - 7
DFNN 82.25 1500 1132.2 0.11 1132.32 0.76 750754
AE-DFNN 53.84 1700 1018.30 1.55 1019.85 0.6 2796617
1D-CNN 82.61 1000 15099.22 0.24 15099.46 15.1 7257646
2D-CNN 85.87 800 577.52 0.204 577.72 0.72 1674632
RNN-LSTM 64.86 150 386677.11 10.42 386687.54 2577.92 815404

Youth-ankle Dataset, Subject - 3
DFNN 85.08 1200 575.75 0.11 575.86 0.48 750754
AE-DFNN 76.82 1700 637.42 0.86 638.28 0.38 2796617
1D-CNN 81.5 1000 9566.86 0.25 9567.12 9.57 7257646
2D-CNN 87.16 800 371.64 0.21 371.84 0.47 1674632
RNN-LSTM 92.24 100 156094.16 13.43 156107.59 1561.08 815404

Youth-wrist Dataset, Subject - 4
DFNN 93.4 1500 699.62 0.1 699.72 0.47 750754
AE-DFNN 78.72 1700 623.009 0.859 623.868 0.367 2796617
1D-CNN 90.81 1500 14197.6 0.13 14197.73 9.47 7257646
2D-CNN 94.25 630 280.7 0.21 280.91 0.45 1674632
RNN-LSTM 89.99 100 137337.16 11.17 137348.33 1373.48 815404



Table 4.9: Classification accuracies and computational time of RNN-LSTM classifier based
on three random subjects of four datasets

Subject 2D-CNN Ac-
curacy (%)

RNN-LSTM
Accuracy (%)

Epochs Training
Time (Sec)

Test Time
(Sec)

Computa-
tional Time
(Sec)

Adult-ankle Dataset
1 95.52 92.41 53 123101.61 13.88 123115.49
3 92.86 90 50 123071.49 12.98 123084.47
14 98.86 99.7 100 246182.98 13.77 246196.74

Adult-wrist Dataset
1 93.96 93.46 100 259166.59 12.77 259179.36
7 89.86 82.68 135 348009.39 10.42 348019.81
10 98.54 93.21 100 289893.70 13.64 289907.34

Youth-ankle Dataset
1 92.76 88.69 100 150019.68 12.1 156106.26
2 94.41 93.01 100 158000.1 13.87 179271.62
3 91.54 92.24 100 156094.16 13.43 156107.59

Youth-wrist Dataset
1 84.91 84.71 150 214672.83 11.467 214684.3
3 91.05 66.57 100 137337.16 11.17 137348.33
7 97.68 95.07 150 216252.6 13.11 216265.71

4.4.3 Subject-based Classification Accuracies on Four Datasets

For the interested readers, a detailed breakdown of subject specific classification accura-

cies across the three models on all four datasets are presented in tables 4.10, 4.11, 4.12 and

4.13 respectively.

4.4.4 Deep Learning vs. Feature Engineering on Reduced Size Data

According to the results regarding the superiority of deep learning, we substantiate an

argument that deep learning could be valid in some instances, but not all. Moreover, to

make the argument stronger, we explore what real world situations would warrant choosing

human engineered features over feature learning. Specifically, we look into whether feature

engineering can perform better in a scenario where data collection is limited (which is true

in most medical applications of motion recognition). To test this hypothesis, we artificially

reduce the sizes of all four datasets by randomly selecting 100 samples from each subject
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Table 4.10: Subject-based classification accuracies for four classifiers on adult-ankle dataset

Subject DFNN AE-DFNN 1D-CNN 2D-CNN FE-DFNN
1 89.65 82.67 94.14 95.52 86.2
2 95.58 91.99 96.21 91.17 94.65
3 89.53 93.08 93.06 92.86 90.31
4 91.9 89 94.17 98.38 95.47
5 94.18 91.56 96 97.45 94.9
6 93.9 85.21 94.31 93.09 95.52
7 88.5 80 90.22 88.04 89.85
8 92.03 92.33 94.4 96.17 91.15
9 92.06 92.75 95.47 97.03 94.9
10 93.19 88.88 93.49 96.45 92.6
11 91.06 91.59 94.52 95.1 91.35
12 91.22 87.64 96.95 96.95 91.98
13 88.99 91.05 92.05 93.58 89.6
14 93.93 89.36 98.18 98.86 94.84
15 95.58 93.79 98.24 96.47 93.52
16 89.88 85.96 97.92 98.81 91.96
17 86.08 72.45 91.88 93.65 80.28
18 92.87 90.97 97.52 98.14 96.9
19 90.12 90 93.42 93.83 93.82
20 87.22 86.75 93.15 90.34 90.34
21 94.78 93.81 98.7 97.08 97.71
22 93.92 85.46 96.66 96.66 94.83
23 90.88 81.5 95.88 93.65 93.52
24 91.69 92.84 97.13 97.71 91.4
25 89.43 88 94.85 97.35 94.3
26 87.32 86.78 93.8 94.94 91.26
27 89.13 88.2 95.34 97.93 89.75
28 77.68 80.93 89.28 93.94 80
29 93.35 93 98.01 97.67 96.34
30 91.02 90.01 94.87 94.87 93.58
31 92.28 93.12 98.71 97.11 94.21
32 92.72 84.51 96.73 96.01 96.36
33 95.62 89.71 96.56 96.88 82.18
Average ac-
curacy (%)

91.17 88.33 95.21 95.57 92
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Table 4.11: Subject-based classification accuracies for four classifiers on adult-wrist dataset

Subject DFNN AE-DFNN 1D-CNN 2D-CNN FE-DFNN
1 85.1 75.01 86.60 93.96 83.98
2 93.23 80.13 87.38 92.13 88.45
3 95.34 73.33 90.00 98.46 92.39
4 94.49 81.2 90.61 99.03 89.47
5 87.27 74.33 82.25 88.04 81.69
6 58.95 63.29 69.26 89.11 62.85
7 86.45 83.6 84.06 89.86 82.34
8 93.09 82.39 94.13 97.36 86.72
9 89.65 76.33 85.59 96.48 81.69
10 91.52 88.44 90.67 98.54 93.47
11 80.61 69.84 86.17 92.22 75.33
12 90.17 63.48 93.96 95.09 83.12
13 80.59 76.78 83.69 92.05 75.31
14 94.87 83.14 91.81 99.02 88.61
15 89.77 86.79 94.05 97.02 91.39
16 85.64 84.63 75.16 86.99 80.27
17 87.35 85.61 89.91 95.10 84.17
18 93.42 83.49 95.98 98.04 89.56
19 89 74.55 84.40 88.40 84.56
20 88.75 86.47 86.08 95.15 86.77
21 94.88 92.83 95.14 91.41 88.36
22 83.45 77.69 91.67 92.86 80.07
23 85.55 78.89 90.29 92.94 81.02
24 88.03 80.52 85.01 89.34 82.91
25 86 88.53 85.37 91.33 82.02
26 89.61 89.56 92.68 92.55 89.11
27 68.71 77.2 74.11 87.73 58.87
28 75.48 73.39 88.45 94.22 65.66
29 93.67 92.39 92.62 96.31 92
30 94.91 83.99 94.97 93.62 90.12
31 96.87 93.48 96.69 96.69 96.01
32 86.59 84.11 87.27 92.73 86.45
33 86.12 93.87 88.52 90.16 89.88
Average ac-
curacy (%)

87.43 81.31 88.02 93.45 83.78
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Table 4.12: Subject-based classification accuracies for four classifiers, with and without
SMOTE on youth-ankle dataset

Subject DFNN AE-
DFNN

1D-CNN 2D-CNN
(Without
SMOTE)

1600%
SMOTE+
2D-CNN

FE-
DFNN

1 86.36 84.87 88.99 92.76 93.13 78.61
2 89.58 90.45 92.19 94.41 97.82 90.99
3 93 88.84 84.18 91.54 93.83 86.26
4 89.34 90.21 93.39 94.83 95.07 85.83
5 88.3 88.00 90.35 85.67 90.89 94.15
6 91.66 89.66 89.87 85.33 92.52 92
7 89.08 87.08 95.94 89.26 95.62 93.62
8 56.05 59.07 58.03 85.56 87.30 63.09
9 85.24 64.56 84.94 87.45 92.34 83.97
10 92.46 87.7 92.28 92.67 93 91.96
11 93.75 87.99 95.61 95.45 93.98 87.31
12 95.29 91.56 97.94 96.10 98.63 88.65
13 86.97 89.24 89.66 87.69 92.7 89.27
14 90.14 85.11 97.43 93.42 95.26 94.15
15 87.89 68.95 84.50 91.01 94.02 90.35
16 89.69 89.41 93.96 92.07 94.74 88.21
17 86.02 88.67 91.79 91.83 91.35 91.79
18 66.28 69.2 76.95 93.74 93.57 88.31
19 93.57 90.33 90.00 86.44 93.45 80.43
20 66.5 63.21 81.71 87.55 88.41 56.86
Average
accuracy
(%)

85.86 82.68 88.49 90.74 93.38 85.79

Table 4.13: Subject-based classification accuracies for four classifiers on youth-wrist dataset

Subject DFNN AE-DFNN 1D-CNN 2D-CNN FE-DFNN
1 83.78 75 82.39 84.91 77.04
2 88.6 77.68 90.12 96.71 89.22
3 57 59.9 78.51 91.04 57.01
4 94.63 79.87 95.11 93.68 86.95
5 92 89.83 93.57 92.69 96.34
6 95 85.04 92.80 95.70 88.53
7 93.33 89.91 94.10 97.68 90.65
8 88.75 82.15 90.96 92.24 85.5
9 86.37 69.84 88.14 88.14 83.51
10 84 81.59 83.60 86.84 78.45
11 86.01 87.55 91.18 95.26 89.21
12 93.85 88.49 94.87 92.82 94
13 85.4 78.41 89.27 88.96 86.97
14 90.73 87 95.04 96.37 91.57
15 88.06 67.5 84.69 93.46 81.23
16 90 86.36 88.52 94.52 86.4
17 87.86 84.98 91.36 95.10 87.45
18 89.07 82.46 94.25 93.98 87.64
19 95.98 87.06 96 96 95.71
20 95.34 75.65 96.34 96.58 83.76
Average
accuracy
(%)

88.3 80.81 90.54 93.13 85.86
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which generates 3300 samples for the adult-ankle and adult-wrist datasets and 2000 samples

for the youth-ankle and youth-wrist datasets. This corresponds to approximately a 10-fold

reduction in sample size. We extract 13 domain specific features which we have used in

our previously published feature engineering model (FE-DFNN) on a different dataset to

examine raw data versus feature engineering on this reduced size dataset. The results of the

experiments are presented in table 4.14 and 4.15.

From table 4.14 and 4.15, it is clear that the feature engineering now performs significantly

better than feature learning on all four reduced size datasets. In other words, in a real-life

scenario where data is limited, feature engineering still has the upper hand when it comes to

proper inference from the data. Finally, we want to once again stress the point that as shown

in table 4.4, the expert features which are hand-crafted by the Stanford group, actually did

outperform deep learning in almost every scenario except the 2D-CNN model – once again

highlighting how important it is to properly represent the data and sometimes augment it

to support the training of large parameter sized and complex models (since 2D-CNN did

perform worse without augmentation on youth-ankle dataset).

4.5 Summary and Conclusions

Our most significant contribution is the definitive performance analysis of feature en-

gineering versus feature learning and the subsequent development of the framework which

utilizes novel feature learning technique to outperform the state-of-the-art algorithm in rec-

ognizing human activity using cost-effective sensors placed on human body. In this chapter,

we investigate six classification algorithms including raw and feature-based models and based

on the results, we claim that automatic unsupervised feature learning outperforms feature

engineering by introducing a novel learning representation of temporal data into a two di-

mensional input space. However, we want to stress the fact that feature engineering being

outperformed by deep learning is never a forgone conclusion. In this context, we conduct an

auxiliary experiment where we have created a likely real-life scenario where “access to robust
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Table 4.14: Subject-based classification accuracies for DFNN and FE-DFNN classifiers on
reduced size adult dataset

Adult-ankle Dataset Adult-wrist Dataset
Subject DFNN

(Raw)
FE-DFNN
(Feature)

DFNN
(Raw)

FE-DFNN
(Feature)

1 86. 89.61 79.52 83.98
2 94 96.77 85.71 88.45
3 87.53 92. 81.34 92.39
4 90 96 88.93 89.47
5 92.18 94.31 84.73 81.69
6 91.89 96.93 65.95 65.41
7 86.05 90 78.52 81.28
8 91. 93 90.34 93.47
9 91.06 96.91 83.59 89.63
10 90.19 94.84 88.62 92.65
11 89.86 94.08 75.61 80
12 91.1 93.66 80.05 85.61
13 86.69 91.87 75.66 78.69
14 92.3 96.19 84.37 90.05
15 94.97 93.68 78.6 95.55
16 88.88 92.74 80.07 84.68
17 85.12 83.39 75.71 84.81
18 92.01 98.59 90 90.04
19 90 93.18 89 86.77
20 85.69 92.68 81.15 86.77
21 93.55 96.81 86.37 91.23
22 90.91 95.33 80.47 82.54
23 91.09 92.89 78.98 84
24 89.89 92.01 88.03 82.91
25 87.13 94.87 86.3 78.83
26 84.79 93.23 85.13 87.71
27 85.08 88.34 56.71 65.5
28 74.88 83.83 69.39 75.43
29 92.47 95.89 81 86.71
30 90.86 93.64 80.7 86
31 91 94 83.81 90
32 90.12 97.73 88 86.68
33 92.48 84.07 79.3 86.97
Mean accu-
racy (%)

86.6 ±
15.82

93.12 ±
3.79

81.26 ±
7.17

85.03 ±
6.81
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Table 4.15: Subject-based classification accuracies for DFNN and FE-DFNN classifiers on
reduced size youth dataset

Youth-ankle Dataset Youth-wrist Dataset
Subject DFNN

(Raw)
FE-DFNN
(Feature)

DFNN
(Raw)

FE-DFNN
(Feature)

1 78.91 80.61 75.34 75.73
2 86.61 92.99 77.15 90.63
3 87.32 91.26 63.73 64.88
4 83.49 84.63 87.29 89.04
5 85.17 93.71 83.65 90.74
6 84.12 92.71 73.11 83.55
7 86.3 91.88 93.16 89.37
8 48.05 70.14 87.13 89.74
9 74.81 82.92 63.84 83.16
10 90.88 83.85 70 76.37
11 89.27 89.29 90.02 85.6
12 90.13 92.41 87.53 92.23
13 83.22 91.69 78.81 93.27
14 86.93 96.13 78.55 85.75
15 84.11 94.04 85.67 82.34
16 87.94 84 87.47 84.61
17 80.45 90.61 85.05 86.46
18 60.84 80.81 91.24 94.39
19 90.36 81.92 90.37 94
20 61.26 64.62 86.68 87.01
Mean accu-
racy (%)

81.01 ±
11.45

86.51 ±
8.22

81.79 ±
8.83

85.94 ±
7.18

data is limited” to show that feature engineering can in fact outperform feature learning.

In fact, we demonstrate that in some cases the state-of-the-art human engineered features

outperform deep learning. In other words, we stress the importance of choosing the right

learning representation and the right topology.
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Chapter 5: Sub-transfer Learning for Retuning the Outlier User Accuracy

The sections of this chapter have been communicated to IEEE Sensors Journal for pub-

lication and currently, the paper is in its 1st revision stage.

5.1 Introduction

Human activity recognition (HAR) has become one of the most active areas of sensory

healthcare research due to its potential in improving the quality of life both for patients in

healthcare settings who are susceptible to falls or undergo physical therapy and the public to

promote a more active lifestyle. A variety of state-of-the-art machine learning and artificial

intelligence algorithms are applied to ever growing datasets of sensory data collected from

many users to achieve unprecedented performance in recognizing activities of daily living.

Majority of the research focuses on the average performance across the population of users

however, it is evident from these studies that the performance distribution across different

users is anything but uniform. In fact, the outlier users can demonstrate performance degra-

dations of as much as 30% compared to the median accuracy reported on any given dataset.

In this chapter, we study several approaches in determining the impact of outlier users on

HAR performance and propose our novel sub-transfer learning approach which follows the

principles of transfer learning within the same dataset when coupled with augmentation

techniques.

5.2 Methodology

In [49], we explored feature learning techniques for HAR including both one and two di-

mensional convolutional neural networks (1D-CNN and 2D-CNN) to investigate the classifi-
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Figure 5.1: Time-series representations of single-axis acceleration data for four classes of
activities of daily living for the youth-ankle and youth-wrist datasets

cation performances of feature learning from temporal and spectrotemporal data respectively

versus feature engineering using leave-one-subject-out (LOSO) cross validation on Stanford

Adult-youth dataset [64]. As previously discussed, some subjects have demonstrated signifi-

cantly lower classification accuracies than others regardless of the algorithm being used. We

will begin by describing the dataset followed by the specific learning algorithms used in the

chapter.
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5.2.1 Dataset

To boost the classification performances of the subjects with lower accuracies for subject-

oriented training model using LOSO, we test our proposed learning representations named

sub-transfer learning model (STLM) and subject-specific learning model (SSLM) on some

subjects of the Stanford Adult-youth dataset. The dataset is categorized into four distinct

datasets based on the combinations of the subject being an adult or youth and where the

sensor is placed such as, (i) adult-ankle, (ii) adult-wrist, (iii) youth-ankle and (iv) youth-

wrist dataset. The dataset includes 53 subjects with 33 adults and 20 youths [64]. In the

preprocessing stage, the dataset is resampled and filtered considering the same parameters

which we used in our previous research on this dataset [49]. In this dataset, twenty-six

activities of daily living (ADLs) of the adult dataset such as walking: carrying load, stairs:

inside and down, cycling outdoor uphill, painting: roller etc. and twenty-two daily ADLs

of the youth dataset such as walking natural, outdoor cycling, basketball: dribbling etc.

are categorized into four different classes: (i) ambulation, (ii) cycling, (iii) other activities

and (iv) sedentary. Figure 5.1 represents a representative 200 samples from each of these 4

classes for the youth dataset for easy visualization. Each subplot in the figure displays the

single-axis acceleration data for one of the three axes (x, y or z) which characterizes a more

dynamic representation of motion as the dominant axis.

To study sub-transfer and subject-specific learning, we select three subjects from each of

these four datasets based on the maximum, minimum and median accuracies that we have

achieved among the 33 subjects for adult-ankle and adult-wrist datasets and the 20 subjects

for youth-ankle and youth-wrist datasets and implemented a 1D-CNN classifier using LOSO

cross validation.

5.2.2 One-Dimensional Convolutional Neural Network

Since HAR data is a one-dimensional time-series sequence, collected from accelerometer

sensors, we implement a one-dimensional convolutional neural network as a sequence clas-
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sifier. 1D-CNN model learns the feature vector in unsupervised fashion in its latent space

from the sequences of raw temporal dataset and map the internal features to different ADLs.

1D-CNNs includes two distinct layers: i) convolutional layers where both 1D convolutions,

activation functions and pooling are included, and ii) fully connected or dense layers which

are similar to a standard multi-layer perceptron. While performing the convolution operation

on raw temporal data, 1D-CNN learns to extract the rich features used in the classification

task performed by the dense layers. The performance of the 1D-CNN classifier is optimized

to achieve the maximum classification accuracy by combining both automatic feature ex-

traction and classification operation into a single process which includes linear forward and

back-propagation operations. Due to the linear operations between the convolutional layers,

this algorithm results in a lower computational complexity compared to others. The 1D

forward propagation (1D-FP) in each CNN layer is described as [54],

x lk = blk +

Nl−1∑
i=1

conv1D(W l−1
ik , S l−1

i ). (5.1)

where, x lk represents the input, blk is the bias of the k th neuron at layer l , S l−1
i is the output

of the i th neuron at layer l − 1 and W l−1
ik is the kernel from the i th neuron at layer l − 1 to the

k th neuron at layer l . conv1D(., .) is used to perform 1D convolution without zero-padding.

The intermediate output, y l
k can be defined as a function of the input x lk where the input

passes through the activation function f (.).

y l
k = f (x lk) and S l

k = y l
k ↓ ss. (5.2)

In (5.2), S l
k is the output of the k th neuron of the layer l and ↓ ss is defined as the down-

sampling operation with a scalar factor, ss. During training, 1D-FP generates an error and

the backpropagation (BP) of the error starts from the output of the fully connected layers

by computing the direction and the size of change in weight parameters to reduce the error

with the gradient of the network. The mean square error is shown as,
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Ep = MSE (tp, [yL
1 , ..., y

L
NL
]′) =

NL∑
i=1

(yL
i − tpi ). (5.3)

Let l = 1 for the input layer, l = L for the output layer and NL is the number of classes

in the dataset. In (5.3), the target and the output vectors are defined as tp and [yL
1 , ..., y

L
NL
]′

respectively for an input vector p. To find the derivative of Ep by each network parameter,

the delta error is calculated as ∆l
k = δE

δx lk
. For BP from the next layer, l + 1, to the current

layer, l, the input delta of the CNN layer l , is ∆l
k which is found as,

∆l
k =

δE

δy l
k

× δy l
k

δx lk
=

δE

δus lk
× δus lk

δy l
k

× f ′(x lk)

= up(∆S l
k)× β × f ′(x lk).

(5.4)

where, zero order up-sampled map, us lk = up(S l
k) and β = (ss)−1. The BP from the 1st layer

to the last CNN can be computed as,

δE

δS l
k

= ∆S l
k =

Nl+1∑
i=1

δE

δx l+1
i

δx l+1
i

δS l
k

=

Nl+1∑
i=1

∆l+1
i W l

ki . (5.5)

Then, BP of the delta error can be represented as,

δS l
k =

Nl+1∑
i=1

conv1Dz(∆l+1
i , rev(W l

ki)). (5.6)

where rev(.) is used to reverse the array and conv1Dz(., .) is used to perform 1D convolution

with zero-padding. The weight and bias can finally be updated as follows:

δE

δW l
ik

= conv1D(S l
k , ∆

l+1
i )

δE

δblk
=

∑
n

∆l
k(n).

(5.7)
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Figure 5.2: Framework of 1D-CNN classifier



Figure 5.2 represents the framework of the deep 1D-CNN classifier used in this chapter.

The figure shows that the adult-ankle dataset with 10080 observations in 2700 dimensions is

fed as the input to the model where two 1D-convolutional layers with 64 filters of kernel size

(3, 3) perform the forward-backward operation and optimize the layer-weights to extract the

features in the latent space of the deep neural network. In this architecture, a ‘Dropout’ layer

with probability = 0.5 is added to prevent overfitting during training. After the convolution

operation, a pooling layer (of size 2) maps each feature to 448 dimensions which is then

flattened to 28672 dimensions by selecting the maximum parameters within the range of the

predetermined window as the output value. The output of the flattened layer is processed

through four fully connected layers with 250, 250, 50, 20 neurons respectively to map the

output from the input.

5.2.3 Synthetic Minority Oversampling Technique

Deep learning requires a sufficient number of samples to properly train the thousands of

parameters included in the many layers of its topology. Even for a medium sized dataset such

as the one used in this study with tens of thousands of observations, unsupervised feature

learning demands additional data to be able to appropriately represent the most critical

features of raw data in the latent space. A popular technique to overcome the imbalance

problem is the “minority oversampling method,” or SMOTE [28, 78]. Its main contribution

is readjusting the size of the original training data set by increasing the minority class with

random sampling. When the SMOTE oversamples the minority class, it produces new data

instead of replicating the actual samples. This feature sets the SMOTE aside from other

oversampling techniques and actually allows it to be used for other applications as well,

such as data augmentation which we have used in this study. Obtaining new data is done

with interpolation between similar examples which belong to the same class. This procedure

works on the “feature (or latent) space” rather than the entire dataset. For instance, it
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Figure 5.3: Generating synthetic samples using SMOTE

creates a new sample between two samples that are in the same class. This new sample is

called a ‘synthetic sample’, which carries characteristics from these two class samples.

The procedure of the SMOTE algorithm can be described more formally as follows. The

amount of oversampling, N , which indicates how many new samples per original sample will

be generated is an important hyperparameter of the model. This is followed by an itera-

tive method where the SMOTE algorithm randomly selects a minority class sample in the

training data. The K-Nearest neighbor method is applied with a default value of 5 (another

hyperparameter). Finally, the k-value is chosen randomly based on the oversampling param-

eter N for the minority samples to produce a synthetic piece by interpolation [19]. First,

the distance is measured between the feature vectors and their neighbors by utilizing the

“Euclidean Distance”. Then, this measurement is multiplied randomly with a number in be-

tween [0,1] and added to the original feature sample. Hence, different samples are generated
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that carry a variety of previous samples along the line. This process can be mathematically

defined as follows:

S ′ = S + rand(0, 1)× |S − Sk | (5.8)

where S ′ is the new set of synthetic data samples, and Sk denotes the randomly picked

k-nearest neighbor distance samples. Figure 5.3 shows the basic operational principle of

SMOTE graphically as new samples are generated between the original samples S1 and S11

for instance.

5.3 Design and Experimental Setup

In case of subject-agnostic datasets such as handwritten digits and speech recognition,

the performance of the classification algorithm depends on the richness of the subjects se-

lected for training. HAR is another example where the datasets are motion-sensitive and

everyone’s movement signature is quite different where some people can be considered out-

liers compared to the general population. In this case, the classification accuracies for these

subjects typically drop statistically significantly below the average accuracy levels when us-

ing the conventional training and testing methods. To address this important problem, we

investigate several learning representations such as STLM and SSLM to i) study their im-

pact on subject-specific accuracy and ii) potentially boost the performance for these outlier

subjects and compare the performances with the state-of-the-art methods.

5.3.1 Sub-transfer Learning Model

We introduce STLM as a powerful alternative to fine tune the accuracy of subject oriented

classification problems such as HAR in healthcare. In sub-transfer learning, we apply similar

principles of pre-training the model from transfer learning with the main difference in using

the same dataset but with other users to boost the performance on new users with fine

tuning unlike as in transfer learning where training is performed on a completely different
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domain dataset. In other words, we reuse a previously trained model with different subjects

as the starting point for another model which can be trained/fine-tuned with only a handful

of samples from the test subject and tested on the remaining majority samples of the test

subject from the same dataset. The model which is trained using conventional training is

repurposed on the test data to optimize the training performance and allow rapid updates

to the fine-tuning process when modeling on the test subject of the same dataset. In order

to achieve a fair comparison with subject-specific learning and enhance the classification

accuracy, SMOTE is applied on the dataset to increase the number of test subject samples

which are much fewer in number than the main dataset used in training the source model

(SM).

5.3.2 Subject-specific Learning Model

As a baseline approach, we employ SSLM as a trivial approach where the training of the

model starts from scratch, without transferring any knowledge from the pre-trained model.

In this learning representation, the training is performed only on the training samples from

the test subject and tested on the remaining samples. Since SSLM is trained and tested only

on the test subjects individually, the size of the training data is augmented by generating the

synthetic samples with artificial oversampling algorithm like SMOTE for a fair comparison

with STLM and to boost the classification accuracy.

5.3.3 Experimental Setup and Model Design

Figure 5.4 shows the framework of our experimental setup and proposed model along

with SM and SSLM on the adult-ankle dataset with 33 subjects. The figure displays the

two learning representations with the 1D-CNN classifier used in this chapter. First, the

train-test-split is performed on the adult-ankle dataset using 33-folds to implement leave-

one-subject-out (LOSO) cross-validation to generate the train data SM from 32 subjects and
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Figure 5.4: Block diagram of sub-transfer learning and subject-specific learning models

the test data SM from the remaining subject. The training and validation of the models are

then completed using the following steps:

• A new untrained 1D-CNN model is trained on the 32 subject training data to cre-

ate a large SM which is then tested on test data SM to record the subject-oriented

classification accuracies.

• Test data SM from the previous step is split into five combinations to train STLM and

SSLM using 10, 4 and 2-fold cross validations to create the following training & testing

split: 10% , 25%, 50%, 75% and 90% for training and the rest for testing respectively.

As shown in Figure 5.4, these splits are called train and test data.

• To avoid the imbalanced classification problem and boost the performance of the clas-

sifier, we augment the size of the training data by 11-folds by applying SMOTE on

train data. Moreover, we use random oversampling as a data augmentation technique
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for the cases where the number of samples from the minority class is ≤ 1. The N = 11

parameter is chosen experimentally such that the augmented data is comparable in

size to the data used to train the SM without too much repetition.

• Then STLM which includes a deep 1D-CNN classifier is trained on train data using the

knowledge (previous parameters) from the SM to classify the ADLs on test data.

• To do a fair comparison, we use the exact same data (Train data,Test data) as the

input to the SSLM. The only difference between STLM and SSLM is that SSLM is

trained from scratch whereas STLM is trained by retuning of the SM parameters using

the augmented data from the subject.

The operational algorithms for both the source and the subsequent sub-transfer learning

models are shown in Algorithm 1 and 2.

5.4 Results and Discussion

The experimental setup described in the previous section is applied to three different

subjects from each dataset with the training of a new untrained classification source model.

The subjects are specifically chosen at the different outlier levels in the classification space

(i.e., the highest, the median, and the lowest accuracies) to explore the performance of sub-

transfer and subject-specific learning for a range of challenging tasks. Table 5.1 shows a

robust comparison of the classification performances of STLM (where the knowledge from

the previously trained model is transferred during additional training on some samples from

the test dataset) and SSLM (where the model performs training only on the samples from

the test subject without doing a previous training) on twelve subjects (three for each of the

four datasets) and finally SM without any additional training using LOSO CV.

The advantages of sub-transfer learning using previous experience from training on other

subjects become apparent when we compare the classification performance of this learning

representation with the subject-specific learning with no prior training. We observe that
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Algorithm 1: Source Model

Input : Ωin = (X fn
Sk
, YSk );

fn: number of features for n = 1, 2, · · · ,m;
Sk : number of subjects for k = 1, 2, · · · , l ;

Output: Labels of the time-series data;
labels : {0, 1, 2, 3};

1 for i ← 1 to l do
2 Compute Leave-one-subject-out cross-validation to generate Test data SM

(observations for 1 subject) and Train data SM (observations for remaining
subjects);

3 Train x [i ] = {x f0Sk , x
f1
Sk
, · · · , x fnSk}, ∀k ̸= i ;

4 Test x [i ] = {x f0Si , x
f1
Si
, · · · , x fnSi }, for k = i ;

5 Train data SM[i ] = (X fn
Sk
, YSk );

6 Test data SM[i ] = (X fn
Si
, YSi );

7 for iteration← 1 to num do
8 Fit 1DCNN model using Train data SM[i ]; Back-propagate error and adjust

model parameters;
9 Compute accuracy and loss function;

10 end for
11 if convergence then
12 Predict the labels of Test data SM[i ] using trained network;
13 Compute test accuracy;
14 Save source model;

15 end if

16 end for
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Algorithm 2: Sub-transfer Learning Model

Input : Ωin = (X fn
Sk
, YSk );

fn: number of features for n = 1, 2, · · · ,m;
Sk : number of subjects for k = 1, 2, · · · , l ;

Output: Labels of the time-series data;
labels : {0, 1, 2, 3};

1 Repeat the steps of the source model;
2 accuracyList = [ ];
3 train size = [10, 25, 50, 75, 90];
4 for j ← 1 to len(train size) do
5 tr size = train size[j ];
6 if (tr size == 10)or(tr size == 90) then
7 cross val = 10;
8 end if
9 if (tr size == 25)or(tr size == 75) then

10 cross val = 4;
11 end if
12 if (tr size == 50) then
13 cross val = 2;
14 end if
15 accList = [ ];
16 testx = Test x [i ];
17 testy = Test y [i ];
18 for tr id , ts id in cross val .split(testx , testy) do
19 tr x , ts x = testx [tr id ], testx [ts id ];
20 tr y , ts y = testy [tr id ], testy [ts id ];
21 Train data = [tr x , tr y ];
22 Test data = [ts x , ts y ];
23 tr smote = SMOTE (Train data,N ,K ); // N = 1000: amount of

oversampling (%), K = 5: number of nearest neighbors to

consider.

24 for iteration← 1 to num do
25 Load source model;
26 Update source model using training tr smote iteration;
27 Compute accuracy and loss function;

28 end for
29 if convergence then
30 Predict the labels of Test data using trained network;
31 Compute test accuracy ;

32 end if
33 accList.append(test accuracy);

34 end for
35 Acc = np.array(accList);
36 accuracyList.append(Acc);

37 end for
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Table 5.1: Experimental results of sub-transfer and subject-specific learning models

Adult-ankle Dataset
Subject-28 (Minimum) Subject-31 (Maximum) Subject-27 (Median)

STLM SSLM SM STLM SSLM SM STLM SSLM SM
Training
data (%)

ACC ±STD
(%)

ACC ±STD
(%)

ACC ±STD
(%)

ACC ±STD
(%)

ACC ±STD
(%)

ACC ±STD
(%)

ACC ±STD
(%)

ACC ±STD
(%)

ACC ±STD
(%)

10 95.65±1.08 71.65 ± 9.78 99.03±0.74 73.56±9.25 96.75±1.73 71.50±11.22
25 96.62±1.08 88.11±4.06 98.92±0.83 86.08±4.72 96.78±2.14 87.38±5.11
50 96.82±2.01 88.96±3.42 88.41 99.04±0.45 96.14±0.89 98.71 97.22±3.93 90.69±2.55 95.65
75 98.28±2.20 91.93±3.83 99.68±0.63 95.52±2.16 99.08±1.17 94.45±3.83
90 98.29±2.39 95.10±3.60 99.70±0.96 98.35±2.34 1±0.0 92.18±6.34

Adult-wrist Dataset
Subject-6 (Minimum) Subject-31 (Maximum) Subject-33 (Median)

10 79.35±10.85 68.47±7.03 96.06±1.43 78.63±3.84 97.92±1.77 70.55±5.85
25 87.50±8.65 73.15±6.11 96.13±1.17 86.32±2.18 98.03±2.22 92.25±2.77
50 93.02±9.87 78.20±4.52 66.15 96.70±1.84 91.40±1.79 96.03 99.02±1.39 89.86±11.54 90.82
75 96.97±6.07 80.22±4.13 97.04±2.44 92.41±5.63 99.35±1.30 95.13±5.01
90 97.78±5.84 85.97±3.75 99.38±1.32 93.79±3.84 1±0.0 98.98±2.71

Youth-ankle Dataset
Subject-8 (Minimum) Subject-12 (Maximum) Subject-19 (Median)

10 83.53±11.52 56.06±10.62 96.46±1.57 66.24±11.21 84.99±6.02 72.10±6.72
25 89.18±6.07 70.69±5.85 96.89±1.85 83.20±6.57 89.79±4.01 81.12±5.62
50 92.97±6.74 78.31±0.48 58.87 96.91±2.92 85.05±10.93 95.88 90.30±3.96 84.57±0.93 89.14
75 96.39±5.24 79.70±1.85 97±4.76 87.78±6.10 95.50±5.1 87.13±0.84
90 98.33±2.99 80.28±6.48 98.29±2.56 89.07±3.90 97.83±4.38 84.19±7.09

Youth-wrist Dataset
Subject-3 (Minimum) Subject-20 (Maximum) Subject-11 (Median)

10 89.37±5.54 74.76±4.84 97.50±1.14 84.52±3.90 92.29±1.21 70.29±4.92
25 91.73±4.82 84.88±3.18 98.10±1.32 87.66±3.53 94.43±2.68 80.06±6.35
50 91.96±10.52 90.46±5.03 78.21 98.01±2.81 92.31±0.37 95.56 92.71±8.91 90.20±0.14 90.2
75 93.80±8.66 88.98±3.62 99.16±1.69 92.87±3.04 95.19±9.62 90.20±2.74
90 98.86±3.61 91.12±5.59 99.17±1.84 92.57±5.29 96.75±8.59 92.27±7.05

in most instances especially for the subjects with the lowest accuracies, STLM provides a

significant boost to the classification accuracy compared to both SM & SSLM. When the

subject specific accuracies are already good or median, the sub-transfer learning still provides

a better performance albeit less so when compared to the SM. Statistically speaking (more on

this in the next subsection), we can find statistically significant differences when the accuracy

is low, but not when the accuracy is high. More importantly, these gains in performance

are realized only when using a very small percentage of the subject specific samples (i.e.,

10% which generally means around 10 to 15 samples per subject) where SSLM fails to

compete with either approach. For the adult-wrist dataset, the most difficult dataset in

this study based on all previously published [49] results, STLM outperforms SM with LOSO

by a significant margin (almost 80% compared to 66%) for the lowest accuracy subject 6,

a robust margin (98% to 91%) for the median accuracy subject 33 while having the same

performance for the subject where the accuracy is already very high (96% in both cases)
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Figure 5.5: Boxplot distribution to compare the classification accuracies of sub-transfer
learning and subject-specific learning models on Adult-youth dataset

even when using only 10% of the samples from the test set. Interestingly, SSLM displays

a competitive performance with the SM for the lowest accuracy subjects, which highlights

the insufficiency of a large model trained on the general population on outlier subjects. For

these instances, subject-specific training has its own advantages as it is a much less resource-

intensive way to train the learning algorithm on a specific subject with associated trade-offs

in accuracy. Figure 5.5 displays the boxplot distributions for the classification accuracies of

STLM and SSLM for the outlier subjects on four datasets for a better statistical comparison.
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Table 5.2: Statistical significance analysis between the performances of the learning
representations on twelve subjects of four datasets

Model Null Hypothesis (h) p-value (p) Interpretation
SM vs. STLM 1 0.0093 Significant
STLM vs. SSLM 1 4.88E-04 Significant
SM vs. SSLM 1 9.77E-04 Significant

5.4.1 Statistical Significance Analysis of the Classification Models

To compare the statistical significance of the performance of our proposed model com-

pared to the SM and SSLM, we conduct a statistical hypothesis test using the Wilcoxon

signed-rank test. To perform any statistical test, one should investigate the independence

of the observations, the homogeneity of the variance and the normality of the data tests to

make common assumptions about the experimental data which constitutes the average clas-

sification accuracies of the STLM, SSLM and SM models on the 10% train data. Since the

distributions of classification rates for these three models do not necessarily satisfy the above

assumptions for a standard statistical significance test, we apply a popular non-parametric

approach using a Wilcoxon signed-rank test for paired data. For two groups of dependent

paired data, the Wilcoxon signed-rank test ranks the absolute values of the differences be-

tween the paired observations and realizes whether the two dependent samples are chosen

from populations having the same distribution [25].

Table 5.2 clearly shows that for the Wilcoxon signed-rank test, the null hypotheses (h)

are statistically rejected in case of every paired comparison. Since the average classification

accuracies of STLM > SM > SSLM, we conclude that the STLM is statistically significantly

better than SM which in turn is better than SSLM.

5.5 Summary and Conclusions

In this chapter, we explore several approaches of learning representations to boost the

classification accuracies of HAR, especially for the low performing subjects and introduce a

novel learning technique, sub-transfer learning which reuses the knowledge from the previ-
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ously trained source model. We demonstrate that our novel STLM can enhance the classi-

fication accuracies of the state-of-the-art 1D-CNN classifier especially for the outlier users

using a handful samples from the test data. Moreover, we provide a robust comparison of

our sub-transfer learning technique with subject-specific learning which has no prior training

experience and show that STLM performs statistically significantly better than SM which is

better than SSLM.
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Chapter 6: Conclusions, Contributions and Future Work

The contributions to science detailed in each chapter is summarized below, followed by

a discussion on potential future work.

6.1 Deep Learning versus Feature Engineering

In this chapter, we have addressed some of the factors behind the inexact science of

choosing deep learning versus feature engineering specifically when it comes to temporal

time series for human activity recognition (HAR) from acceleration data. We develop an

extensive experimental framework, which uses a binary and a multiclass datasets (UniMIB

SHAR which is a publicly available and commonly used benchmark dataset) with different

characteristics to compare state-of-the-art domain specific features and raw temporal data

to train four different learning architectures across various topologies to ultimately arrive at

the conclusion that a recurrent neural network with long short term memory (RNN-LSTM)

classifier provides the highest recognition accuracy on a 9 activity class dataset whereas

a one-dimensional convolutional neural network (1D-CNN) classifier provides the highest

classification rate on a binary fall detection dataset both representing states-of-the-art in

the literature.

More specifically, we show that in an activity of daily living recognition task which con-

sists of 9 different motion classes, a black-box deep learning approach using raw temporal

data on a recurrent LSTM model outperforms the most recent results reported in the lit-

erature using domain specific features and achieves a state-of-the-art classification rate of

98.02%. On the contrary, for a deep feedforward neural network where conventional logic

would suggest better performance on raw temporal data, we observe that the domain-specific
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features have a higher accuracy by a significant margin. This may suggest that to truly take

advantage of the time dependencies expressed in the raw temporal form of a moderately

sized dataset, the topology should be properly selected. Another conclusion is that if the

network topology allows for constructing a rich latent feature space from the raw input data

like the 1D-CNN, they can outperform expert features provided that there is sufficient data

to learn from. In this case, the front ends of both a 1D-CNN and an RNN-LSTM are able

to successfully adapt to these dependencies to achieve a better classification rate than using

expert features.

6.1.1 Contribution 1

We have provided an exhaustive framework to study the performance of human engi-

neered features (feature engineering) and latent features (feature learning) and demonstrated

that state-of-the-art performance can only be achieved on datasets with different character-

istics using different topologies and/or feature representations.

6.2 Empowering Deep Feature Learning in HAR

Our contribution in this chapter is an in-depth look into how two fundamentally different

approaches to HAR: using state-of-the-art, subject agnostic and human engineered features

and automated deep feature learning compare on a real life dataset. We have demonstrated

for the first time that a two-dimensional convolutional neural network (2D-CNN) classi-

fier provides the highest recognition accuracy on all four partitions of the Stanford motion

dataset by outperforming the previous state-of-the-art using subject agnostic features. Fur-

thermore, we have found out that not all feature learners perform at the same level as the

learning representation takes an important role where a spectrotemporally represented data

on a 2D-CNN outperforms the standard unsupervised feature extraction technique using an

autoencoder with deep feedforward neural network model. Finally, null hypothesis tests to

study the statistical significance comparison of the results for deep learning and feature engi-
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neering algorithms have clearly demonstrated a statistically significantly higher classification

performance for our proposed learning technology using spectrograms.

6.2.1 Contribution 2

We have introduced a novel feature learning representation for human activity recognition

using spectrograms to demonstrate state-of-the-art performance on a foundational dataset

where the best previously reported algorithm is using human engineered subject agnostic

features.

6.3 Sub-transfer Learning for Retuning the Outlier User Accuracy

The main contribution of this chapter is the analysis and significant boosting of the clas-

sification accuracies for the outlier subjects for HAR using a black-box deep learning model

for motion-sensitive applications. We perform an in-depth analysis of two different learn-

ing representations while using a data augmentation technique to artificially increase the

training data and provide an extensive comparison between the classification performances

of these two training methods. For subject-based classification tasks, we clearly and sta-

tistically significantly demonstrate that our novel sub-transfer learning representation can

enhance the classification accuracies of the state-of-the-art 1D-CNN classifier substantially

especially for the outlier subjects only using a handful samples from the test data. Here,

the knowledge transferred from a source model to the sub-transfer model helps to optimize

the model parameters which results in higher classification accuracies. In real-world applica-

tions of HAR, a user can train the sub-transfer learning model using just 10-15 observations

to achieve the best classification performance compared to the state-of-the-art model. On

the other hand, subject-specific learning with no prior experience will provide a competitive

performance for a classification task with inadequate resources. To explore the statistical

significance between the performances of each learning representations, we have performed a

non-parametric Wilcoxon signed-rank test which demonstrates that our proposed sub trans-
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fer learning model using prior training knowledge provides the statistically significantly better

classification performance compared to the other learning representations.

6.3.1 Contribution 3

We have introduced sub-transfer learning model to improve the practical performance by

boosting the limited sample space of outlier and difficult subjects and sub-transferring from

a source model to achieve unprecedented performance on human activity recognition with

demonstrable statistical significance.

6.4 Future Work

Although this dissertation has made significant contributions to knowledge in how HAR

applications benefit from different learning representations, exciting work remains in prop-

erly formulating several rules-of-thumb when it comes to choosing correct topologies and

learning representations. Specifically, future work should look at the different data reposito-

ries with different sizes, number of classes and observations per class labels to identify the

complex statistical relationship between the performance of the learning algorithm and the

specifications of the dataset. Although our study reinforces a significant argument that the

performance of deep learning algorithms can be improved by applying the data augmenta-

tion techniques specifically when the accuracy is lower than conventional approaches, future

work can investigate other learning representations such as including the augmented sam-

ples in the training of the first source model for a more challenging comparison. Practically

speaking, this is impossible for a real-world application since the developers do not have

access to the user data prior to marketing the product. However, as more outlier users are

added to the system, their data can potentially be used to further boost the performance of

the algorithm with and without augmentation.
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