November 2021

Novel Approach to Integrate CAN Based Vehicle Sensors with GPS Using Adaptive Filters to Improve Localization Precision in Connected Vehicles from a Systems Engineering Perspective

Abhijit Vasili
University of South Florida

Follow this and additional works at: https://digitalcommons.usf.edu/etd

Part of the Computer Sciences Commons, Electrical and Computer Engineering Commons, and the Urban Studies and Planning Commons

Scholar Commons Citation

This Dissertation is brought to you for free and open access by the Graduate School at Digital Commons @ University of South Florida. It has been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Digital Commons @ University of South Florida. For more information, please contact scholarcommons@usf.edu.
Novel Approach to Integrate CAN Based Vehicle Sensors with GPS Using Adaptive Filters to Improve Localization Precision in Connected Vehicles from a Systems Engineering Perspective

by

Abhijit Vasili

A dissertation submitted in partial fulfillment of the requirements for the degree of Doctor of Philosophy in Electrical Engineering
Department of Electrical Engineering
College of Engineering
University of South Florida

Major Professor: Wilfrido A. Moreno, Ph.D.
Chung Seop Jeong, Ph.D.
Zhenyu Wang, Ph.D.
Mahshid Rahnamay Naeini, Ph.D.
Fernando Falquez, Ph.D.

Date of Approval:
November 10, 2021

Keywords: V2V, V2X, Kalman Filter, SLAM, SE

Copyright © 2021, Abhijit Vasili
Dedication

To Nana, Amma, Annai. To my Guru and Mavayya. The journey would not be possible without their endless support and belief and my faith in them.
Acknowledgments

I would like to thank my advisor, Dr. Wilfrido A. Moreno, for the constant guidance and support throughout my research.

I would like to thank Dr. Zhenyu Wang for always being there to guide me in the path of research. It was every day learning to work under his guidance.

I want to take this opportunity to thank Dr. Pei Sang Lin, Dr. Zhenyu Wang, Dr. Sisinnio Concas, and Dr. Achilleas Kourtellis. They have paved research ideologies and constantly guided me through the abundance of research experiences in the field of transportation while/during working in their group Intelligent Transportation Systems Traffic Operations and Safety as a Research Assistant.

I want to thank the team at Brandmotion for the opportunity to work in the team testing applications for the Tampa Hillsborough Expressway Authority Connected Vehicle pilot project in Tampa. Later, being a part of the hardware installation teams and being a core intern working with the entirety of the operations in the Connected Vehicles’ community of work.

I would like to thank Dr. Chung Seop Jeong, Dr. Mahshid Rahnamay Naeini, and Dr. Fernando Falquez for taking the time to be a part of my Ph.D. guidance committee and for providing valuable suggestions and guidance.
# Table of Contents

List of Tables ......................................................................................................................... iv

List of Figures .......................................................................................................................... v

Abstract ................................................................................................................................... ix

Chapter 1: Introduction ............................................................................................................ 1
  1.1 Background ...................................................................................................................... 1
  1.2 Contributing Statement ................................................................................................. 4
  1.3 Overview ....................................................................................................................... 5

Chapter 2: Connected Vehicles ............................................................................................... 7
  2.1 Smart City ..................................................................................................................... 7
  2.2 Connected Vehicle Technology Introduction ............................................................... 8
  2.3 Vehicular Communication ........................................................................................... 9
    2.3.1 Dedicated Short Range Communication (DSRC) ................................................. 10
    2.3.2 Long Term Evolution (LTE) ................................................................................ 11
    2.3.3 5G ......................................................................................................................... 12
  2.4 Applications .................................................................................................................. 13
    2.4.1 V2V Safety Applications ..................................................................................... 13
    2.4.2 V2I Safety Applications ..................................................................................... 14
    2.4.3 Mobility .............................................................................................................. 15
    2.4.4 Environmental .................................................................................................... 16
  2.5 GPS Impacting CV Applications .................................................................................. 18

Chapter 3: State-of-the-Art Localization .................................................................................. 22
  3.1 Dead Reckoning .......................................................................................................... 22
  3.2 Global Positioning System (GPS) ................................................................................ 23
    3.2.1 Radio Technical Commissions of Maritime (RTCM) ........................................ 24
    3.2.2 Precise Point Service (PPS) .............................................................................. 25
    3.2.3 Differential GPS (DGPS) .................................................................................. 25
    3.2.4 Real-Time Kinematics (RTK) ............................................................................ 26
  3.3 Inertial Navigation System (INS) ................................................................................ 26
  3.4 Light Detection and Ranging (LiDAR) ......................................................................... 27
  3.5 Vision Based Localization ............................................................................................ 28
  3.6 State-of-the-Art Comparison ....................................................................................... 28

Chapter 4: CAN Bus Design Model ......................................................................................... 31
  4.1 Background ................................................................................................................... 31
Appendix A
A.1 Probability
A.1.1 Continuous Random Variables
A.1.2 Mean and Variance for Continuous Variables
A.1.3 Gaussian Distribution
A.2 Bayes’ Rule
A.3 State Space Model

References

Chapter 5: Vehicle Kinematic Modelling for Localization
5.1 Vehicle Kinematic Model
5.2 Constant Turn Rate Constant Velocity
5.3 Audi Autonomous Driving Dataset (A2D2)
5.3.1 Sensor Setup
5.3.2 Dataset Information
5.4 Tampa CV Pilot Data
5.4.1 Basic Safety Messages (BSM)
5.4.2 Traveler Information Messages (TIM)
5.4.3 Signal Phasing and Timing (SPaT) Messages

Chapter 6: Adaptive Filtering to Couple GPS with Vehicle Sensors
6.1 Filter Model 1 (Algorithm 1) Bicycle Model
6.2 Filter Model 2 (Algorithm 2) CTCV
6.3 Results
6.3.1 Analysis
6.3.1.1 Heading Angle
6.3.1.2 Vehicle Speed
6.3.1.3 General Trajectory Analysis
6.3.2 Evaluation
6.3.2.1 Dataset 1
6.3.2.2 Dataset 2
6.3.2.3 Dataset 3
6.3.2.4 Overall Comparison
6.3.2.5 Cost Benefit Analysis

Chapter 7: Conclusion and Future Work
7.1 Future Work

Observed Data
Appendix B: Permission for Chapter 2 ................................................................. 116

Appendix C: Flow of Python Based Framework ..................................................... 117
List of Tables

Table 2.1 DSRC vs LTE. ...........................................................................................................12
Table 2.2 Applications tested in CV pilot projects in US.........................................................17
Table 3.1 GPS errors description. ..........................................................................................24
Table 3.2 State-of-the-art accuracies of navigation devices. ..................................................29
Table 4.1 Message frame format for CAN 2.0A. .................................................................33
Table 4.2 Message frame format for CAN 2.0B.................................................................34
Table 4.3 OBD II pin description. .........................................................................................38
Table 5.1 Dataset 1 (Munich data sequence) information. ......................................................49
Table 5.2 Dataset 2 (Gaimersheim data sequence) information............................................49
Table 5.3 Dataset 3 (Ingolstadt data sequence) information................................................49
Table 6.1 RMSD comparison between filters.................................................................88
Table 6.2 Cost benefit analysis .......................................................................................90
List of Figures

Figure 1.1 Fatalities divided into vehicle types reported by NHTSA .............................................. 1
Figure 1.2 Research hierarchy in transportation systems. ................................................................. 3
Figure 2.1 Smart city architecture .................................................................................................. 7
Figure 2.2 VANET illustration ......................................................................................................... 9
Figure 2.3 LTE communication layers. .......................................................................................... 11
Figure 2.4 Illustration of GPS error not giving blind spot warning ............................................... 19
Figure 2.5 Illustration of GPS error giving false blind spot warning ............................................ 20
Figure 2.6 Illustration of GPS error hindering performance of EBW. ............................................ 20
Figure 2.7 Illustration of GPS error hindering performance of FCW ............................................ 21
Figure 2.8 Illustration of GPS error hindering performance of queue warning ............................. 21
Figure 3.1 GPS positioning methodology ....................................................................................... 23
Figure 3.2 DGPS communication diagram ..................................................................................... 25
Figure 4.1 Vehicular network without CAN ................................................................................... 32
Figure 4.2 Vehicular network with CAN ......................................................................................... 32
Figure 4.3 GPS + INS block diagram ............................................................................................. 36
Figure 4.4 Modified system to accommodate vehicle sensors ....................................................... 36
Figure 4.5 Illustration of a connected vehicle ................................................................................ 37
Figure 4.6 System block diagram .................................................................................................. 40
Figure 4.7 CV system integration with CAN .................................................................................. 41
Figure 4.8 Systems engineering ‘V’ diagram .................................................................................. 42
Figure 4.9 Design engineering block diagram

Figure 5.1 Kinematic model of the path traveled

Figure 5.2 Illustration of ICR

Figure 5.3 CTCV model diagram

Figure 6.1 Density distribution of longitude from dataset 1

Figure 6.2 Density distribution of latitude from dataset 1

Figure 6.3 Density distribution of longitude from dataset 2

Figure 6.4 Density distribution of latitude from dataset 2

Figure 6.5 Density distribution of longitude from dataset 3

Figure 6.6 Density distribution of latitude from dataset 3

Figure 6.7 Trajectory predictions comparison for dataset 1

Figure 6.8 Trajectory predictions comparison for dataset 2

Figure 6.9 Trajectory predictions comparison for dataset 3

Figure 6.10 Predictions for heading in dataset 1

Figure 6.11 Predictions for heading in dataset 2

Figure 6.12 Predictions for heading in dataset 3

Figure 6.13 Starting uncertainty for dataset 1

Figure 6.14 Starting uncertainty for dataset 2

Figure 6.15 Starting uncertainty for dataset 3

Figure 6.16 Heading prediction uncertainty dataset 1

Figure 6.17 Heading prediction uncertainty dataset 2

Figure 6.18 Heading prediction uncertainty dataset 3

Figure 6.19 Speed prediction comparison for dataset 1
Figure 6.20 Speed prediction comparison for dataset 2.................................................................69
Figure 6.21 Speed prediction comparison for dataset 3.................................................................69
Figure 6.22 Trajectory of predictions from iterations 1100 to 1500 in dataset 1 .........................71
Figure 6.23 Trajectory of predictions from iterations 2200 to 2500 in dataset 1 .........................71
Figure 6.24 Trajectory of predictions from iterations 50 to 950 in dataset 3 ...............................72
Figure 6.25 Trajectory of predictions from iterations 2300 to 2800 in dataset 3 .........................72
Figure 6.26 Trajectory of predictions from 1650 to 1755 in dataset 2 ........................................73
Figure 6.27 Trajectory of predictions from 1755 to 1855 in dataset 2 ........................................73
Figure 6.28 Trajectory of predictions from 1855 to 1945 in dataset 2 ........................................74
Figure 6.29 Trajectory comparison for all the circles combined in dataset 2 ................................74
Figure 6.30 Trajectory comparisons for iterations 2950 to 3150 in dataset 1 ..............................75
Figure 6.31 Trajectory comparisons for iterations 3650 to 3950 in dataset 1 ..............................76
Figure 6.32 RMSD comparison of X for turn segments dataset 1 .................................................77
Figure 6.33 RMSD comparison of Y for turn segments dataset 1 .................................................78
Figure 6.34 Trajectory comparison for dataset 1 at turn 4 ...........................................................78
Figure 6.35 Trajectory comparison for dataset 1 at turn 3 ...........................................................79
Figure 6.36 RMSD comparison of X for straight segments dataset 1 .........................................79
Figure 6.37 RMSD comparison of Y for straight segments dataset 1 .........................................80
Figure 6.38 Trajectory comparison for dataset 1 at straight 4 ......................................................80
Figure 6.39 RMSD comparison of X for turn segments dataset 2 .................................................81
Figure 6.40 RMSD comparison of Y for turn segments dataset 2 .................................................82
Figure 6.41 Trajectory comparison for dataset 2 at turn 8 ...........................................................82
Figure 6.42 RMSD comparison of X for straight segments dataset 2 .........................................83
Abstract

Research and development in Connected Vehicles (CV) Technologies has increased exponentially, with the allocation of 75 MHz radio spectrum in the 5.9 GHz band by the Federal Communication Commission (FCC) dedicated to Intelligent Transportation Systems (ITS) in 1999 and 30 MHz in the 5.9 GHz by the European Telecommunication Standards Institution (ETSI). Many applications have been tested and deployed in pilot programs across many cities all over the world.

CV pilot programs have played a vital role in evaluating the effectiveness and impact of the technology and understanding the effects of the applications over the safety of road users. The evaluation of applications from the pilot program has resulted in the core interest in discussing the challenges CV technology faces. In CVs, the vehicle's position is monitored by Global Positioning System (GPS) via Global Navigation Satellite System (GNSS) antennas placed on the vehicle. While the precision of GPS presented by GPS.gov states that the accuracy of high-quality GPS has a horizontal accuracy of less than or equal to 1.8 meters 95% of the time. In comparison, GPS-enabled smartphones with built-in Inertial Measurement Units (IMU) have shown an accuracy of 4.9 meters [1] under open skies. Also, it is stated that the GPS accuracy is impacted by the interference of physical objects such as “buildings, bridges, trees, etc.”[2].

The current CV applications are predominantly dependent on the GPS for the vehicle’s location measurements, making the accuracy of the GPS a significant factor impacting the performance of the CV technology. For example, the average width of a car is about 1.65 meters, and the width of the lane ranges from 2.5 meters to 3.25 meters. Considering an estimated position
error from the GPS being 1.8 meters, the car location could be estimated to be a lane away from its actual lane position.

In this research, a novel approach of coupling vehicular sensors to the GPS devised using adaptive algorithms is proposed. The simulations results support the proposed novel approach that can be adapted in CVs to increase vehicle localization accuracy. The results presented show the Root Mean Square Deviation (RMSD) of about 1.5 meters compared to the GPS values.

Using the Systems Engineering (SE) approach, the aim of this research topic is to contribute to increase the accuracy in CV localization. A conceptual design to integrate in vehicle sensors into CV technology is presented. A Python program framework to implement the sensor fusion techniques is contributed as a byproduct of the research. Using the framework analysis of the simulation results are presented and documented. Finally, RMSD is used to evaluate the goodness of the novel approach and a cost benefit analysis is provided to understand the benefit of the novel technique.
Chapter 1: Introduction

1.1 Background

The number one casualties of road accidents have been statistically proven to be caused by cars and light trucks, which comprise sports utility vehicles (SUV) and minivans. The main reason for these fatalities have been shown to be driver error in the form of inattentiveness, carelessness, and other reasons [3]. According to the data published by the United States Department of Transportation National Highway Traffic Safety Association (NHTSA), the total number of fatal crashes constituted about 52,000 in the year 2018. Of these crashes, the involvement of passenger vehicles and light trucks contributes to about 77%.

![Figure 1.1 Fatalities divided into vehicle types reported by NHTSA.](image)

While many engineering-based research projects deal with providing mitigating solutions to vehicle-related facilities, the answers do not only lie in the educational province of engineering but, it must require a holistic research approach where a cumulative solution(s) is found by multi-
disciplinary research teams such as economists, policymakers, engineers, public health personnel, all working together.

The major solution hovering over the problem of human carelessness driving is to reduce the involvement of humans in driving with the help of innovative solutions such as the ones being developed for autonomous vehicles. Although there has been advancement in the autonomous vehicle technologies in the research front and has started to enter the market by companies such Tesla, GM, etc., it is far from achieving complete autonomy, not until entirely or most of the vehicles that are placed on public roads are completely autonomous or have the capability to communicate within themselves, accurately determine localization, collision avoidance, and many other safety and mobility capabilities.

The primary goal for researchers approaching this issue is to increase the transportation system’s safety and increase the transportation system efficiency. In this approach towards transportation systems, the safety of the transportation system deals with crash reduction and first responders time management; these processes must be mitigated under the umbrella of cost management. In [4], it is explained that there are different dimensions to safety in transportation systems, including incidents, crashes, incident emergency recourses, and human behavior. Further questions can be researched by considering the lighting levels, geometric parameters, traffic speeds, and weather conditions. Additionally, the effects of increasing safety to reduce the count on accidents and/or to reduce the severity of the accident and finally the impact of reduction of crashes on the economy. The second increase in efficiency deals with the research on understanding the causes of bottlenecks, queues, and slowdowns. This issue is addressed more in terms of travel time and traffic speed. These issues have been researched from the geometric
layouts and using communication to devise vehicles and infrastructures with information from sensors.

![Diagram]

Figure 1.2 Research hierarchy in transportation systems.

Meanwhile, many major cities worldwide started adopting the concepts of smart cities, where sensors are used to detect and transfer information to the appropriate applications, first responders, governance, and other implementing organizations. The CV is a part of this urban movement which thrives on starting the channel of communication between the vehicles using this technology, communicate the information from these vehicles to the traffic control organizations.
and first responders, and communicate with the traffic signals and traffic control devices for bettering the mobility and safety of the traffic.

1.2 Contributing Statement

Though the idea is novel and the application for this technology is massive, the applications currently built to work with this technology are majorly dependent on the GPS. While for the testing of the applications, the quality of the data that the system delivers might work, in the real-world application, the error radius of the GPS is too high for the vehicle's use. Though there has been much research to increase the GPS's accuracy by adding IMUs and integrating the data to INS sensors, the systems have too many drift factors associated with them. In this research project, an adaptive Extended Kalman Filter (EKF) is used to optimize localization accuracy, which fuses the data from the vehicles’ sensors and the GPS data to improve the accuracy of existing localization methodologies. The research also provides an approach to adapt to those vehicles with a limited number of sensors. However, the proposed solution is expected to be able to produce better accuracy than GPS.

A Systems Engineering (SE) approach was followed in the research process. The research closely incorporated the design engineering process from SE in transportation proposed by the International Council on Systems Engineering (INCOSE) Transportation chapter [5].

The main contribution in this research is the novel approach that integrates the in-vehicle sensors into the CV technology to enhance localization accuracy in autonomous vehicles following a Systems Engineering approach. The systems engineering approach was followed to identify the need for the novel solution. In addition, a by-product of this research is the design, development and validation of a research platform using Python for sensor fusion based research.
1.3 Overview

The dissertation focuses with an underlying accuracy limitation of the existing GPS. Further progressing into the document, emphasis is given on the present state-of-the-art technologies that have been used to improve the accuracy of the GPS.

In Chapter 2 discussion about the different CV technologies and the benefits of Smart Cities will be made. Information about state-of-the-art technologies used in communications for the CVs will be discussed, their specific advantages and disadvantages will also be presented. Moreover, the applications used in the current CV pilot programs will be explained, and the challenges facing by these applications will be presented.

In Chapter 3, current technological research in Vehicle Localization will be discussed. A brief understanding of localization in self-driving cars will be presented, and the current state of localization in connected vehicles will be discussed. Further, the progression of localization from dead reckoning to fusion of GPS with Inertial Navigation System (INS) will be presented. The focus of this chapter will be a detailed description of the evolution of navigation systems and its limitations. Primary emphasis will be on the GPS and the errors the system accumulates. The accuracies of the current state-of-the-art techniques, their advantages, and limitations will be tabulated.

In Chapter 4, a brief introduction to Controller Area Network (CAN) with a general overview of the CAN fundamentals and examples of sensors within the CAN are described. In addition, a CV fusion block diagram, and the methodology used to integrate the CAN into the CV technologies are illustrated.

In Chapter 5, the vehicle kinematic bicycle model and Constant Turn Rate Constant Velocity (CTCV) models are presented, which will be used as a base to fuse the vehicle sensor
data with the GPS. Further in the chapter, the Audi A2D2 dataset used in this research is described. Also, the data provided by the CV technologies and in specific, the data from the Tampa CV pilot project is also explained.

In Chapter 6, using the kinematic models, adaptive EKF are used to simulate the data from the A2D2 dataset. Two algorithm approaches are provided to explain the adaptation of multiple sensors to perform optimization in localization. The results of the simulations are provided by breaking down the results into analysis and evaluation. Analysis is used to explain in detail the limitation of the algorithm with fewer sensors over an algorithm with more sensors. And evaluation was used to present the performance of the algorithms compared to each other and compared to GPS locations.
Chapter 2: Connected Vehicles

2.1 Smart City

According to IBM, Smart City is defined as information and communication technologies (ICT) to sense, integrate and analyze the information in main systems in running cities [6]. The smart city comprises of three layers perception layer, application layer, and network layer, this can be the future measurable, connected, operable and intelligent [7]. Figure 2.1 shows the architecture of the three layers that form smart cities.

![Smart City Architecture Diagram]

Figure 2.1 Smart city architecture.

---

1 Parts of this chapter were published by IEEE in [8]. Permission is included in Appendix B
With the advent of Internet of Things (IoT), many cities are under extreme evolution to integrate technology into the routine of the residents. A brief framework to access the routines of a city to digitalize the cities then giving them capabilities to apply intelligent functions is a crucial step. For this purpose, smart cities adopt (ICT) [9]–[11] to collect data from different types of sensors to improve the quality of safety, mobility, emergency, and environmental issues. One of the parts of the smart cities initiative is the CV.

2.2 Connected Vehicle Technology Introduction

There are two driving issues for bringing communication between vehicles, the need for the safety of transportation and the increasing population in cities, which will lead to congestion, which will tamper with the economic and environmental problems. In a 2012 report [12], it is mentioned that the US accumulates 121 billion dollars in conjunction with the extra fuel costs and travel time because of congestion in 498 urban areas. Connected vehicles show a promising solution to traffic congestion and also using On-Board Units (OBU) to process driver assistance signals [13], [14].

CV refers to vehicles that are connected wireless, which communicates with other vehicles and also with other external environments. To encompass all the different communications the vehicle progresses to have, they can be bracketed into three major groups of communication. Vehicle to Vehicle (V2V), Vehicle to Infrastructure (V2I), and Vehicle to Everything (V2X). CVs are considered as the fundamental system that will form the Internet of Vehicles (IoV), a mobile system that collects, shares, analyzes, computes, and sends the information which will evolve the next generation ITS [15].
2.3 Vehicular Communication

It is believed that the advances in inter-vehicle communication will reinvent the future of transportation systems. With the introduction of inter-vehicle communication or V2V, information that is gathered in a vehicle is not isolated to itself anymore. The data collected from the onboard sensors, control systems, and onboard computers can be efficiently communicated to the vehicles present in the proximity. Without any addition to the road infrastructure, safety applications such as collision detection, blind-spot warning, information sharing, and interactive applications can be enabled [16], [17].

CV is a form of Ad-hoc network, a network structure that is decentralized wireless communication that creates temporary communication channels between the clients. In the CV, the Ad-hoc network is called Vehicular Ad-hoc Network (VANET)[18].

Figure 2.2 VANET illustration.
Figure 2.2 shows a simple example of VANET. Clients in VANET are called On-Board Units (OBU). These are embedded computers that are devices in every car to gather the information from the vehicle and the location data from the GPS. The nodes in VANET are called Road Side Units (RSU). These devices are used to gather the data from vehicles to further process in need for application use. When two cars communicate i.e., when two OBUs communicate, it is a V2V communication, and when the OBU is communicating with the RSU, it is V2I communication [19].

The most researched technologies for VANET communication are Dedicated Short Range Communication (DSRC), Long Term Evolution (LTE) [20], and 5G [15].

2.3.1 Dedicated Short Range Communication (DSRC)

DSRC is one of the oldest communication mediums for VANET. The amendment of IEEE 802 in 2011 to form the IEEE 802.11 standard which describes the DSRC protocol. IEEE 802.11p comprises of the physical layer and a part of data link layer called Medium Access Control (MAC) sublayer. IEEE 802.11p is a modification of IEEE 802.11, which covers the Wi-Fi standard [21]. This addition of the MAC sublayer to the physical layer creates the distinction of Vehicular Wi-Fi called Wireless Access for Vehicular Environments (WAVE). Different layers of the protocol use the WAVE addressed by the IEEE 1609 standard. There have been extensive academic and industry research that has been addressing the communication attributes of DSRC [22]–[26]. In addition, other research that has focused on enhancing the performance in MAC layer and physical layer have been performed. [27]–[30].

IEEE 1609.4 is used in MAC sublayer extension for channel switching. IEEE 1609.3 is used as the network layer, which includes the short message protocol for WAVE (WSMP). Further,
1609.2 is the security layer, but DSRC also uses Internet Protocol 6 (IPv6), Transmission Commission Protocol for the network and security layers.

The US Federal Communication Commission (FCC) has dedicated the 5.85 GHz to 5.925 GHz band, a 75 MHz bandwidth allocation for DSRC [31]. Also the European Telecommunication Standards Institute (ETSI) has dedicated the band from 5.795 to 5.805 GHz of DSRC [32].

2.3.2 Long Term Evolution (LTE)

The LTE is an evolution from Global System for Mobile Communication (GSM), which uses the Universal Mobile Telecommunication (UMTS) standards[33]. In [34], it is mentioned that the LTE has an uplink speed of about 50 Mbps and a downlink speed of about 150 Mbps. In the practical approach, the speeds depend on the availability of bandwidth from the carrier tower.

Figure 2.3 LTE communication layers.

Figure 2.3 shows the four different layers in LTE[35], [36]. The first layer is the physical layer, where all the information from the second layer Medium Access Control (MAC) layer, is carried over the air. It controls protocols such as link adaption, synchronization with cell phone
and power control [37]. In the second layer, MAC data from the transport layer is added with a specific MAC header, and at the end of the data, padding is added. In the RLC or the third layer, operations such as segmentation and reassembly are performed. Here there are three modes for operation, i.e., acknowledgment, un-acknowledgment, and transparent modes. In the final layer PDCP layer, operations such as decryption, redundancy removal, sequence numbering, and decompression are performed.

Table 2.1 shows the outline differences between the DSRC and LTE pertaining to the CV technologies.

Table 2.1 DSRC vs LTE.

<table>
<thead>
<tr>
<th>DSRC</th>
<th>LTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>No additional infrastructure is required (Decentralized)</td>
<td>A base station is required to be present</td>
</tr>
<tr>
<td>Onboard Communication using Antenna</td>
<td>Cell network</td>
</tr>
<tr>
<td>3 – 27 Mbps</td>
<td>50Mbps uplink 150 Mbps downlink</td>
</tr>
<tr>
<td>Good beacon transfer until medium volume</td>
<td>Good beacon transfer even in high volume</td>
</tr>
</tbody>
</table>

2.3.3 5G

With the rapid increase in vehicular communications, a new application for IoT was referred to as Internet of Connected Vehicles (IoCV) [38], [39]. The IoCV is defined as a mobile communication system in which vehicles communicate within themselves and the RSUs with the help of public networks[40]. It is specified that 5G network is crucial to handle the heavy loads of connectivity requirements in IoCV [41], [42]. 5G has high bandwidth and low latency compared to 4G, with an increase in quality for users [43]. With the help of 5G, the huge data generated by
vehicles can be transferred to cloud for processing to tackle the applications of IoCV [44]. The major limitation for present implementation is the distance of the macro base station and the cloud, which will limit feedback operations to complete tasks in IoCV [45]. To provide real-time application feedback and services, the implementation of edge computing is crucial. By implanting edge computing and local computing capabilities at RSU and user level, data uploading tasks can be reduced and more applications can be implemented [46], [47].

2.4 Applications

The major advantage for CV is that opens a gateway to implement various number of applications. There have been about 40 applications that have been showcased in the United States Department of Transportation (US DOT) CV pilot Deployment Program [48]. The applications are categorized majorly into V2I safety, V2V safety, Environment applications, Mobility applications. Most of the applications listed in the spec of the CV scope are conceptual research approaches to apply the problem but were not actually developed to be used in real tests. A list of applications that are being tested in the current Pilot Programs are explained below.

2.4.1 V2V Safety Applications

Below is a list of safety application that use V2V communication.

- Emergency Brake Lights (EEBL) [49]: In case a vehicle brake suddenly, this application will provide not just the car behind but also cars on the same line a little further behind with an alert for the drivers to be aware of the situation.

- Forward Collision Warning (FCW) [49]: This application alerts the following vehicle with a warning if the driver is driving too close to the leading vehicle in order to alert a potential collision between the cars.
• Intersection Movement Assist (IMA) [49]: This application alerts the drivers when it is unsafe to enter the intersection in case of a large building or any other object physically blocking the view of the driver entering the intersection.

• Blind Spot Warning (BSW) [49]: This application triggers an alert if a vehicle is trying to change lanes and turns on the indicator and a car is present in the blind spot area.

• Turning In Front of Bus [50]: This application provides an alert to the bus driver when a car is turning in front when the bus is stationed at the bus stop.

• Left Turn Assist [49]: It is similar to the IMA, but in this case, the vehicle is trying to make a left turn, and the alert is posted if there is traffic coming in the opposite direction.

2.4.2 V2I Safety Applications

Here, a list of safety applications that use V2I communication.

• Red Light Violation (RLVW) [51]: The application uses signal timing to alert the vehicles if the car is positioned crossing the stop line.

• Curve / Banking Speed Warning (CSW) [51]: The application uses speed detection radars to alert vehicles if the speed of the vehicles is more than the posted speed limit for the curve.

• Stop Sign Assist (SSGA) [51]: This application uses cameras and lidars to alert the vehicles approaching a stop line.

• Pedestrians on Crosswalk [52]: A LiDAR is usually used in this application to keep monitoring the crosswalks and send alerts to cars approaching the crosswalk in the presence of bicycles and pedestrians.
• Spot Weather Warning (SWIW) [53]: Hazardous weather warnings are broadcasted to the vehicles entering areas with extreme weather conditions.

• Do Not Pass: This application alerts the drivers if a vehicle is trying to pass and there is a vehicle coming in the opposite direction.

• Work Zone Alert (RSWZ) [53]: The application sends work zone alerts to the vehicles that are approaching work zones.

2.4.3 Mobility

Henceforth are listed mobility related applications.

• Traffic Signal System (I-SIG) [54]: This application changes the signal timing, depending on the priority of the signal which can be set to increase the movement of cars in one direction.

• Transit/ Fright Signal Priority (TSP) [54]: The application changes the signal when transit vehicles are approaching the intersection.

• Dynamic Speed Harmonization (SPD-HARM) [55]: This application recommends vehicles with appropriate speed in case of congestion or incidents to maximize mobility and reduce crashes.

• Platooning/ Cooperative Cruise Control (CACC) [55]: This application is used to dynamically monitor and control the cruise control in platooning vehicles to improve the traffic flow.

• Queue Warning (Q-WARN) [55]: The application warns the driver about the queues that are already present on the roads.

• RESCUEME Application [56]: This application is an mixture of applications that are designed to be used by first responders.
- Routing decisions to emergency vehicles.
- An incident scene alert is broadcasted to the drivers that are approaching the incident with the appropriate traffic behavior operations.
- In case of evacuation, vehicles are provided with safe routes to the nearest shelter.
  - Transit and Ride Sharing (T-DISP) and (D-RIDE) [57]: The application coordinates between passengers and different public transport providers to increase transit operations.

2.4.4 Environmental

The applications that are designed to enhance the environmental impact are mentioned below.

- Eco Traffic Signal Priority & Timing [58]: Using the same technologies from traffic signal priority, increasing signal timing for lanes with more congestion which invariantly will reduce the fuel consumption.
- Eco Cruise Control [59]: Derived from the cooperative cruise control application, the platooning vehicles variables are used to optimize the cruise control parameters to reduce emissions.
- Eco Ramp Metering [59]: This application is also a derivative of traffic signal priority where the signal priority for the queued vehicles entering the ramps and exiting the ramp are given priority to reduce emissions.
- Eco Lane Management [59]: This application is designed to establish pre-defined eco lanes, which dynamically change the lane parameters regarding weather conditions.
- Dynamic Eco Routing [59]: A navigation application that provides vehicles with the most eco-friendly route.
In Table 2.2, a list of the applications that have been used in the pilot projects in the US [8] is listed. Detailed information on the performance of the applications has been provided in the respective pilot project reports [60]–[64].

Table 2.2 Applications tested in CV pilot projects in the US.

<table>
<thead>
<tr>
<th>Application Name</th>
<th>NYCDOT CV</th>
<th>THEA CV</th>
<th>WYDOT CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward collision warning</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Emergency break light</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Blind spot warning</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lane change assist</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intersection movement assist</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Vehicle turning in front of transit</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Intelligent traffic signal system</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Speed compliance</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work zone warning</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Banking speed</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Red light violation</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oversize vehicle compliance</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emergency evacuation information</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pedestrian at crosswalk</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Mobile access pedestrian signals</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Transit signal priority</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Situation awareness</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Spot weather warning</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Distress notification</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Wrong way entry</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>End of ramp speed warning</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>
2.5 GPS Impacting CV Applications

Figure 2.4 illustrates a scenario where a vehicle is trying to make a right turn, and another vehicle is in the lane. The BSW application will alert the driver making the right turn once the indicator is turned on about the car that is present in the blind spot. But in this scenario, because of the error of the GPS, the location of the vehicle is assumed to be behind the car that is making the right turn. Since the application has been misinformed about the position of the vehicle being behind the car making a right turn and it assumes that the right lane has no car and no alarm will be triggered, which will defeat the purpose of the application. In Figure 2.5, a reverse scenario if the vehicle was actually behind the vehicle turning and the GPS gives the wrong position of the vehicle showing the vehicle in the blind spot area, a false BSW alert will be sent to the driver, thereby causing confusion.

In Figure 2.6, the illustration shows another scenario in which the cars are following each other in the same lane. The leading car makes a sudden brake because of an obstacle, the car that is following should immediately receive an EEBL warning. In this scenario, the error from the GPS has given the application the location of the following car to be not behind the leading car. In this case, the application will not send an EEBL to the following car, which can result in a crash defeating the purpose of the application.

In Figure 2.7, a similar scenario as previously is presented where there is a leading car and a car following the leading car. A FCW will be alerted to the following car when the leading car slows down, or the two cars come too close to each other. In our scenario, the GPS error sends the location of the vehicle further behind the vehicle than the actual position. If the vehicle is not in the range for FCW, no signal will be given to the following car.
Figure 2.8 illustrates another scenario, where a queue of cars are backed up making a right turn or trying to exit an interstate, and the exit ramp is backed up. GPS keeps jumping locations of the vehicles within the error range. In this scenario, the locations of a group of vehicles are shown in a lane where there is no queue, but an approaching vehicle 200 meters away will be sent a queue warning of the wrong lane.

All the illustrations are pointers as to the importance of the precision of the GPS. With the current accuracies, the applications will perform with a lot of false alarms. There is an urgent need to address the problem of GPS accuracy.

Figure 2.4 Illustration of GPS error not giving blind spot warning.
Figure 2.5 Illustration of GPS error giving false blind spot warning.

Figure 2.6 Illustration of GPS error hindering performance of EBW.
Figure 2.7 Illustration of GPS error hindering performance of FCW.

Figure 2.8 Illustration of GPS error hindering performance of queue warning.
Chapter 3: State-of-the-Art Localization

Vehicle navigation is one of the most important aspects of the automobile industry[65]–[73]. A lot of innovative technologies have evolved over time. As mentioned in [74], with information like where and when to make a lane change in coordination with the planned route, the accuracy of the navigation systems and maps has to be improved [75]–[78]. Also, it is mentioned that with the development of ITS applications such as Advance Driver Assistance Systems (ADAS), not only depend on the accuracy of navigation systems but also the reliability of the systems[79]. The major commercially available navigation systems use the information received from the GPS and match it to the digital maps called map matching [77], [78], [80], [81]. In map matching, the most likely position of the vehicle on the road is estimated with the input from the GPS and is matched with the position of roads in the digital maps. Urban environments pose a bigger problem with the presence of obstacles like buildings which will force the GPS to work with a poor geometric constellation of satellites. This will increase the errors in estimations [82]–[85]

3.1 Dead Reckoning

It is one of the oldest navigation techniques. In this technique heading sensors or compass sensors and distance measurement sensors are used to calculate the displacement vector. This method is used in a recursive method to determine the position of the vehicle. However, the accuracy of the dead reckoning method constantly degrades because of the cumulative errors in the sensors [86].
3.2 Global Positioning System (GPS)

GPS is a part of GNSS. GPS is a US-owned utility that provides navigation, timing, and position[2]. The GPS uses six orbital planes around the earth with 4 satellites in each orbital plane [87]. The GPS needs three satellites to produce location on earth. The fourth satellite is used to validate the other three satellites.

![GPS Diagram](image)

Figure 3.1 GPS positioning methodology.

As shown in Figure 3.1, as a basic concept, GPS determines the position of the GPS-enabled device using a process of triangulation. This is calculated by measuring the distance of an unknown location to three known locations. Then the distance being the radius of the intersection of the three circles will be the position of the GPS device. Table 3.1 shows the errors that are accumulated in a GPS [87].
Table 3.1 GPS errors description.

<table>
<thead>
<tr>
<th>Error Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ionosphere delays</td>
<td>Atmosphere slows the satellite speed.</td>
</tr>
<tr>
<td>Signal multipath</td>
<td>GPS signal reflecting off buildings</td>
</tr>
<tr>
<td>Receiver clock error</td>
<td>Improper timing error at receiver’s device</td>
</tr>
<tr>
<td>Orbital error</td>
<td>The satellite’s reported wrong position</td>
</tr>
</tbody>
</table>

3.2.1 Radio Technical Commissions of Maritime (RTCM)

This method uses a correction stream called RTCM on top of the base GPS signals to improve accuracy. It is a government protocol where base stations are placed at various places that send out a correction stream that has information about the errors which could have been added in the transmission of the data from the satellite. These correction streams of data have information about the turbulence in the ionosphere and troposphere. GPS devices can parse the data by themselves and correct the errors presented by the RTCM.

The drawbacks of this method are, the RTCM is not easily accessible to the public, the GPS has to be equipped with either radio communication or connected to the internet, and also there should be a base station located close enough to the area where the GPS is located. With the modern-day advancement in manufacturing sensors, an RTCM base station can be built at one's own convenience with the help of a GPS module capable of generating the RTCM correction data, a controller to gather the RTCM data, and push it to the internet or the radio signal. The drawbacks are that a very sensitive antenna and a clear sky will be needed. Even with the modern-day advancement, the base system can be built at a fairly low price, but the major drawback is the correction message can only be generated at a speed of 1 Hz. [88]
3.2.2 Precise Point Service (PPP)

The official term for PPP is Standard Positioning Service (SPS). This technique is capable of meter-level accuracy. Another official service is based on L1, and L2 P-code measurements and the broadcast data called Precise Positioning Service (PPS)[88].

PPS is capable of more precise (and accurate) positioning. In principle, dual-frequency data will remove all the ionospheric errors, and the P-code provides higher precision code measurements. However, since the P-code is encrypted, PPS is only available to authorized military and government users.

3.2.3 Differential GPS (DGPS)

![Figure 3.2 DGPS communication diagram.](image)

In DGPS, a GPS receiver position is fixed and called the Base station, and the position of this GPS base station is determined at high accuracy[88]. The base station compares the position received from the satellite to its actual position, as shown in Figure 3.2. Differences between the
positions can be calculated as satellite errors. These errors are sent to other receiver's stations from the base station, these errors are then incorporated, and the corrections into their position can be calculated.

Differential positioning requires correspondence between the base station and vehicles. Assuming errors should be applied progressively, something like four GPS satellites ought to be in view at both the base station and the vehicles. The outright accuracy of the vehicle's processed position will rely upon the outright accuracy of the base station's position.

3.2.4 Real-Time Kinematics (RTK)

At the basic level, the range is calculated by observing the carrier cycles between the vehicle and the satellite and then multiplying the wavelength to the number of cycles. The calculated errors will not reduce errors from satellite clock, ionospheric errors, and tropospheric errors[88]. To take advantage and eliminate the errors, the RTK needs measurements from the base station to the rover station. Like the DGPS, the accuracy depends on the distance of the vehicle from the base station.

3.3 Inertial Navigation System (INS)

An INS involves two particular frameworks, the IMU (inertial measurement unit) and the microcontroller. The IMU involves accelerometers, gyros, and magnetometers that give acceleration and angular velocity estimations. The controller that is the subsequent part utilizes these estimations to process the situation of the framework.

The most notable arrangement obliged for this accuracy issue is to combine an INS to the GPS. Numerous examinations [83], [89]–[93] have taken care of this issue with altogether different filters techniques. In any case the INS is an expensive sensor technology, and INS application in the vehicle application is unreasonable.
In the ego sensors such as vision sensors, radar, and laser scanners can only be utilized to localization when the data that is acquires from the ego sensors are fused in some way with the GPS and then use the Map matching techniques to find the exact road features. This data fusion was achieved using Bayesian filter. The filter based sensor fusion approaches have been extensively used with the positioning computation [74], [94], [103]–[105], [95]–[102].

The Extended Kalman Filter (EKF) is the incredible and obviously used data combination and filtering calculation. It uses the Taylor series to linearize the non-direct conditions related with the limitation issues [94]–[96], [105]. But the EKF gives viable and strong execution to viable applications, the linearization cycle can incite contrasts in an especially nonlinear system. To prevent this issue, progressed non-direct filtering systems, for instance, the molecule filter was introduced [102], [106]. Nonetheless, this strategy requires pointless computational capacity to be executed in installed structures.

3.4 Light Detection and Ranging (LiDAR)

The LiDAR system uses a laser to generate laser pulses to measure the distances to an object and generating a 3D map of the environment[107]. The sensor uses the Technique of Time of Flight (TOF), which is the time taken for the signal from the transmission of the light pulses to the reception of the light back to the sensor. Though LiDAR is primarily used in environment mapping, obstacle avoidance, and detection. The sensor can be integrated with GPS and INS to increase the accuracy of localization applications[108]–[110]. Though the accuracies of the LiDAR sensors are good the major drawback for the solution is that it is a highly expensive sensor and also requires high computational power which can affect real-time applications[108]. Another drawback of the LiDAR solution is that it can fail to scan objects such as glass [110]–[112].
3.5 Vision Based Localization

Research on vision based localization has been conducted because the systems are more robust and reliable and do not encounter interferences which could be a drawback in laser-based proximity sensors[113], [114]. The vision-based systems have many applications including edges, lanes, and intersections on roads. In fact, it has been mentioned [115] that the major goal of computer vision is vision-based navigation. It is also mentioned that visual odometry provides online estimations of the position of the vehicle by analyzing the image sequences captured by the cameras[116].

The major limitations that are posed by visual localization are the analysis is computationally expensive since it requires multiple steps of analysis such as gathering the image, analyzing for the features such as lines, corners etc. then matching the frames of the images and then calculating the position from the pixel displacement between different sequential frames. Also, vision-based localization is highly sensitive to the environment, illuminations, textures, quality of the images, and shadows to name a few. This will make the localization unreliable in extreme environmental conditions [108], [109].

3.6 State-of-the-Art Comparison

The RTK framework is highly accurate and simple to initialize however is perplexing to set up and costly. The RTK framework needs around two recipient frameworks, a base station, vehicle, a GPS antenna for every collector, with a data link between them. An exceptionally exact area of the base station turns into a pivotal component for the accuracy of vehicle localization.

A PPP framework has a more straightforward setup; a solitary recipient, an antenna for getting GPS and L-Band frequencies. The PPP additionally requires a membership to a correction
service provider. Be that as it may, PPP has a more convergence time and somewhat lower precision.

Another differentiator is the standard length. The distance between the base station and vehicle (standard length) on a RTK framework straightforwardly impacts framework exactness. Short standard lengths, a couple of kilometers, RTK is extremely precise. Like referenced before, as the length expands, the accuracy of the arrangement diminishes. At long lengths, RTK will be obsolete. Since PPP doesn't utilize a base station, the separation from the baseline length doesn't influence and can give total exactness anyplace.

The design DGPS and RTK frameworks are comparative. Both the strategies require a base station arrangement at an exactly known area. This vehicle recipient gets revisions from the base station and an data transfer interface between the two receivers. The thing that matters is that RTK utilizes the carrier phase technique, fundamentally more exact than the DGPS, which utilizes a code-based strategy. The benefit of DGPS is that it is profitable over a more drawn out distance between the base station and vehicle recipients, and the framework is more affordable.

Table 3.2 State-of-the-art accuracies of navigation devices.

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS</td>
<td>&lt; 7.8 meters</td>
<td>Low Cost</td>
<td>Satellite signal blockage due to buildings, bridges, trees, etc.</td>
</tr>
<tr>
<td>DGPS</td>
<td>&lt; 1 meter</td>
<td>Range 100 to 200 km</td>
<td>The accuracy of the vehicles’ position will depend on the precise location of the Base Station</td>
</tr>
<tr>
<td>RTK</td>
<td>1 to 2 cm</td>
<td>Range 10 to 20 km</td>
<td>Very expensive and limited range</td>
</tr>
</tbody>
</table>
### Table 3.2 (Continued)

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Data Availability</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPP</td>
<td>&lt; 1 meter</td>
<td>GPS devices can correct the data by themselves.</td>
<td>Data is not easily available for public use, and 1 Hz speed</td>
</tr>
<tr>
<td>INS</td>
<td></td>
<td>Can work in GPS denied areas</td>
<td>Even the best accelerometers, with a standard error of 10 micro-g, would accumulate a 50-meter error within 17 minutes</td>
</tr>
<tr>
<td>GPS + INS</td>
<td>1 to 2 cm</td>
<td>Can work in GPS denied areas</td>
<td>Expensive equipment</td>
</tr>
<tr>
<td>LiDAR</td>
<td>1 to 2 cm</td>
<td>Provides very good accuracy</td>
<td>Very Expensive and high computational costs</td>
</tr>
<tr>
<td>Cameras</td>
<td>1 to 2 cm</td>
<td>Provides very good accuracy</td>
<td>Poor performance in different lighting conditions and high computational costs</td>
</tr>
</tbody>
</table>
Chapter 4: CAN Bus Design Model

4.1 Background

In 1980 Robert Bosch developed the Controller Area Network (CAN) bus to accommodate the needs of many auto manufacturers[117]. Though CAN was developed for automobile networking needs, and its initial development objective was to achieve standardization in communication between the nodes in an embedded system, i.e., nodes are a sensor, actuators, motors, etc., [118]. The CAN protocol developed by Bosh became an ISO standard called ISO 11898. An initial version was released in 1993 called CAN 2.0A, and an extended version was released in 1995 called CAN 2.0B[119]. CAN is a serial multicast, multi-master protocol. Multi-master means any node can send a message when the bus is free, and multicast means all nodes receive the message transmitted on the bus.

Figure 4.1 and Figure 4.2 can be observed as a brief example of vehicular systems without CAN and vehicular systems with CAN. In a vehicle, the most common component is an Electronic Control Unit (ECU) which is essentially an embedded system that comprises of numerous microcontrollers that communicate over the CAN network to control the powertrain, stability control, information panel, etc. [120]. Since the microprocessors cannot communicate directly, a protocol needed to be developed to send and receive data packets. Therefore, an Open System Interconnection (OSI) model, which consists of seven layers, including network layer, data link layer, physical layer, was developed within the CAN protocol to fuse the data link layer and the physical layer.
4.2 CAN Fundamentals

A brief description of how CAN work is presented, while a much detailed explanation is provided in [121]. A twisted pair of copper cables with a common ground is used as the physical layer. All the nodes connected to the network have the same data rate. The CAN 2.0A has 11-bit identifiers, and CAN 2.0B supports both 11 bit and 29-bit identifiers.

In a CAN data frame, seven fields complete a message. Please refer to Table 4.1 and Table 4.2 for further reference of the bits. All the bits in a CAN network are set to either (0) meaning dominant and (1) meaning recessive. The Start of Frame (SOF) bits in a CAN message are the
dominant bits. All the nodes that are waiting to transmit will synchronize with the SOF, and the arbitration will determine which message to transmit first. Data Frame starts with a Start of Frame bit and follows a sequence of identification bits which comprise of eleven bits followed by the remote transmission request bit. After the remote transmission request bit comes the control bits, which are six bits that specify the number of bytes the data field consists of, the data field can transmit anywhere from zero to eight bytes of information. After the data field, there is a cyclic redundancy check field, a two-bit field, which is used to find corrupted data in the data field. After the corrupted data check field, the acknowledgment bits are 2 bits to validate the frame received. In the end, there is a total of seven-bit End of Frame bits.

Table 4.1 Message frame format for CAN 2.0A.

<table>
<thead>
<tr>
<th>Name</th>
<th>Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start of Frame</td>
<td>1</td>
</tr>
<tr>
<td>Identifier</td>
<td>11</td>
</tr>
<tr>
<td>Remote Transmission Request</td>
<td>1</td>
</tr>
<tr>
<td>Reserved</td>
<td>2</td>
</tr>
<tr>
<td>Data Length Code</td>
<td>4</td>
</tr>
<tr>
<td>Data Field</td>
<td>0 to 8 bytes</td>
</tr>
<tr>
<td>Cyclic Redundancy Check</td>
<td>15</td>
</tr>
<tr>
<td>Cyclic Redundancy Check Delimiter</td>
<td>1</td>
</tr>
<tr>
<td>Acknowledgement</td>
<td>1</td>
</tr>
<tr>
<td>Acknowledgement Delimiter</td>
<td>1</td>
</tr>
<tr>
<td>End of Frame</td>
<td>7</td>
</tr>
</tbody>
</table>
Table 4.2 Message frame format for CAN 2.0B.

<table>
<thead>
<tr>
<th>Name</th>
<th>Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start of Frame</td>
<td>1</td>
</tr>
<tr>
<td>Identifier Standard</td>
<td>11</td>
</tr>
<tr>
<td>Identifier Extended Format</td>
<td>18</td>
</tr>
<tr>
<td>Remote Transmission Request</td>
<td>1</td>
</tr>
<tr>
<td>Substitute Remote Request Extended Format</td>
<td>1</td>
</tr>
<tr>
<td>IDE</td>
<td>1</td>
</tr>
<tr>
<td>Reserved r0</td>
<td>1</td>
</tr>
<tr>
<td>Reserved r1 Extended Format</td>
<td>1</td>
</tr>
<tr>
<td>Data Length Code</td>
<td>4</td>
</tr>
<tr>
<td>Data Field</td>
<td>0 to 8 bytes</td>
</tr>
<tr>
<td>Cyclic Redundancy Check</td>
<td>15</td>
</tr>
<tr>
<td>Cyclic Redundancy Check Delimiter</td>
<td>1</td>
</tr>
<tr>
<td>Acknowledgement</td>
<td>1</td>
</tr>
<tr>
<td>Acknowledgement Delimiter</td>
<td>1</td>
</tr>
<tr>
<td>End of Frame</td>
<td>7</td>
</tr>
</tbody>
</table>

The CAN network is formed by combining the last two layers of the Open System Interconnection (OSI), i.e., the Physical layer and the Data Link layer. The CAN protocol is a standardized protocol ISO 1189-1. The Can protocol is reliable, and it is used widely in embedded systems as the communication protocol because of its low-cost implementation.
The CAN is not a master-slave protocol; it is a peer-to-peer protocol. This means that the nodes in the network have the capabilities to read and write data on the network. When a node is ready to transmit data, it checks if the bus is busy and transmits its data frame on the network. The data that is transmitted does not contain information about the nodes from which it is being sent, nor does it contain data about the receiving node. All it contains is an arbitrary ID that is specific to each node within the entire network. Since it is a peer-to-peer network, all the nodes receive all the data that is being transmitted in the network., the nodes identify the information from other nodes by checking the arbitration identification and decide if the information from an specific node is useful for its own purpose.

4.3 System Block Diagram

Figure 4.3 shows an overview block diagram of the GPS and INS fused system. The INS uses the gyroscopes and accelerometers present in the IMU, the GPS positioning data, and uses data fusion algorithms such as Kalman filters to improve localization accuracy. As the limitations of the INS were discussed earlier in Chapter 2, the drift factor account for cumulative errors, in addition, the cost of the INS systems is higher as better accuracy is required. This research proposes a novel approach to enhance localization accuracy by replacing the IMU with vehicle sensors that can provide information on the movement of the vehicle. Figure 4.4 shows a brief block diagram approach that can be used as an approach for the proposed system is to replace the IMU and INS blocks with the sensors that are present on the vehicle to accomplish the increase in accuracy of the navigation. Further, this approach has to be applied to CV to have access to the applications in CV.
Figure 4.3 GPS + INS block diagram.

Figure 4.4 Modified system to accommodate vehicle sensors.

4.4 Connected Vehicle Design

Figure 4.5 shows the integral parts that transform a vehicle into a connected vehicle. An On-Board Unit (OBU) is added to the car, and this is the computer onboard that receives the information from the GPS via a GPS antenna placed on the car. Two Dedicated Short-Range Communication (DSRC) antennas are placed on the car. These antennas are used to communicate with the CV-enabled vehicles nearby within 200 meters radius and communicate with Road Side Units (RSU) for communication with the infrastructure. OBU gathers data from RSUs, and the
locations of the CV-enabled vehicles and uses the information to apply the appropriate application that is downloaded on the system.

Figure 4.5 Illustration of a connected vehicle.

The alerts produced from the system are then sent to the driver of the vehicle via a Human Machine Interface (HMI) in the form of visual aid using an LCD screen integrated into the rearview mirror and a sound alert with a speaker. The whole CV system is standalone in the vehicle, only drawing power from the vehicle. It can also be observed that there is no input from the car.

4.5 On-Board Diagnostics (OBD II)

OBD II port is an SAE standard present in all vehicles that have been produced in the US after 1996 [122]. It is a port that is usually on the driver's side of the vehicle. The OBD II standard
defines messages, electrical interface, and Diagnostic Codes from SAE Standard J1972. The port was created to standardize any manufacturer to diagnose the vehicle.

The OBD II is a 16 pin port, of which the standard only mandated nine pins. The pin configuration for the OBD II is mentioned in Table 4.3.

Table 4.3 OBD II pin description.

<table>
<thead>
<tr>
<th>OBD II Pin</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Manufacturer Option</td>
</tr>
<tr>
<td>2</td>
<td>J1850 Bus +</td>
</tr>
<tr>
<td>3</td>
<td>Manufacturer Option</td>
</tr>
<tr>
<td>4</td>
<td>Chassis Ground</td>
</tr>
<tr>
<td>5</td>
<td>Signal Ground</td>
</tr>
<tr>
<td>6</td>
<td>CAN High (J 2234)</td>
</tr>
<tr>
<td>7</td>
<td>ISO 9141-2 K Line</td>
</tr>
<tr>
<td>8</td>
<td>Manufacturer Option</td>
</tr>
<tr>
<td>9</td>
<td>Manufacturer Option</td>
</tr>
<tr>
<td>10</td>
<td>J850 Bus -</td>
</tr>
<tr>
<td>11</td>
<td>Manufacturer Option</td>
</tr>
<tr>
<td>12</td>
<td>Manufacturer Option</td>
</tr>
<tr>
<td>13</td>
<td>Manufacturer Option</td>
</tr>
<tr>
<td>14</td>
<td>CAN Low (J 2234)</td>
</tr>
<tr>
<td>15</td>
<td>ISO 9141-2 Low</td>
</tr>
<tr>
<td>16</td>
<td>Power</td>
</tr>
</tbody>
</table>
As observed in the Pin layout of the OBD II port, the CAN bus high and CAN bus low are available in pins 6 and 14, respectively. Many embedded system approaches can access the CAN data by connecting the OBD II port to a microcontroller. This data is readily available to access to perform diagnostics.

### 4.6 Proposed System Design

Figure 4.6 shows the simplistic hardware capability for the CV technology to be added to the vehicles without the CV technology. In practice, the transformation of a non-CV vehicle to a CV as performed in the THEA CV pilot project was less than 2 hours for most of the cars. With this simplistic design, the solution to be added should also be very easy to implement. Figure 4.6 shows a system block diagram where the two networks are differentiated by a gray block representing the In-Vehicle sensor network connected by the CAN. And the maroon block represents the CV technology.

The system diagram shows the possibility of the in-vehicle sensors to be available to the CV technologies to increase the precision of location information to better the application performance.

Figure 4.7 shows a simple integration of adding a communication channel from the OBD II port to the OBU will enable the CV technology to have access to the in-vehicle sensors. Since there are already embedded system approaches to access the CAN, it can be only a software solution over the communication channel that will be needed on the OBU to use the in-vehicle sensors.
Figure 4.6 System block diagram.
4.7 Systems Engineering for Transportation Design Engineering

According to INCOSE, systems engineering is a process involving multidisciplinary teams to create a successful system [123]. Figure 4.8 shows the systems engineering V diagram for transportation design. The diagram resonates with a seven phases methodology employed by the systems engineering process to develop a successful design. The first phase is to understand the problem. Then the second step is to investigate the state-of-the-art or alternative solutions, the third step is to define and agree on system architecture, the fourth step is to manage requirements, the fifth step is to manage interfaces the sixth step is to prepare a test system. The seventh step is to trace the progress [123].
Figure 4.8 Systems engineering 'V' diagram

The V-diagram leads to the much more robust high-level concept for design engineering as a process, as illustrated in Figure 4.9. The defined part of the system consists of the requirements and specifications for the system to be designed. Then an analysis is performed to determine the achievements of the requirements or specifications. Evaluate the design alternatives by establishing a criterion and selecting the best option. Next, define a strategy to integrate the system elements and resolve integration issues. Then document the changes and provide oversight for quality and design management.

Figure 4.9 Design engineering block diagram
Chapter 5: Vehicle Kinematic Modelling for Localization

5.1 Vehicle Kinematic Model

The model of the vehicle is based on the Ackerman steering geometry. While purely a kinematic model, it is a good representation of slow speeds. Figure 5.1 shows the vehicle scheme and the main variables. The pose is defined by its position \((x, y)\) and the bearing \(\phi\). The actuations are the car speed \(v\) and the steering angle \(\psi\). The only parameter is the wheelbase \(L\). The kinematic bicycle model is called the front wheel steering model. The front-wheel orientation is observed relative to the heading of the vehicle.

![Kinematic model of the path traveled. Data taken from [124]](image)

The target is to compute state vector, \([\bar{x}, \bar{y}, \bar{\theta}]\). The inputs to the system are \((x, y)\), \(v\) is the velocity, \(\psi\) is the heading angle or the baring.
To calculate the kinematics of the bicycle model, a starting reference point \((x, y)\) must be selected. Consider the rear axle as the reference of the vehicle \((x, y)\).

The first approximation is the automobile steers by turning the front tires while moving forward. The front of the car changes the direction that the wheels are pointing while turning around the rear wheels.

![Figure 5.2 Illustration of ICR. Data taken from [124]](image)

From Figure 5.2, it can be observed that the front tire is pointing at an angle \(\delta\) compared to the wheelbase. Over a short time period, the car moves forward, and the rear wheel ends up further ahead and slightly turned inward. For this short time, approximation that this is a turn around a radius \(R\) can be made. By applying Instantaneous Center of Rotation (ICR), state change rate can be computed as,

\[
\bar{x} = v \cdot \cos(\theta)
\]
\[
\bar{y} = v \cdot \sin(\theta)
\]

is equal to rotation rate \(\omega\),

\[
\omega = \frac{v}{R}
\]
where $R$ is the radius, considering the length of the vehicle as $L$, $\delta$ is steering angle so that $R$ can be computed as,

$$ R = L / \tan(\delta) $$

now $\bar{\theta}$ can be computed as,

$$ \bar{\theta} = \frac{v}{\left( \frac{L}{\tan(\delta)} \right) } $$

$$ = v \ast \frac{\tan(\delta)}{L} $$

5.2 Constant Turn Rate Constant Velocity

The constant turn rate constant velocity model (CTCV) is a motion prediction model in vehicles. The model assumes a constant turn rate and constant velocity to predict the next step. Consider the function,

$$ x_{k|k} = f(x_k, v_k) $$

the state for the model is given by,

$$ x = [p_x \quad p_y \quad v \quad \psi \quad \dot{\psi}]^T $$

To find the process model, the change of the state vector, $x$, should be derived. From Figure 5.3 to find the change in the rate of $x$ denoted as, $\dot{x}$. And $\dot{x}$ is the differential equation.

$$ x = \begin{bmatrix} p_x \\ p_y \\ v \\ \psi \\ \dot{\psi} \end{bmatrix} = \begin{bmatrix} v \cdot \cos \psi \\ v \cdot \sin \psi \\ 0 \\ \psi \\ 0 \end{bmatrix} $$
Since the change in velocity and turn rate will become zero, by assuming the velocity and the turn rate to be constant, and the derivative of a constant is zero. Then we use the difference in time elapsed

$$\Delta t = t_{k+1} - t_k$$

and integrate $x$ over this time period.

$$x_{k+1} = x_k + \int_{t_k}^{t_{k+1}} \begin{bmatrix} p_x \\ p_y \\ v \\ \psi \end{bmatrix} \, dt$$
\[ \int_{t_k}^{t_{k+1}} \begin{bmatrix} p_x \\ p_y \\ v \\ \psi \end{bmatrix} \, dt = \begin{bmatrix} \int_{t_k}^{t_{k+1}} p_x \, dt \\ \int_{t_k}^{t_{k+1}} p_y \, dt \\ \int_{t_k}^{t_{k+1}} v \, dt \\ \int_{t_k}^{t_{k+1}} \psi \, dt \end{bmatrix} \]

\[ \int_{t_k}^{t_{k+1}} \begin{bmatrix} \dot{p}_x \\ \dot{p}_y \\ \dot{v} \\ \dot{\psi} \end{bmatrix} \, dt = \begin{bmatrix} \int_{t_k}^{t_{k+1}} v \cdot \cos \psi \, dt \\ \int_{t_k}^{t_{k+1}} v \cdot \sin \psi \, dt \\ \int_{t_k}^{t_{k+1}} v \, dt \\ \int_{t_k}^{t_{k+1}} \psi \, dt \end{bmatrix} \]

\[ \int_{t_k}^{t_{k+1}} \begin{bmatrix} \dot{p}_x \\ \dot{p}_y \\ \dot{v} \\ \dot{\psi} \end{bmatrix} \, dt = \begin{bmatrix} \int_{t_k}^{t_{k+1}} v \cdot \cos \psi \, dt \\ \int_{t_k}^{t_{k+1}} v \cdot \sin \psi \, dt \\ 0 \\ \int_{t_k}^{t_{k+1}} \psi \, dt \end{bmatrix} \]

5.3 Audi Autonomous Driving Dataset (A2D2)

Audi published the Audi Autonomous Driving Dataset (A2D2) to support researchers working on autonomous driving to find innovative solutions[126]. In the research, an Audi Q7 was equipped with a sensor suite. Since recording a dataset and labeling, it is time-intensive and labor-
intensive. The Audi A2D2 dataset removes the high entry barrier and frees researchers and developers have to incur. Instead, invest the time and money to focus on developing new technologies. The dataset features, amongst many other features, vehicle bus sensors, GPS, 3D bounding boxes, etc.

5.3.1 Sensor Setup

The vehicle is equipped with six cameras, an embedded system to record bus data, and five LiDAR sensors. The bus data collected by the embedded system gives information about the vehicle's current state and driver control input. A GNSS clock is synchronized to the time master.

The bus signals have the following data, timestamped in sequence. Acceleration sensor data in x, y, and z directions, the position of accelerator, the gradient sign of the accelerator, angular velocity in x, y, and z. The brake pressure sensor data, the distance pulse from the front, right, left, and back. GPS Latitude in degrees, GPS longitude in degrees, the pitch angle, the roll angle, the steering angle, the steering sign, and the vehicle speed. Each sample is associated with a timestamp, and each signal has its unit, which is specified in the JSON file.

5.3.2 Dataset Information

The dataset contains sequences recorded from three locations in Germany, Munich (Dataset 1), Gaimersheim (Dataset 2), and Ingolstadt (Dataset 3). For the rest of the document, the recorded sequences will be referred to as Dataset 1 for Munich data sequence, Dataset for Gaimersheim data sequence, and Dataset 3 for Ingolstadt data sequence.

Table 5.1, Table 5.2, and Table 5.3 detail the information about the sample size of each dataset. From the sample sizes, the frequency of the sensors can be determined. The frequency of the GPS signals is 5 Hz, the frequency of the speed sensor in the bus is 50 Hz, and the frequency of the yaw rate sensor is 200 Hz.
Table 5.1 Dataset 1 (Munich data sequence) information.

<table>
<thead>
<tr>
<th>Data Type</th>
<th>Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>15:19.53</td>
</tr>
<tr>
<td>Longitude</td>
<td>4599</td>
</tr>
<tr>
<td>Latitude</td>
<td>4599</td>
</tr>
<tr>
<td>Speed</td>
<td>45984</td>
</tr>
<tr>
<td>Yaw Rate</td>
<td>183937</td>
</tr>
</tbody>
</table>

Table 5.2 Dataset 2 (Gaimersheim data sequence) information.

<table>
<thead>
<tr>
<th>Data Type</th>
<th>Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>08:45.60</td>
</tr>
<tr>
<td>Longitude</td>
<td>2629</td>
</tr>
<tr>
<td>Latitude</td>
<td>2629</td>
</tr>
<tr>
<td>Speed</td>
<td>26288</td>
</tr>
<tr>
<td>Yaw Rate</td>
<td>105153</td>
</tr>
</tbody>
</table>

Table 5.3 Dataset 3 (Ingolstadt data sequence) information.

<table>
<thead>
<tr>
<th>Data Type</th>
<th>Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>12:24.97</td>
</tr>
<tr>
<td>Longitude</td>
<td>3726</td>
</tr>
<tr>
<td>Latitude</td>
<td>3726</td>
</tr>
<tr>
<td>Speed</td>
<td>37260</td>
</tr>
<tr>
<td>Yaw Rate</td>
<td>149041</td>
</tr>
</tbody>
</table>
5.4 Tampa CV Pilot Data

The main reason to deploy the CV Pilot program is to provide open-source data from the three Pilots programs to researchers and developers. THEA CV became the second pilot project to complete its data pipeline and sent continuous data to ITS DataHub [127]. It is an online platform that provides datasets publicly available USDOT ITS research data[48].

The message types THEA CV Pilot has provided follow the SAE J2735 data standards, which include the Basic Safety Messages (BSM), the Signal Phasing and Timing Messages (SPaT), and Traveler Information Messages (TIM)[48]

5.4.1 Basic Safety Messages (BSM)

BSM data set includes data generated by OBUs transmitted to RSUs located throughout the pilot area. This data is used to exchange data regarding vehicles' current attributes, such as speed and path predicted. BSM data from THEA CV Pilot can be found in the ITS Sandbox.[48]

5.4.2 Traveler Information Messages (TIM)

TIM is used to transfer important traffic information and provide situational awareness alerts to the driver; the THEA CV TIM data set includes messages sent from RSUs located throughout the Tampa CV pilot study area to OBUs of equipped vehicles.[48]

5.4.3 Signal Phasing and Timing (SPaT) Messages

SPaT are used to convey the current status signalized intersections. The THEA CV SPaT data set includes messages transmitted by RSUs located throughout the Tampa pilot area. Note that Tampa is the first of the CV Pilots to upload SPaT data.[48]
Chapter 6: Adaptive Filtering to Couple GPS with Vehicle Sensors

Analyzing the datasets from A2D2, density distribution graphs for longitude and latitude values of dataset 1 are shown in Figure 6.1 and Figure 6.2, respectively. In the same way, density distribution graphs for longitude and latitude values of dataset 2 are shown in Figure 6.3, and Figure 6.4, and density distribution graphs for longitude and latitude values of dataset 3 are shown in Figure 6.5 and Figure 6.6. The common observation that can be made from all the individual density distribution graphs is that none of the distributions are linear distributions. There is a blue line in front of the histogram, representing the distribution’s probability density function. If the line has more than one significant peak, then the system is not a normal distribution. All the six density distribution graphs show that the blue line has more than one peak. This means that none of the distributions are normal distributions.

![Density distribution of longitude from dataset 1.](image)

Figure 6.1 Density distribution of longitude from dataset 1.
Figure 6.2 Density distribution of latitude from dataset 1.

Figure 6.3 Density distribution of longitude from dataset 2.

Figure 6.4 Density distribution of latitude from dataset 2.
Kalman filter has a more mathematical name called the Linear Quadratic Estimator. As the name suggests, the prediction and update steps can only be made when the state and measurement estimates are normal distribution functions. Since the position inputs for the Kalman Filter are not a normal distribution, an Extended Kalman filter must be used to normalize the inputs.

The equations for the EKF will be modified to accommodate the linearization of the state transition matrix and the observation matrix.
• Prediction Equations
  o Predicting the next state
    \[ x_{k+1} = g(x_k, u) \]
  o Predicting the covariance error
    \[ P_{k+1} = J_A P_k J_A^T + Q \]

• Update Equations
  o Calculating Kalman gain
    \[ K_k = P_k J_H^T (J_H P_k J_H^T + R)^{-1} \]
  o Updating the estimation with the inputs from the sensors
    \[ x_k = x_k + K_k (z_k - h(x_k)) \]
  o Updating the covariance error
    \[ P_k = (I - K_k J_H) P_k \]

Earlier in Chapter 5 it was calculated that the frequency of the GPS values provided by the datasets is 1 Hz. The first EKF approach increases the prediction speed from 1 Hz (GPS speed) to 5 Hz. Since the position inputs from the GPS are 1 Hz, a kinematic bicycle model is used to predict the next states when the system has no position inputs.

Later, another EKF is used to predict trajectories of the datasets while having the GPS as the position input. Also inputs from the speed sensor and the yaw rate sensor, which have been collected from the CAN network, are used to predict the trajectories at 5 Hz.

**6.1 Filter Model 1 (Algorithm 1) Bicycle Model**

The algorithm firstly defines the states \((x, y)\), where \((x, y)\) represent the positional vectors, the latitude and longitude from the GPS will be converted to East and North respectively. For the
purposes of mathematical simplification, East will be called $x$, and North will be called $y$, where $x$ and $y$ are converted from decimal degrees to meters.

$\psi$ is the heading angle of the vehicle concerning the North. And $v$ is the speed of the vehicle. The matrix representation is presented to explain the implementation of the EKF easily.

$$\text{States } (x_k) = \begin{bmatrix} x \\ y \\ v \\ \psi \end{bmatrix}$$

The state transition function, this matrix is the predicted state from the previous state.

$$x_{k+1} = \begin{bmatrix} T\cos(\psi) + x \\ T\sin(\psi) + y \\ v \\ \psi \end{bmatrix}$$

For the prediction step of the Kalman filter, the Jacobian of the equation is required.

$$J_A = \begin{bmatrix} 1 & 0 & T\cos(\psi) & -T\sin(\psi) \\ 0 & 1 & T\sin(\psi) & T\cos(\psi) \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

The adaptive nature of the Kalman filter is implemented to observe the movement in the distance to calculate the next step. i.e., the GPS values of the previous step $(x_{k-1}, y_{k-1})$ and the GPS values from the present step $(x_k, y_k)$ are used, and distance is calculated only when $D > 0$ the next step values are used.

$$\text{Dist } D = \sqrt{(x_k - x_{k-1})^2 + (y_k - y_{k-1})^2}$$

The time measurement $T$ in this adaptive filter is assumed from the difference in time $T_{k-n}$ between the first previous $(x_{k-n}, y_{k-n})$ values and the time $T_k$ of current $(x_k, y_k)$ value when the distance between them is not zero.

$$T = T_k - T_{k-n}$$
The measurement matrix for the system is very simple as the position vectors are used as inputs.

\[ h(x_k) = \begin{bmatrix} x \\ y \end{bmatrix} \]

The Jacobian of this matrix will be,

\[ J_H = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix} \]

The error covariance of the system is something that can be tuned to change the attributes of the filter. It is the maximum variance which the filter allows the predictions to be from the previous state.

The covariance for the position states is calculated at 4.4 meters displacement. Likewise, the speed was set to be 9 meters per second. The heading of the vehicle was set to be 0.1 radian.

The process noise covariance of the systems is set to 1000, showing the uncertainty of the system on the initial accuracy of the GPS. If the process noise covariance were to be set to zero, the filter would have complete confidence in the initial input measurements.

6.2 Filter Model 2 (Algorithm 2) CTCV

This is a data fusion algorithm where the inputs of the yaw rate and vehicle speed with the \((x, y)\) positional vectors are used. The state transition equations were derived from adjusting the equations presented in [128]
\[ x_{k+1} = \begin{bmatrix} 
\frac{v (-\sin(\psi) + \sin(T\dot{\psi} + \psi))}{\psi} \\
\frac{v (\cos(\psi) - \cos(T\dot{\psi} + \psi))}{\psi} \\
T\dot{\psi} + \psi \\
v
\end{bmatrix} \]

The states of the system are represented by which include the

\[ x_k = \begin{bmatrix} 
x \\
y \\
\psi \\
v
\end{bmatrix} \]

The Jacobian the of the state transition matrix

\[
J_A = \begin{bmatrix}
1 & 0 & v \left(-\cos(\psi) + \cos(T\dot{\psi} + \psi)\right) & T \cos(T\dot{\psi} + \psi) & -v \left(-\sin(\psi) + \sin(T\dot{\psi} + \psi)\right) & -\sin(\psi) + \sin(T\dot{\psi} + \psi) \\
0 & 1 & v \left(-\sin(\psi) + \sin(T\dot{\psi} + \psi)\right) & T \sin(T\dot{\psi} + \psi) & -v \left(\cos(\psi) - \cos(T\dot{\psi} + \psi)\right) & -\cos(\psi) + \cos(T\dot{\psi} + \psi) \\
0 & 0 & \psi & \psi & \psi & \psi^2 \\
0 & 0 & 1 & T & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

The input observation matrix of this algorithm takes input from GPS as the position vectors \((x, y)\), the yaw rate sensor from the bus input \(\dot{\psi}\) and the vehicle speed \(v\).

\[ h(x_k) = \begin{bmatrix} 
x \\
y \\
v \\
\psi
\end{bmatrix} \]
The adaptive nature of the filter is implemented to only consider the GPS inputs from the sensors when distance D is greater than zero.

The covariance matrix for the position states is calculated at 4.4 meters displacement. The heading of the vehicle was set to be 0.1 radian and the yaw rate at 1 radian per second. Likewise, the speed was set to be 9 meters per second.

The process noise covariance of the systems is set to 1000, showing the uncertainty of the system on the accuracy of the GPS. If the process noise covariance was to be set to zero, then the filter would have complete confidence on the initial input measurements.

6.3 Results

6.3.1 Analysis

The trajectory predictions for dataset 1, dataset 2, and dataset 3 have been shown in Figure 6.7, Figure 6.8, and Figure 6.9, respectively. Since the number of samples involved in all three datasets is in the thousands, analysis for each dataset has been presented in the form of short segments.

Dataset 1 has been divided into five straight segments, eight curves or turns, and one circle. Likewise, dataset 2 has been divided into three straight segments, twelve curves, and three circles around roundabouts. And dataset 3 has been divided into nine curves and six straight segments. In Figure 6.7, Figure 6.8, and Figure 6.9, the GPS locations are marked by a blue ‘+’ symbol, the predictions made by the EKF without using sensors are marked by yellow ‘.’ symbols and the predictions made by the EKF using the CAN based vehicle sensors are marked by green ‘-’ symbol. A green dot is used to represent the starting point of the predictions, and a red dot is used to mark the end of the predictions. The same notations will be used in every trajectory comparison pictures in the rest of the document. For convenience purposes, the EKF without using in-vehicle sensors
will be referred to as EKFNS (EKF no sensors), and the EKF using the CAN based in-vehicle sensors will be referred to as EKFCAN.

Observing Figure 6.7, Figure 6.8, and Figure 6.9, both the predictions by EKFNS and EKFCAN resemble each other, and the GPS values are embedded in the trajectories. This proves that both the predictions from EKFNS and EKFCAN have not failed in predicting some other path not resembling the GPS. The second observation that can be made is the starting predictions in all the three datasets by the EKFNS and EKFCAN vary a little. A detailed explanation of the reason for the variation will be provided later in the chapter.

6.3.1.1 Heading Angle

Predictions made on the vehicle's heading angle are represented in Figure 6.10, Figure 6.11, and Figure 6.12. The blue line represents the predictions made by EKFNS, and the broken orange line represents predictions made by EKFCAN. The first few steps or predictions made by both EKFNC and EKFCAN fluctuate a lot. This is because the algorithms are initiated to start predictions assuming the vehicle is facing north. This creates the heading error at the start of the predictions from the algorithm. Therefore, the algorithm needs some time to converge to the true heading angle. Predictions made by EKFNS can be observed to fluctuate more than the predictions made by EKFCAN. This is because the yaw rate sensor from the car is used to correct the heading angle in EKFCAN.
Figure 6.7 Trajectory predictions comparison for dataset 1.
Figure 6.8 Trajectory predictions comparison for dataset 2.
Figure 6.9 Trajectory predictions comparison for dataset 3.
It can also be observed that the minimum angle of the predictions does not fall below -3.14 radians, and the maximum angle of the predictions does not exceed 3.14 radians. The numbers represent the 360-degree range that a vehicle can change its heading in one step. Where North is 0 radians, any angle to the right is positive radians, and any angle to the left is negative. The vehicle can only change course by 180 degrees to left or right. But the predictions in EKFNS have values that exceed the limits of 3.14, which is a clear indication that the algorithm is throwing some errors.

Figure 6.10 Predictions for heading in dataset 1.
Figure 6.11 Predictions for heading in dataset 2.

Figure 6.12 Predictions for heading in dataset 3.

Figure 6.13, Figure 6.14, and Figure 6.15 represent the trajectories of the predictions for the initial iterations. Figure 6.13 shows the first 600 predictions for dataset 1, Figure 6.14 represents the first 200 predictions for dataset 2, and Figure 6.15 shows the first 200 predictions for dataset 3. These figures enumerate all the above-mentioned observations. The first observation is that the predictions start by assuming north as the initial heading. The second observation is that the predictions made by EKFNS seem to fluctuate a lot and represent an unrealistic movement made by a vehicle’s path. The predictions made by EKFCAN converge into the correct heading.
within a few steps and smooths during turns, representing the movement of a vehicle. Figure 6.13 shows the GPS values being stagnant makes the predictions in EKFNS more inconsistent. In contrast, the predictions from EKFCAN seem to have a smoother path, even when compared to the GPS representation.

Figure 6.13 Starting uncertainty for dataset 1.

Figure 6.14 Starting uncertainty for dataset 2.
Figure 6.15 Starting uncertainty for dataset 3.

Figure 6.16 Heading prediction uncertainty dataset 1
Figure 6.16, Figure 6.17, and Figure 6.18 show the prediction uncertainty for dataset 1, dataset 2, and dataset 3 respectively. It can be observed that the uncertainty starts at 1000 this is because the initial uncertainty of the filter is set at 1000 which indicates the position of the vehicle is uncertain. After a few steps both the predictions of EKFNS and EKFCAN converge to a set
variance. The EKFCAN uncertainty varies in the 0.001 to 0.01 range where as the uncertainty of the EKFNS varies in the range of 1 to 10. From the uncertainty graphs, it can be seen that the predictions made by EKFCAN have very low uncertainty values compared to the uncertainties by ELFNS. Another important observation that has to be made is the spikes in the uncertainties are indicators of a shift in the trajectories from a straight path to a turn. It can be observed from the Figure 6.16 that the initial uncertainty takes more time to converge when compared to the uncertainties of Dataset 2 and Dataset 3 this is because of the initial iterations of the Dataset 1 are very noisy as shown in Figure 6.13.

6.3.1.2 Vehicle Speed

![Image](image.png)

Figure 6.19 Speed prediction comparison for dataset 1.
The speed predictions of the EKFNS algorithm is compared to the speed from the EKFCAN algorithm in Figure 6.19 for dataset 1, Figure 6.20 for dataset 2, and Figure 6.21 for dataset 3. From the plots, it can be observed that the values predicted by EKFNS are also below zero, and EKFCAN has no values that are less than zero. This is because EKFCAN has inputs from the vehicle's speed sensor sending out speed data, and a vehicle's speed cannot dip below zero. The unique observation about EKFNS speed predictions is that the values dip to negative
values when the speed in EKFCAN dips to zero and stays at zero for a continuous period. The speed of a vehicle should never reach below zero. These predictions are wrong and show how the EKFNS has errors in predictions.

### 6.3.1.3 General Trajectory Analysis

Analyzing the trajectory predictions for the roundabouts from dataset 2, let us call the trajectory represented in Figure 6.26 as circle 1, trajectory represented in Figure 6.27 as circle 2, and trajectory represented in Figure 6.28 as circle 3. Observing the trajectory of predictions EKFCAN, it is very smooth in circle 1, but for the initial 30 prediction points, the EKFCAN seems to be away from the trajectory of the GPS. This can be more evidently seen in Figure 6.29. The predictions made by EKFCAN seem to flow into the roundabout rather than seem abrupt turn shown by the GPS trajectory. But from all three circles, it can be seen EKFNS to be wrongly predicting the heading. This is because EKFNS only depends on the values of the next available GPS value to refresh the heading, and this heading will remain the same for the next five predictions made by the algorithm. In the case of EKFCAN, the heading almost always changes for every prediction in the circle since the vehicle is updating the change in heading. The trajectory in circle 2 EKFCAN completely resembles the trajectory of GPS. This is because the GPS corrected the position in circle 1. This statement should be observed to be true because in circle 3, at the end of the trajectory, the EKFCAN predictions start to move away from the trajectory of GPS and EKFNS at least by 20 predictions. The change in the trajectory can only be attributed to the change in the heading angle provided by the vehicle sensor.
Figure 6.22 Trajectory of predictions from iterations 1100 to 1500 in dataset 1.

Figure 6.23 Trajectory of predictions from iterations 2200 to 2500 in dataset 1.
Figure 6.24 Trajectory of predictions from iterations 50 to 950 in dataset 3.

Figure 6.25 Trajectory of predictions from iterations 2300 to 2800 in dataset 3.
Figure 6.26 Trajectory of predictions from 1650 to 1755 in dataset 2.

Figure 6.27 Trajectory of predictions from 1755 to 1855 in dataset 2.
Figure 6.28 Trajectory of predictions from 1855 to 1945 in dataset 2.

Figure 6.29 Trajectory comparison for all the circles combined in dataset 2.
From Figure 6.22, Figure 6.23, Figure 6.24, and Figure 6.25, it can be said that both EKFNS and EKFCAN tend to predict almost the same path. This is an important observation because the predictions don’t have any change in the heading angle and only rely on the speed of the vehicle. Observe the trajectories presented in Figure 6.30 turn 5 for dataset 1. The trajectory for the EKFCAN starts to turn before the trajectory of the EKFNS or GPS. This can be observed in all the turns, which are preceded by long straight trajectories. Since speed is input to EKFCAN, the algorithm predicts the slowing of speed and evidently shows in the predictions made, whereas the predictions of EKFNS and GPS trajectories take more time to refresh and measure the speed of the vehicle. Figure 6.31 shows another important problem that occurs in GPS predictions. When the vehicle comes to a halt or when the vehicle slows down considerably, the GPS predictions tend to jump back and forth, which results in the EKFNS predicting the negative values for the speed prediction. But it can be observed that EKFCAN predictions do not jump back and forth but move in a much smoother trajectory.

![Diagram](image)

Figure 6.30 Trajectory comparisons for iterations 2950 to 3150 in dataset 1.
From all the analysis, it can be deduced that the predictions made by EKFCAN are more valid and tend to filter the errors of the GPS. Further, EKFCAN predicts trajectories in which a car can be driven without having any improbable difference.

6.3.2 Evaluation

The Root Mean Square Deviation (RMSD) is a statistical means to refer to the difference between two trajectories. It is calculated by finding the standard deviation of the residuals.

\[
RMSD = \sqrt{\frac{\sum_{i=0}^{N} (O_i - P_i)^2}{N}}
\]

where \(O_i\) is the \(i^{th}\) observation and \(P_i\) is the \(i^{th}\) prediction. For our study, the observations are the GPS values and the predictions taken from the values predicted by EKFNS and values predicted by EKFCAN. Later on, in the discussion also the RMSD between EKFNS and EKFCAN is also presented. Though the formula states the values as Observation and Prediction, the RMSD is a
measure of how different the two series are. The RMSD of EKFNS with GPS is represented by blue bars, and the RMSD of EKFCAN is represented by orange bars.

6.3.2.1 Dataset 1

In Figure 6.32 and Figure 6.33, RMSD values for the segments where the trajectories were turning are compared. Except for Turn 4 in X direction, RMSD of EKFCAN is higher when compared to RMSD of EKFNS. Observe Figure 6.34 at the turn the variation for the values of EKFNS were greater with respect to the X direction, compared to the variation of values of EKFCAN to the GPS. This resulted in more difference in RMSD of EKFNS to RMSD of EKFCAN in Turn 4. In Figure 6.33, except for Turn 3, RMSD of EKFCAN is higher than EKFNS. Inspecting Turn 3 Figure 6.35, the same reasoning can be applied but with respect to the Y direction. By observing all the RMSD values for turn segments, it can be said that EKFCAN has more than one meter difference than the GPS.

![RMSD in X Direction for Turn Segments](image)

Figure 6.32 RMSD comparison of X for turns segments dataset 1.
Figure 6.33 RMSD comparison of Y for turn segments dataset 1.

Figure 6.34 Trajectory comparison for dataset 1 at turn 4.
Figure 6.35 Trajectory comparison for dataset 1 at turn 3.

By observing the RMSD for the straight segments in the X and Y direction, straight segment 4 has lower EKFCAN RMSD than EKFNS RMSD. This is attributed to the segment not being completely straight but having light curves, and please refer to Figure 6.38.

Figure 6.36 RMSD comparison of X for straight segments dataset 1.
Figure 6.37 RMSD comparison of Y for straight segments dataset 1.

Figure 6.38 Trajectory comparison for dataset 1 at straight 4.

6.3.2.2 Dataset 2

From Figure 6.39 and Figure 6.40, the first observation that can be made is when comparing the EKFCAN RMSD for turn segments amongst all the three datasets, the EKFCAN RMSD in dataset 2 has the highest values. It is almost always close to two meters compared to the EKFCAN
RMSD values in dataset 1, most of the segments are a little more than 1.5 meters, and EKFCAN RMSD values in dataset 3 which are mostly a little less than 1.5 meters. And except for turn 4 and turn 8 in the Y direction, the EKFCAN RMSD is always more than the EKFNS RMSD. Both turn 4 and turn 8 (as shown in Figure 6.41) resemble a similar trajectory where the trajectory shifts from a vertical path to a horizontal path in almost a right-angle turn. Because of the heading error for the EKFNS, the change in trajectory takes time, and the variation from the GPS and EKFCAN is higher.

Figure 6.39 RMSD comparison of X for turn segments dataset 2.
Figure 6.40 RMSD comparison of Y for turn segments dataset 2.

Figure 6.41 Trajectory comparison for dataset 2 at turn 8.
The observations that can be made from the RMSD comparisons for the straight segments for dataset 2 are the EKFCAN RMSD are always higher than the EKFNS RMSD. Another observation that can be made is that segment straight 1 and segment straight 3 have almost the same RMSD. This is because the two segments resemble very straight lines and the segment straight 2 is a little curved. Another observation that can be made is that the RMSD for segment
straight 1 in the Y direction is about 0.5 meters. This is because the trajectory of this segment resembles the closest to a horizontal line. Therefore, there is less deviation in the Y direction, but there is a huge deviation in the X direction where both the RMSD are close to two meters.

Like the straight segments RMSD, the RMSD comparison for the circle segments also almost all the time have the EKFCAN RMSD higher than the EKFNS RMSD. Except for circle 3 X direction. Observing the trajectory from Figure 6.28, at the final steps of the prediction in circle 3 segment, the trajectory of EKFCAN remains in a vertical position, whereas the trajectory of EKFNS moves with the GPS and turns more horizontal.

![RMSD in X Direction for Circle Segments](image_url)

Figure 6.44 RMSD comparison of X for circle segments dataset 2.
Figure 6.45 RMSD comparison of Y for circle segments dataset 2.

6.3.2.3 Dataset 3

The first major observation that can be made from Figure 6.46, Figure 6.47 for the first time is that the EKFCAN RSMD is a little less than EKFNS RMSD in the X-direction. It can be deducted that dataset 3 has the maximum number of straight segments, and this could be the reason for the RMSE values for both the complete circuit in the X direction is more for EKFNS. Another deduction that can be observed is that trajectories in dataset 1 and dataset 2 are mostly spread out in the X direction, and the trajectory for dataset 3 is spread out in the Y direction. The extreme difference in the RMSD in the X direction for the turn 7 segment can be observed in Figure 6.31. The sudden slowdown of the vehicle and change in trajectory is the reason for the extreme difference in RMSD for segment turn 7.
Figure 6.46 RMSD comparison of X for turn segments dataset 3.

Figure 6.47 RMSD comparison of Y for turn segments dataset 3.
Figure 6.48 RMSD comparison of X for straight segments dataset 3.

Figure 6.49 RMSD comparison of Y for straight segments dataset 3.
6.3.2.4 Overall Comparison

Table 6.1 RMSD comparison between filters.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>RMSD Comparison with GPS</th>
<th>RMSD Between EKFNS and EKFCAN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EKFNS</td>
<td>X Direction</td>
</tr>
<tr>
<td>Dataset 1</td>
<td>1.49</td>
<td>1.44</td>
</tr>
<tr>
<td>Dataset 2</td>
<td>1.86</td>
<td>1.80</td>
</tr>
<tr>
<td>Dataset 3</td>
<td>1.58</td>
<td>1.53</td>
</tr>
</tbody>
</table>

Table 6.1 represents the RMSD between EKFNS and GPS, EKFCAN and GPS, and EKFNS and EKFCAN. The RMSDs in the comparison show how different the filters' trajectories are compared to the GPS values. Comparing the RMSD of the filters with the GPS in dataset 1, the deviation seems to be about 1.5 meters, but the EKFCAN filter has the RMSD values more than the RMSD values of EKFNS. The same trend appears to be shown in predictions from dataset 2, but both filters' RMSD values are highest in this dataset. These values can probably be attributed to the fact that dataset 2 has the lowest number of straight segments and the highest number of curve segments, including the three circle segments. dataset 3 has RMSD values slightly better than dataset 1. It must be observed that RMSD values from all 3 datasets between EKFCAN and GPS are higher than RMSD values between EKFNS and GPS except for the value in dataset 3 X direction, EKFCAN has a lower value than EKFNS.

6.3.2.5 Cost Benefit Analysis

The cost function analysis is a descriptive analysis where the cost of the solution to the value of the solution can be analyzed.
The cost function is a simple indicator of the goodness of the solutions used for the presented problems. To perform the cost benefit analysis scores were given to a certain set of attributes which either fall under the cost of the system or the value of the system. The scores were given between one and ten to represent the goodness of the system with regard to the attribute. Figure 6.50 shows an illustration of the cost function. The attributes listed under the cost of the system are cost of the solution, computational complexity and response time. The greater the number, the solution has better cost benefit to the solution provided. The cost of solution is scored zero if the implementation of the system is the least expensive and ten if the implementation of the system is the most expensive. Likewise, the system with least computational complexity is scored zero and the most computationally complex system will be scored a ten. The response time attribute refers to the availability of the system to provide solution, a slow system will be scored higher than a system that provides faster solutions.

On the other hand, the value of the system has accuracy increase and availability as its attributes. A ten score on the accuracy attributes to the system's accuracy in centimeters, and zero attribute to the system has no increase. And finally, the availability attribute refers to the availability of the solution. If a solution is always available, it will be scored a ten, and a system with low range or if the system has problems when the vehicle is in urban environments or under bridges scored less.
Table 6.2 Cost benefit analysis

<table>
<thead>
<tr>
<th>Solution</th>
<th>Cost of solution</th>
<th>Computational complexity</th>
<th>Accuracy increase</th>
<th>Response time</th>
<th>Availability</th>
<th>Cost function</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>5</td>
<td>-0.2</td>
</tr>
<tr>
<td>GPS + CAN</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>7</td>
<td>1.0</td>
</tr>
<tr>
<td>GPS + INS</td>
<td>4</td>
<td>1</td>
<td>7</td>
<td>4</td>
<td>7</td>
<td>0.6</td>
</tr>
<tr>
<td>RTK</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>5</td>
<td>1</td>
<td>-0.6</td>
</tr>
<tr>
<td>DGPS</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>3</td>
<td>-0.4</td>
</tr>
<tr>
<td>LiDAR</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>5</td>
<td>9</td>
<td>-0.2</td>
</tr>
<tr>
<td>Vision</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>5</td>
<td>8</td>
<td>-0.3</td>
</tr>
</tbody>
</table>

Table 6.2 shows the score for the solutions of the system. In the cost of the solution the GPS and GPS + CAN solutions have the lowest score is because it is being assumed for all the systems the vehicle has a GPS receiver and for the CAN solution the cost of the system is to add
a communication medium between the OBD II port and the GPS receiver. The highest scores for cost of the systems are LiDAR and Vision as the cost of the sensors are very expensive.

In the computational complexity attribute again LiDAR and Vision solutions are scored the highest because they need the most computation power to implement algorithms such as computer vision. Both CAN and INS solution have the score of one because they use the same data fusion techniques to predict the states from sensors.

The response time attribute shows the speed of the solution, as GPS is the baseline and the speed of the GPS is maximum 10 Hz the solution cannot produce any faster response time. With modern computational power the LiDAR and Vision will be able to produce predictions faster than 10 Hz. The CAN and INS sensors can produce fastest response time as they rely on the speed of the sensors, which are usually better than 10 Hz.

In the accuracy increase attribute, the highest accuracy increase will be provided by the LiDAR, Vision and RTK solutions, evidently proven in the research CAN provides better accuracies than the GPS and scores moderately as it cannot provide accuracies LiDAR, Vison or RTK provide.

Finally, the availability of the solution score for the GPS is moderate because of the limitations in urban environment provided by the bridges and buildings. The same limitations are applied to the INS, CAN, RTK and DGPS because the solutions primarily depend on the availability of GPS. Finally Vision and LiDAR solutions have the highest availability because the solutions have the capability to sense the environment.

Looking at the cost function, it can be observed that CAN solution has the best value and the INS solution is the next best solution. This result is expected because of the inexpensive CAN solution and the accuracy it provides.
Chapter 7: Conclusions and Future Work

The research aimed to contribute with a novel solution based on integrating in-vehicle sensors to CV technologies in order to improve localization accuracy following a Systems Engineering approach. The design approach was achieved by implementing the CAN sensors available at the OBD II port and integrating it with the OBU of the CV technology. Another contribution is made by presenting the fusion algorithms to implement in the form of software upgrade on the OBU to adopt the in-vehicle sensors. The Python based research platform developed to simulate the trajectories can be used by other researchers to analyze localization research topics such as the fusion of other vehicle sensors with the GPS.

The research starts with the discussion about the current state of the CV technologies, followed with the advantage of CV technologies, and then highlight the application rich safety and mobility solution space. A discussion about the current pilot projects that have been deployed to test the effectiveness of the CV applications has been provided. Then, the dissertation documents the dependence of the CV technology applications of the GPS services. Illustrations on the hindrance of performance of CV applications such as FCW, EBW, Queue Warning, Blind Spot Warning to name a few, were made in detail due to current accuracy limitations provided by GPS presently.

A discussion on the accuracy errors posted by the GPS is made, and the reasons for the errors are listed. The state-of-the-art localization techniques such as DGPS, RTK, GPS+INS, LiDAR, Visual Localization are presented with the advantages and the limitations pertaining to each solution. The key limitations of the above-mentioned techniques make them hard to adapt in
CV technology because of huge infrastructure costs or the range limitations of the state-of-the-art solutions.

A brief introduction to the CAN network is made, and the network structure is discussed. The vehicle sensors data that are available on the CAN network is presented, the broadcasting nature of the network where all the nodes have information traveling on the CAN bus is discussed. Later the simplicity of the hardware requirements to convert a non-CV to make it a CV is also provided. The SAE standard for diagnostics by standardizing the OBD II port on every car manufactured after 1996 is mentioned, and the availability of the CAN network data for a plug and use is explained. System integration of the CV hardware to the CAN network via the OBD II port is proposed and illustrated.

A basic kinematic approach to predict the next state of the system is explained by adopting the Kinematic Bicycle Model, which uses the position as the inputs. To adopt more input sensors another kinematic model has been provided called the CTCV model. The CTCV model, in addition to the position information, also includes information from the vehicle speed sensor and the turn rate from the steering wheel sensor.

The A2D2 has provided with three different datasets with data obtained from GPS that provide vehicle position information, and CAN data that provide data collected from in-vehicle speed sensors and the turn rates from the steering wheel sensors.

Two EKF filters are used to predict the trajectories of the datasets. The first filter EKFNS is used to predict the trajectory by using the Kinematic Bicycle Model considering only the input from the position sensors, i.e., the GPS and predicting the position, heading, and speed of the vehicle, and the second filter EKFCAN uses the CTCV model to include the information from not
only the position information from the GPS but also the CAN data which provided the information from the in-vehicle speed sensor and the steering wheel sensor.

Detailed analysis on the trajectory comparisons is made, and also the deviation of predicted trajectories by EKFNS and EKFCAN compared to GPS are evaluated in detail. In addition, the deviation of EKFNS with EKFCAN is also evaluated. In the comparison of the predicted trajectories, the robustness of the in-vehicle sensor data fused with the GPS shows a improvement of the localization accuracy. In the discussion on the predictions obtained by the EKFCAN and the EKFNS algorithms on the vehicle heading, the prediction made by the EKFCAN algorithm shows a reduction in the heading error since the algorithm fused the turn rate sensor data provided by the CAN and the GPS data. While comparing the heading errors, another observation that was made is the smooth transition of the vehicle's trajectory in the predictions made by the EKFCAN algorithm when compared to the trajectory of predictions made by the EKFNS algorithm.

In addition, a comparison of the speed predictions made by the filters is made. Here the errors in the predictions made by EKFNS are discussed in detail. The speed predictions made by EKFNS provides some negative speed values, which cannot be possible for a vehicle in motion. The elimination of these errors in the prediction of speed EKFCAN filter shows evidence of the robustness of the CAN GPS fusion technique.

A general trajectory analysis of the predicted trajectories is made, and an illustration of the predictions made by EKFNS and EKFCAN algorithms around the roundabouts is explained. Here the inability of the EKFNS filter to converge to the changing heading of the vehicle is demonstrated. Also, explaining the segments where there are turns, the inability of the EKFNS is shown, and the capability of the EKFCAN filter is shown, and how the trajectory predicted by the EKFCAN resembles the motion of a car. To support this statement, simulation results shown from
few segments of the datasets where the vehicle comes to a halt, and the GPS data jumps back and forth, creating huge errors in the predictions made by the EKFNS algorithm. Whereas the predictions made by EKFCAN do not jump back and forth because the algorithm detects the vehicle has come to a halt by processing the data from the speed sensor.

Another important conclusion that has been made is when comparing trajectories from localization predictions using the EKFNS algorithm, i.e., just using the GPS data, which shows that the trajectory of the vehicle negotiating the turn always seems to be very sudden. This is due that the GPS trajectories assume the vehicle is still in straight motion, and it takes a second or two to observe the shift in the trajectory, whereas the motion predicted by the EKFCAN algorithm obtaining input from the turn rate sensor detects the change in heading angle and appropriately predicts the shift in trajectory.

Since the evidence has shown the robustness of the EKFCAN algorithm predictions, evaluation of the deviations of predictions made by EKFCAN algorithm with the GPS and predictions made by EKFNS with the GPS are calculated and analyzed using the RMSD. The difference in both algorithms shows a deviation of predictions from just the GPS data of about 1.5 meters. The difference in RMSD values few of the segments of each dataset has been explained for a better understanding of the deviation of predictions from the EKFNS algorithm which has a higher value of predictions made by the EKFCAN algorithm. This was mostly in the cases where the turn segments have a prior straight segment and where the predictions form the EKFNS algorithm take more time to converge to the true heading still showing evidence that predictions made by the EKFCAN algorithm better performed in the situation provided.

From the results, it can be concluded that the addition of the in-vehicle sensors has positively impacted the trajectory predictions of the vehicle, seen by the RMSD values of
predictions made by the EKFCAN algorithm which has higher values than the RMSD of predictions made by the EKFNS algorithm. The RMSD values complemented with the detailed analysis of the trajectory comparison help to prove the robustness of the EKFCAN algorithm. The adaptive nature of the EKFCAN algorithm has helped to predict the route and made the predictions smooth with respect to the GPS calculated trajectories.

With the simplicity of hardware implementation of the CV technology and the readiness of the in-vehicle sensors in modern cars, the CAN based in-vehicle sensor data available in the form of a “plug and access” data shows a very capable solution to the current limitations of the CV technology. With the presence of the OBU of the CV, the above algorithmic approach can be integrated with CV vehicles with the addition of a communication medium between the OBD II and OBU. This will allow for a wide spectrum millions of vehicles to be able to actively adapt the CV technologies. With an accuracy difference of about 1.5 meters with just access to the CAN network, the research indicates that the proposed solution is a solid approach to CV accuracy localization implementation. This can further impact reliability of safety applications and mobility applications in the V2V and V2I spectrum. Also, planning algorithms can also be built if the accuracies of the positions have increased.

7.1 Future Work

The major limitation of the proposed system is the dependency of the vehicle to first initialize the position. The algorithms are designed to simulate scenarios where the initial position of the system is potentially unknown and/or unreliable. This has been presented as a challenge when the algorithms are assuming the initial position of the vehicle uncertain, and it takes the filter a few steps to converge to the true trajectory of the vehicle. Another limitation of the present system is that the sampling of the speed of the sensors varies within the system. For example, in
the dataset the speed sensor has a sampling rate of the speed of 50 Hz, while the turn rate sensor has a sampling rate of 200 Hz. The limitation that is pertained to the problem is that the system can only predict at the lower sensor sampling frequency.

The OBD II port presents another limitation. Some manufacturers have the diagnostics port encrypted. Each vehicle type and model may have a different set of codes for accessing the CAN data. This is more a policy limitation where the policymakers can standardize the automakers to provide appropriate encryption keys and code information to the CV technology adaptors to integrate the technology into every car. Another design limitation is if the OBD II port is occupied, the diagnostics of the vehicle cannot be made, this can be solved by designing a multiport plug to the OBU.

Also, for future work, is to incorporate the Dynamics model of the vehicle, such as integrating the tire slip of the vehicle or integrating any other relevant information available on the CAN network and evaluating the performance change in the system. Potential work on adapting the network triangulation or adopting loop detectors to refresh the correct position of the vehicle could also change the performance of the algorithms. Research on methods to increase the initial reliability of the location data could be a key progression in future research.

Though data is available to evaluate the applications of the CV Pilot programs, the GPS sampling of the data in the CV Pilot program is 1 Hz. The system also provides speed information gathered from the GPS data. Research on GPS outages and the performance of the algorithm will be a good research opportunity, however with the data provided by the CV Pilot project, it is hard to evaluate since there is no data available from the vehicles when the CV has GPS outages.

Further, with the advancements in edge computing, future research could evaluate the effectiveness of integrating other active and passive ego sensors.
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Appendix A: Basics of Data Fusion

A.1 Probability

The generalized explanation of probability can be defined as the possibility of an event occurring from the chances of all the events occurring.

\[ p(A) = \text{outcomes where event } A \text{ could occur}/\text{All the possible outcomes} \]

Further, when considering two probabilities \( p(A) \), \( p(B) \), the probability that one of the two will occur is defined as \( p(A) \) OR \( p(B) \) and called union,

\[ p(A \cup B) = p(A) + p(B) \]

and the probability of both the events occurring is defined as \( p(A) \) AND \( p(B) \) and called intersection.

\[ p(A \cap B) = p(A)p(B) \]

Finally, conditional probability is defined as the conditional probability of an event \( A \) to occur when there is knowledge of the event \( B \) to occur prior to the occurrence of event \( A \). It is denoted as \( p(A|B) \)

\[ p(A|B) = p(A)p(A \cap B)/p(B) \]

A.1.1 Continuous Random Variables

Random variables are divided into two types of discrete random variables and continuous random variables. In the case of vehicular motion, the typical interest is to understand the randomness of continuous vehicular motion.

A random variable can be defined as a function that can map all the points from a sample space to real numbers. The random variables are usually denoted by capital letters, and since the
continuous random variables are functions with respect to time, they can be denoted as follows \( X(t) \).

In the case of continuous random variables, the probability of a single discrete event happening is 0; \( p(A) = 0 \). The probability can only be calculated of the events that occurred in a set time period. This representation is commonly known as cumulative distribution function:

\[
F_X(x) = p(-\infty, x]
\]

Properties of the cumulative density function are:

\[
f_X(x) = \begin{cases} 
0, & x \text{ tends to reach } -\infty \\
1, & x \text{ tends to reach } +\infty
\end{cases}
\]

The probability density function is the more commonly used method amongst the random variables. It is the derivative of the cumulative distribution function.

\[
f_X(x) = \frac{d}{dx}F_X(x)
\]

It can be observed that the probability of the events over a period a to b can be computed as

\[
p_X[a, b] = \int_{a}^{b} f_X(x)dx
\]

A.1.2 Mean and Variance for Continuous Variables

The most popular representation of the mean is usually associated with discrete variables where the mean is defined as the average of the numbers.

\[
\bar{X} = \frac{X1 + X2 + \cdots + XN}{N}
\]

Here the more uncommon or the mean of a continuous variable can be defined as, considering n number of outcomes.

\[
\bar{X} = \frac{(p1N)x1 + (p2N)x2 + \cdots + (pnN)xN}{N}
\]
The definition of mean in continuous variables is defined as the Expected value $E(X)$

$$E(X) = \int_{-\infty}^{\infty} xf(x)dx$$

The first statistical moment is defined as the expected variable of a random variable. Here we will be using $X^k$ to represent the $k^{th}$ moment.

$$E(X^k) = \int_{-\infty}^{\infty} x^k f(x)dx$$

By using the above equations and $g(X) = X=E(X)$ the variance of $X$

$$X = E(X^2) - E(X)^2$$

The magnitude of the variance is the quantity of the ‘noise’ in the signal. Variance is usually denoted as $\sigma^2$, the square root of the variance is called the standard deviation.

A.1.3 Gaussian Distribution

Most of the random variables appear to fall on a similar curve. Under some common conditions, the sum of all variables from any type of distribution will be a normal distribution. The normal distribution with a variance $\sigma^2$ the probability density function is given as,

$$f_X(x) = \frac{1}{\sigma\sqrt{2\pi}} \exp \left( -\frac{(x - \mu)^2}{2\sigma^2} \right), \text{for } x \in \mathbb{R}$$

A.2 Bayes’ Rule

Independent Random Variables two variables $X$ and $Y$ are considered independent if the joint probabilities are equal to the product of their probabilities.

$$p(x, y) = p(x)p(y)$$

Marginal Probability is defined as the probability of an event to occur irrespective of the outcomes of other events to occur. The marginal probability of event A to happen is denoted as $P(A)$.
Conditional probability is defined as the probability that an event A will occur, given that event B has occurred. It is commonly denoted as P(A|B).

\[ P(A \mid B) = \frac{P(A, B)}{P(B)} \]

Joint probability is defined as the probability of two events occurring simultaneously A and B, from two different random variables X and Y. It is denoted as follows P(A and B) or P(A, B).

\[ P(A, B) = P(A \mid B) \times P(B) \]

The above definitions of the probabilities can help us define the basic understanding of data fusion, i.e., the Bayes’ theorem.

\[ P(A \mid B) = \frac{P(A \cap B)}{P(B)} \]

\[ P(A \cap B) = P(B \cap A) \]

\[ P(A \cap B) = P(A \mid B)P(B) = P(B \mid A)P(A) \]

\[ P(A \mid B) = \frac{P(A)P(B \mid A)}{P(B)} \]

P(A|B) is the conditional probability of A happening when B happens. P(B|A) is the conditional probability of B happening when A happens. In the sense of other probability measurements P(A|B) is called the posterior; it is the calculation made after the event B has occurred. P(A) is called the prior, and it is the initial or known value of A.

A.3 State Space Model

Modeling a system with respect to time is called dynamic system modeling. The math used to model dynamic systems are differential equations. Modeling a system equation of a moving vehicle involves questions such as distance traveled when the velocity is known. A simplified equation to encompass these types of equations can be represented as
\[ x_t = G_t x_{t-1} + \omega_t \]

the above equation is known as the state equation and is formulated representing the present state \( x_t \) representing the states on the system in a column matrix. It is the linear combination of the previous state at \( t-1 \) and an additional system noise represented by \( \omega_t \). \( G_t \) represents the input states’ dependency on the previous states.

Further, if we consider the observations to be represented by \( y_t \) this can be calculated by finding the observation matrix denoted as \( F_t \) and \( \nu_t \) is the measurement noise. This equation is called the observation equation.

\[ y_t = F_t^T x_t + \nu_t \]

The state equations and the observation can be calculated provided the first state is \( x_0 \) is known, and the system noise covariance and the measurement noise covariance are known.
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Appendix C: Flow of Python Based Framework

Figure C.1 Flow diagram for the Python based framework