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Abstract

Channel prediction is a mathematical predicting of the natural propagation of the signal

that helps the receiver to approximate the affected signal, which plays an important role in

highly mobile or dynamic channels. The standard wireless communication channel modeling

can be facilitated by either deterministic or stochastic channel methodologies. The deter-

ministic approach is based on the electromagnetic theories and every single object in that

environment has to be known in that propagation space and an example of this method

is ray tracing. While the stochastic modeling method is based on measurements that in-

volve statistical distributions of the channel parameters and an example of this approach is

Floating-Intrcept (FI) model. In other words, channel modeling uses mathematical parame-

ters to obtain the effect of the channel medium. These effects cause the transmitted signal to

be either destructive or constructive during the propagation. Where the main focus of this

dissertation is how Artificial Intelligence will be used in channel modeling. Fifth-generation

-5G- with massive MIMO, higher data rate, handover, and channel modeling become more

and more complex with the new wireless generations than the traditional stochastic or de-

terministic approaches. Nowadays, traditional wireless communication channel modeling is

considered an old fashion especially with new technologies era such as things that applies to

MmWave. In this sense, researchers and academia looking forward to more effective methods

that have less complexity and more accuracy. Emerging machine learning technology sup-

plies a new direction to process big measurement data and traffic data toward the wireless

channel. Thus, new novel strategies of channel learning are proposed to generate a model

free of the wireless channel modeling by tacking these difficulties.
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With the availability of high computational devices and data, Artificial Intelligence (AI)

emerges to revolutionize system design for new radio 5G. The subcategories of AI involve

machine learning, deep learning techniques such as supervise leaning methods will be used

to predict the channel state information (CSI) of a variate of environments base on a certain

dataset. The fundamentals of wireless communication systems concentrate on channel mod-

eling particularly for new frequency bands such as MmWave. Machine learning can facilitate

rapid channel modeling for 5G wireless communication systems due to the availability of

partially relevant channel measurement data and models. When irregularity of the wireless

channels leads to a complex methodology to achieve accurate models, appropriate machine

learning methodologies explore to reduce the complexity and increase the accuracy. This dis-

sertation demonstrates an introduction to alternative procedures beyond traditional channel

modeling to enhance CSI prediction based on data-driven with the usage of AI techniques,

to alleviate the dilemma of channel complexity and time-consuming process that the mea-

surements take. An example of applying AI towards wireless channel modeling is applying

regression techniques with measurement data of a certain scenario to successfully assist the

prediction of the path loss model of a different operating environment.

The irregularity of the wireless channel leads to a complex wayside to achieve accurate

models where new technology is required to accomplish the precise results with new tech-

nologies. Machine learning algorithms involve channel modeling to reduce complexity and

increase the accuracy that reduces the number of measurements. Furthermore, researchers

explore machine learning methods that can link wireless channel modeling in different sys-

tems. Due to a large number of operations and extensive measurements, the researcher tends

to perform machine learning to enhances the channel modeling prediction. The aim of using

the machine learning algorithms is to develop alternative techniques to estimate the received

signal that’s usually get affected by the channel. Moreover, extract and develop useful in-

formation from channel measurement data in the wireless communication system. Lacking
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using machine learning (ML) techniques for mobile wireless channel models is overcomes

throughout this dissertation. By applying ML algorithms such as classification techniques

will be used to investigate the wireless channel modeling and compare the result of each

model by using the interpretation of performance measures such as accuracy, precision, and

the number of misclassifications.

Artificial intelligence (AI), particularly machine learning (ML), is widely studied to enable

a system to learn of intelligence, predict and make an assessment instead of the needs of

humans. Switching the traditional channel modeling to machine learning channel modeling

still in its early stage. One of the main issues in current communication is accurate of

prediction the channel parameters, whereas using machine learning techniques could enhance

the prediction and reduce the complexity. ML can be used to predict and estimate the

wireless channel parameters and examine large and small-scale fading including parameters

such as path loss, delay path loss exponent, frequency, Doppler spread and random variable

that explains the large scale fading.

Usually, the supervised learning can be divided into two main subjects which are the

regression and classification learning. The regression method is considered continuous val-

ues whereas the classification is a discrete value. Both of these two subjects are useful in

estimating the channel parameters such as the path loss component and the large-scale ran-

dom variable. The error can be minimized if optimization techniques are involved or by

modifying some machine learning algorithms. One of the topics in this dissertation is to

assist base stations to select the optimum signal based on the availability of the CSI data.

This approach emerges as an attractive technique in the radio access network (RAN) and

link selection to result in the strongest propagated link becomes the critical technology to

facilitate RAN using mmWave. By taking advantage of existing operating data and ap-

ply appropriate artificial neural networks (ANN) algorithms to alleviate severe fading in the

mmWave band. Additionally, we applied classification techniques using ANN with multilayer
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perception to predict the path loss of multiple transmitted links and base on a certain loss

level, and thus execute effective relay selection, which also recommends the handover to an

appropriate path. ANN with multilayer perception is compared with other ML algorithms

to demonstrate effectiveness for relay selection in 5G-NR. Thus, machine learning (ML) is

a new way that will change the design, standardization, and optimization of the commu-

nication systems. ML techniques such as supervise leaning and unsupervised methods will

be used to estimate the wireless channel parameters by inferring CSI based on data-driven

since the propagation signal of communication systems fundamentals is focusing on channel

modeling particularly for a new technology era such as MmWave.

Millimeter-wave supplies alternative frequency bands of wide bandwidth to better realize

pillar technologies of enhanced mobile broadband (eMBB) and ultra-reliable and low-latency

communication (uRLLC) for 5G - new radio (5G-NR). With the usage MmWave frequency

band, propagated signals become weaker due to fading through the channel and there must

be a way to predict the strongest signal in a quick way to avoid the delay and to assist the

coverage. With the usage of AI techniques and based on data-driven, predicting the strong

signal can be achieved.

This dissertation focuses on predicting channel state information based on data-driven

and elaborates on how to overcome some wireless issues in the new era 5G using Artificial

Intelligence. Thus, based on our investigation in this dissertation, we can conclude that

applying artificial intelligence towards wireless channel modeling is a promising technique

and should be implemented in current and future wireless communication systems.
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Chapter 1: Introduction

The main aim of this dissertation is to contribute to the existing literature on the field

of wireless communication systems by serving readers with aggregating materials and pro-

viding more novel works by introducing a new idea to the wireless communication systems.

Involving and combining Artificial Intelligence (AI) to wireless channel modeling is one of

the promising methods to reach the 5G requirements. Starting from this section, which

describes the background and motivation of this dissertation. The following chapters of this

dissertation can answer these pursuing questions.

• The classical wireless channel modeling is time consuming, complex and inaccurate,

how to overcome these drawbacks?

• How to enhance the accuracy of prediction the channel state parameters such as path

loss and other channel state information?

• How to meet the five generation (5G) and new radio (NR) requirements?

• How artificial intelligence (AI) can improve wireless communications systems?

• How machine learning can be involved in the wireless communication systems?

• How to assist base stations to predict the acceptable received signals?

• 5G and beyond wireless generations have a range of frequency bands, how can a base

station be assisted to predict a specific frequency band?
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1.1 Motivation

During the past two decades, academia and industrial researchers have been attracted to

investigate and mimicking wireless channel fading using mathematical models to predict the

wireless channel information. Nowadays, these investigations have achieved a level with no

further improvement to reduce the complexity of characterizing the wireless channel medium.

With the usage of the high computational device and the availability of data, artificial intel-

ligence techniques are involved to enhance the prediction and reduce the complexity to reach

reliable communication. With the usage of AI towards wireless systems, we are now able

to reach the 5G-NR requirements that are based on three pillars which are enhanced mo-

bile broadband (eMBB), ultra-reliable, low latency communications (URLLC), and massive

machine-type communications (mMTC).

1.2 Outline of Dissertation

In this subsection, the structure of the dissertation will be illustrated:

• Chapter 2: The introduction of the theoretical background and the state of art of

wireless channel modeling.

• Chapter 2: Overview of some artificial intelligence methods.

• Chapter 3: Applying artificial intelligence techniques towards wireless channel model-

ing.

• Chapter 4: Predicting the path loss of wireless channel models using machine learning

techniques in mmWave urban communications.

• Chapter 5: Predicting optimum propagated link for 5G new radio via artificial neural

networks.
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• Chapter 6: Investigation and Prediction of the Wireless Channel Modeling for High

Frequency Bands Using Artificial Intelligence Methods.

• Chapter 7: Future works and conclusion

1.3 Dissertation Contribution

Comparable to every field in real life, the wireless communication field faces issues es-

pecially with the revolution of wireless communication in the current decade. This section

will cover some of the case studies that we have investigated and how it will be resolved.

Additionally, an overview of the wireless channel will be addressed.

1.3.1 Complexity and Inaccuracy

The traditional wireless channel modeling using Deterministic or Empirical approaches

is complex [1]. This complexity is due to a large number of operations and large conducting

measurements. The irregularity and complexity of the wireless channel are in need of new

methodologies to meet the new wireless generation requirements. To be more specific, the

complexity and the accuracy of the path loss models can be varying with many factors such

as environments, interference levels, energy, distance, etc. Thus, Artificial Intelligence based

on data-driven is proposed in full details in this dissertation to overcome this issue.

1.3.2 Link Selection

Wireless communication systems are facing a problem with selecting the strongest prop-

agated signals. Base station needs to be assisted to select the optimum received signal.

However, we’re proposing a method to avoid the fading is by allowing the base station to se-

lect the strongest link with the help of machine learning techniques to improve the reliability

of the wireless communications based on data driven.
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1.3.3 Frequency Bands Prediction

Predicting the frequency bands is not considered an issue in the previous wireless gen-

erations, whereas nowadays, it’s becoming more critical due to the availability of the bands

ranging from 700 MHz to 100 GHz in 3G to 5G respectively. The base station has no strate-

gies to make such a prediction suddenly. Thus, we are proposing new methodologies to assist

base stations to has the ability to predict the frequency bands to make the communications

more reliably to meet the 5G pillars.

1.4 Background

The main purpose of the wireless channel modeling in the area of cellular systems is to

support basic physical layer communication. Channel modeling, intends to mathematically

describes the multipath components (MPCs) characterization and can be implemented by ei-

ther Deterministic or Stochastic manner [2]. The electromagnetic waves propagated through

a channel and how these waves get affected by the surrounding environments require a way to

represent it. A mathematical representation is used to describe the channel impulse response

in the time domain or by channel transfer function in the frequency domain and this called

a model-based approach. While a second option is a model-free approach, which is based on

data driven to estimate and infer the CSI and that would be the main goal of this disser-

tation. Traditional wireless communication channel modeling based on either Deterministic

or Stochastic models and the irregularity of the wireless channel’s behavior leads to a com-

plex and time-consuming methodology to achieve accurate models. The fifth generation of

mobile communication (5G) and beyond systems suggest further complicated tasks to ob-

tain appropriate channel models. Classical wireless procedures are becoming more complex

handling big data and it’s the time for an alternative procedure such as Machine Learning

(ML) [3]. Also, wireless channel modeling prediction is a critical mission in the wireless

4



communication systems. A disruptive approach to more effectively tackle the technological

dilemma in channel modeling is to take advantage of existing measurement data and apply

appropriate machine learning (ML) algorithms to reduce complexity and increase accuracy.

After intuitive application of regression techniques to channel modeling [4], we demonstrate

applying classification techniques in ML to predict the path loss of channel modeling, while

showing how the complexity such as the required number of measurements can be greatly

reduced. Consequently, appropriate applying ML can assist more efficient development of

channel modeling in new scenarios for 5G - new radio (5G-NR)..

1.5 Channel Modeling Literature Review

The main aim of the channel modeling in the area of cellular systems is to support basic

physical layer communication. Channel modeling [5], intends to mathematically describe the

multipath components (MPCs). Channel modeling can be implemented by either Determin-

istic or Stochastic manner, to the reorientation of the propagation waves through a channel

and how these waves get affected by the channel surrounding. Then, a mathematical repre-

sentation describes the channel impulse response in the time domain or by channel transfer

function in the frequency domain. In parallel with the measurement and theoretical research,

the simulation tool is building to reduce the complexity and improving the performance.

Channel modeling of wireless communication [6] can be represented mathematically by

the time-variant CIR impulse response h(t, τ) in the time domain or in the frequency domain

by using time-variant channel transfer function H(t, f). The channel impulse response can

be obtained by sounding the channel periodic pulses with PN sequences or pulse at the

transmitter while in the frequency domain, the channel can be sounded with multi-tone

signals such as vector signal generator (VSG). Both time and frequency domain describe the

behaviors of the signals where the fourier transform is used to obtain the transfer response

in the frequency domain. The mathematical models can include parameters such as carrier

5



frequency, shadow, phase, Doppler, delay, distance, path loss and others where most of these

parameters are varied randomly [7].

Fading is identified as the time variation of the received multipath components MPCs

power that went through the medium channel effects where it can be categorized into two

parts as Small-Scale Fading and Large-Scale Fading. Propagation in wireless channel models

results in either large or small scale fading base on the variations of the signal. Large-scale

fading can be either path loss or shadowing due to shadowing by blockers that are larger than

the carrier wave. While small-scale fading is due to amplitude variations due to multipath

time delay or Doppler spread.

Before applying machine learning techniques, we need to understand the fundamental

of the wireless channel and how to model it. There are two types of channel modeling

as mentioned previously, which are Deterministic and Stochastic Channel Models. Others

may divide the wireless communication channel models into three categories as geometry

based deterministic models such as Ray tracing, non-geometrical stochastic models as the

empirical models and geometry-based stochastic models (GBSMs) which is a combination

of deterministic and empirical models. Deterministic channel modeling: The main idea of

this is to reproduce the communication by using Maxwell’s equations. The CIR will be

produced using such as the ray-tracing model with geographical data. The disadvantage

of this approach is every single location has different surfaces that require different designs

especially with urban areas that require a different scenario and it demands a highly precise

geographical database. In this approach, all objects such as buildings, cars, trees, and others

are divided into a small slot that gathered in the ray tracing. There are other models such

as finite-difference time-domain (FDTD). The time-variant CIR is expressed for frequency

selective channel as:

6



y(t) = u(t) ∗ h(τ, t) =

∫ ∞
−∞

h(τ, t)u(t− τ)dτ (1.1)

where y(t) is the received signal, u(t) is the transmitted signal, * is the convolution sign and

h(τ, t) is the channel function with respect to delay and time.

h(τ, t) =

N(t)∑
K=1

ak(t)e
j(2πfτk(t))δ(τ − τk(t)) (1.2)

Furthermore, alpha is the amplitude, K is the MPC at time t and τ is the delay. While

stochastic channel modeling approach can be divided into two classifications, geometry-based

stochastic models (GSCMs) and non-geometry based stochastic models. The Non-geometry

models can either a narrowband stochastic channel models or wideband stochastic channel

model [6]. Where the narrowband stochastic model usually focuses on the characterization

of the fading statistics as well as the Doppler spectrum. Whereas the wideband stochastic

model is typically focused on the received power, delay, angle of departure and arrival and

Doppler shift, etc. However, the geometry base stochastic models which are similar to the

non-model but with a simplified ray tracing. Most of the current MIMO channel modeling

uses this model for a wideband system. The difference between wideband and narrowband is

the amount of the bandwidth however in narrowband, the delay has no much affects base on

the relation Tm ≈ B−1 and u(t−τn(t)) ≈ u(t) but with wideband all of these approximations

are not valid. Tm is the multipath delay spread, B is the bandwidth, τn is the delay and

u(t) is the low pass signal. Moreover, narrowband characterization can be used to model

the path loss and coherence time. While wideband used to characterize the channel impulse

response to investigate the delay parameters since the narrowband measurements aren’t able

to resolve the individual multipath components in the time domain [8]. Our focus is the non-

geometrical stochastic which is based on real measurement campaigns to collect data to build

new models for MmWave bands using artificial intelligence methods.

7



1.5.1 Objective

During the past decade, wireless channel modeling has gained academic and industrial

intentions. Today, there are a couple of challenges to create channel modeling communica-

tions and that is due to complexity and inaccuracy. Base on the literature, multiple ways

to overcome these issues using MmWave and AI. the usage of higher frequency and AI will

assist base stations to interchange information and making decisions. Federal Communica-

tions Commission (FCC) already approved using higher frequencies such as 28, 37 and 39

GHz and frequencies between 64-71 GHz for unlicensed for mobile usages. Since there are

challenges to implement MmWave frequencies in the communication systems. The current

issues with MmWave models are the lack of accurate MmWave channel model, high fading

due to vulnerability, mobility and short distance propagation due to low wavelength. During

the empirical measurements, a couple of characteristics in the channel modeling need to be

investigated such as radio signal strength (RSS), delay spread, Doppler spread, phase shift

and bit error rate. Involving these characteristics usually used to improve the performance

of communications.

Fading in the wireless communications can be categorized into two parts, large scale and

small scale fading where fading refers to the reduction changes of the MPC’s power. The

large scale fading (LSF) explains the main characteristics of the channel such as path loss

and shadow. Furthermore, LSF cases examine the relationship between path loss and the

separated distance between the Tx and Rx in different environments such as the suburban.

While small scale fading cases go over the relation between the Doppler spread and time

coherence. Other characteristics will be examined as well as gradually such frequency bands

to assist base stations. These investigations are needed due to the lack of real measurements

which will allow developing a reliable wireless communication. The propagation channel

of communication systems fundamentals is focusing on channel modeling particularly for

8



a new technology era such as MmWave. The irregularity and complexity of the wireless

channel lead to solid ways to achieve accurate models where more trails are always required

to accomplish the precise results mainly with new technologies.

Wireless communication systems are non-stationary channels where the medium channel

changes during a short time. That change is due to the mobility of one or all transceivers

or the environment by itself such as other moving vehicles cause time-variant. In channel

modeling, there are six different domains that other parameters can be assigned to it.

• Loss and fading: path loss, shadow fading, and small-scale fading

• Time domain: coherence time and stationary time

• Frequency domain: coherence bandwidth and stationary bandwidth

• Doppler domain: Doppler shift and Doppler spread

• Delay domain: delay spread and mean delay spread and excess delay spread.

• Angular domain: angle of arrival (AoA) and angle of departure (AoD)

The primary concern of wireless channel modeling characteristics is the channel strength

variations over time and frequency where those variations can be divided into large scale

fading (LSF) or small scale fading (SSF). Regularly, in LSF, the signal loses its strength

due to distance in case of the transceiver are far away from each other or due shadowing

by environments obstacles. When the signals or multipath gets destructive or constructive,

small scale fading occurs and different statistical models can be used to characterize the

wireless channel medium such as Rayleigh Model and Nakagami-n (Rice) Model [9]. To

investigate the wireless channel, an impulse response is a preform as shown in the following

section.
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1.5.2 Impulse Response

The channel impulse response (CIR) is a short duration time domain signal which is the

impulse response δ(t) for continuous-time system or δ[n] for discrete-time systems. Where the

system’s impulse response h(t) is the output signal of a channel when an impulse is applied

to it. CIR can be obtained by the correlation of the received samples with PN sequence in

time domain sounding. The reason why CIR is important is predicting the output of the

system. CIR can be also obtained in the frequency domain by using the Fourier transform

and become channel frequency response (CFR). Both of them can be used to characterize

the performance of the system where CIR is helpful when analyzing behavior in the time

domain whereas CFR in the frequency domain There are a couple of forms of time-variant

channel modeling and the below is a wireless channel model that can be as a linear filter

with time-varying impulse response:

Y (t, τ) = x(t) ∗ h(t, τ) =

∫ ∞
−∞

x(t)h(t, t− τ)dτ (1.3)

The CIR donated by h(t,τ) which is a function of time (snapshot) and delay τ . Usually,

the peak power of the CIR supposed to be close to 20-30 dB above the noise threshold to

become a valid CIR whereas the multipath components gain will be set to zero if it’s gain

only 3dB or lower of the noise threshold. Also, one of the ways to record a time-variant

channel is by assuming the estimated largest Doppler frequency value which is needed in

estimating the time of the snapshot. The time period between each adjacent snapshot is

based on Nyquist rate as fsample ≥ 2vmax where vmax is the Doppler frequency. Moreover,

the upper bound of the snapshot period has to be estimated to prevent overlapping with

other adjacent snapshots. Where that can be done by knowing the maximum excess delay

where the lower bound is estimated by the Nyquist rate.
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The traditional method to estimate the fading of a wireless channel is by mimicking

the channel effect using statistical methods depending on the environments. For instance,

characterizing the amplitude and the phase effect of a wireless channel can be illustrated as

follow.

h(t) =
L−1∑
i=0

aie
−j2πfoτi (1.4)

=
L−1∑
i=0

aicos(2πfoτi)− j
L−1∑
i=0

aisin(2πfoτi) (1.5)

if we assume

y = aicos(2πfoτi) (1.6)

x = aisin(2πfoτi) (1.7)

To obtain the amplitude a and the phase φ of an affected propoaged signal through a wireless

channel.

a =
√
x2 + y2 (1.8)

φ = Tan−1 y

x
(1.9)

Due to the scatting of the multipath channel, at the receiver side, there will be multiple

components of the transmitted signal. Based on Central Limit Theorem (CLT), The random

variable ai and τi follow Gaussian Distribution (standard normal distribution) with zero mean

and unit variance. Thus, x and y follow the same distribution.
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pdf(x) =
1√

2πσ2
exp−

(x−µ)2

2σ2 (1.10)

F (x) =
1√
π

exp−x
2

(1.11)

F (y) =
1√
π

exp−y
2

(1.12)

Then, by using the joint distribution

Fx,y(x, y) = F (y) · F (x) =
1

π
exp−(x2+y2) (1.13)

Fx,y(x, y) = F (y) · F (x) =
1

π
exp−a

2

(1.14)

So, by applying a and φ in term of joint distribution, we get:

Fx,y(x, y) =⇒ Fa,φ(a, φ) =
1

π
exp−a

2 ·Jx,y (1.15)

where Jx,y is the Jacobian factor for changing the variables and after calculating the Jacobian

determination, the factor will equal to a. Now, the final caractrization of the fading channel

using the joint distribution would be as following.

Fa,φ(a, φ) =
a

π
exp−a

2

(1.16)

Now, to obtain the individual distribution of the amplitude and the phase, we need to

apply the marginal dissertation from the joint distribution. Let’s start with driving the

amplitude and then driven the phase would be the same procedure.
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Fa(ai) =

∫ π

−π
Fa,φ(a, φ)dφ (1.17)

Fa(a) =

∫ π

−π

a

π
exp−a

2

dφ (1.18)

Fa(a) =
a

π
exp−a

2

2π = 2a exp−a
2

(1.19)

The above equation is called Rayleigh fading channel. Then, the phase distribution shown

as.

Fφ(φ) =

∫ +∞

0

a

π
exp−a

2

da (1.20)

Fφ(φ) =
1

π
(1.21)

1.5.3 Large-Scale Fading

Large scale fading usually due to the objects that shadow the signal and distance be-

tween transmitter and receiver. Path losses and shadowing can cause a large fading to the

transmitted signals that degrade the signal strength. However, channel modeling has not

been well studied in the 5G. Most of the published path loss models follow the general path

loss model in the below equation.

PL(in decibels) = [Free space loss at 1M] + 10nlog(d) +Xσ (1.22)

where Xσ is the normally distributed random variable mean and σ standard deviation plus

other unknown losses added to this parameter during fitting the model which in our analysis

13



would be investigated more. Additionally, the receive signal strength varies over distance r

as 1
r2

for free space or 1
r4

for ground reflection [10]. Additionally, the relationship between

path loss and transmitted power is showing as:

PL[dB] = Pt[dBm]− Pr[dBm] +Gt[dB] +Gr[dB] (1.23)

where PL is the path loss, Pt is the transmitted power, Pr refers to the received power, Gt

and Gr is the transmit and receive antenna gain, respectively

1.5.4 Small-Scale Fading

Small scale fading is due to the constructive and destructive of the Multipath components

MPCs at the receiver side which usually leads to fluctuations over small distance or small

interval of the signal envelope [6]. Besides, Small-scale fading is used to determine the

link-level performance based on bit error rates and average fading. Usually, the amplitude

distribution of the received signal is modeled like a Rayleigh distribution for the non-line of

side where Ricean distribution is used for the Line of side. Where Rayleigh fading models are

the most common statistical model for the random amplitude. Some classes of such fading

are summarized as follows:

1.5.4.1 Flat Fading

Flat fading channels are known as amplitude varying channels and narrowband channels

(signal BW is narrow compared to channel BW). Usually, flat fading occurs if the signal width

pulse or symbol period is larger than the delay spread Ts >> στ or the signal bandwidth is

less than the channel bandwidth Bs << Bc .
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1.5.4.2 Frequency Selective Fading

Frequency selective fading is due to the time spread of the transmitted symbols within

the channel [11]. Frequency selective fading is also known as wideband channels and occurs

if the signal width pulse or symbol period is less than the delay spread Ts < στ or the signal

bandwidth is larger than the channel bandwidth Bs > Bc. Frequency selective fading can

be solved by two methods. the first approach is for narrowband bandwidth transmissions if

frequency selective fading occurs at the transmission frequency, then the entire signal will

be lost unless two methods are applied. The first one is by transmitting a wide bandwidth

signal or signal spectrum as CDMA where any dips or fading only occurs in a small loss of the

signal power instead of a complete loss. The second approach is to separate the transmission

into small bandwidth carriers or chops such as in OFDM transmission. In both cases, the

loss is small where this information can be recovered.

1.5.4.3 Fast Fading

Fast fading occurs when the channel impulse response changes rapidly within symbol

duration or the channel variation is faster than the baseband signal variation. Fast fading

occurs if the signal width pulse or symbol period is larger than the coherence time of the

channel Ts > Tc or the signal bandwidth is less than the channel bandwidth Bs << Bc.

Moreover, fast fading occurs when the Doppler spread is high [6].

1.5.4.4 Slow Fading

Slow fading is happening when the channel impulse response changes rapidly within

symbol duration or the channel variation is smaller than the baseband signal variation or

if the Doppler spread is low. Slow fading appears if the coherence time is large relative to
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the symbol period delay required by that application or the standard Ts << Tc or the signal

bandwidth is larger than the channel bandwidth Bs >> Bc.

1.5.5 Distortion

There are two kinds of distortions, time-dispersion (inter-symbol interference) or frequency-

dispersion that the wireless channel can get affected by as shown in the below subsections.

1.5.5.1 Time Dispersion

When a signal is propagated through the medium, the signal experiences a distortion

affected by reflections, scattered and diffracted by objects where the signal arrived at dif-

ferent times called time dispersion. The different time between the first and last multipath

components called delay spread. Time dispersion can cause inter-symbol interference ISI.

This dispersion is due to the signal bandwidth larger than the coherence bandwidth while

frequency selective fading is due to time spread in the time domain. Usually, the sideband

signals mitigate the dispersion than the narrowband [11] [12]. The following paragraph is

multipath channel parameters obtained form a power delay profile.

Mean Excess Delay and RMS Delay Spread The mean excess delay is the first moment of

the power delay profile. RMS delay spread [6] can be obtained by taking the square root of

the second central moment of the PDP. Usually, RMS delay spread values are in order of

microseconds for outdoor environments and nanoseconds in the indoor radio channel. Once

the RMS delay spread obtain from PDP’s, the maximum RMS delay spread, the average

RMS delay spread, and the standard deviation RMS delay spread costs can be achieved.
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Maximum Excess Delay (X dB) Defined as the time delay value after which the multipath

energy falls to X dB below the maximum multipath energy. It is also called excess delay

spread.

1.5.5.2 Frequency Dispersion

Frequency dispersion is due to mobility that case time spread in the time domain. While

time selective fading is due to frequency spread in the frequency domain. This has to do

with the effect of receiver mobility. If the signal changes rapidly enough in comparison with

the coherence time 0.18
fm

, fm is the Doppler frequency λ, then there is no distortion.

Coherence Bandwidth Coherence bandwidth is a method that is used to characterize the

channel in the frequency domain. It is a statistical measure of the range of frequencies over

which the channel can be considered flat. Coherence bandwidth also is the difference between

frequencies over which two frequency components have a strong potential for amplitude cor-

relation. Both Delay spread and Coherence bandwidth used to describe the time dispersion

of the channel in a local area [6].

1.5.6 Building Penetration Loss Modelling

This model was proposed by the 3GPP where it consists of the following parameters

which can be used for the future V2I.

PL = PLb + PLtw + PLin +N(0, σ) (1.24)

Where PLb is path loss from the urban macro or urban micro models and PLtw is the loss

due to building penetration. PLin is losses inside building and σ is the standard deviation.
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Furthermore, these parameters can be modified base on the location and versions update of

the model.

1.5.7 Shadow Fading (SF) Standard Deviation

Shadow Fading (SF) Standard Deviation can be found using a collection of measured

data in the above analysis (PL) where the SF value should be obtained by subtracting the

expected PL value from the measured one and then taking the standard deviation

SF (dn, p) = PL(dn, p)− PL(dn, p) (1.25)

PL(dn, p) is the expected path loss and PL(dn, p) is the measured path loss value. The

standard deviation can be shown as:

σSF =

√√√√ 1

N − 1

N∑
n=1

|SF (dn, p)|2 (1.26)

1.5.8 Doppler Spread

Doppler spread is just the frequency shift of a narrowband channel due to the mobility

or the surrounding environments. Doppler spread can be derived as a function of effective

mobility through different environments [13]. It’s a good indicator of the time selectivity

(RMS Doppler spread) and is related to the coherence time. According to [13] doppler spread

will be also studied where its effect due to the higher mobility of the vehicle nodes which

cause doppler shift (DS) of the received node in the carrier frequency. Mitigating the doppler

effect will improve the throughput and the quality of service (QoS) as well. Also, the effect

of a doppler frequency shift on the carrier frequencies is happening in different modulations

with the same percentage and the SNR is degradation on the OFDM system due to the

doppler shift and other reasons such as frequency offset and phase noise.
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In my opinion, the DS will not have that effect on the ISI since the spacing between

neighbor’s frequencies is high on the mmWave. DS is naturally higher at the mmWave than

the microwave since the wavelength is shorter which makes it harder to be estimated. DS

leads to frequency dispersion and time selective fading where there are two possible fading

which are fast fading (small scale fading)and slow fading. DS can be obtained using power

angular spectrum plus other parameters such as speeds and angle of both Tx and Rx [14].

Doppler spread gets worse with increasing the speed or the frequency base one equation

fDS = v
λ
cosθ where v is the speed of the vehicle, λ wavelength and θ is the direction of

the vehicle to the target. If θ = 0, the ray is pointed opposite to the vehicle’s motion. An

example can be provided to investigate these effects. For example, a vehicle is with a speed

of 140 Km/hr with a frequency of 1 GHz, the maximum frequency doppler would be 129.6

Hz which is small (If the angle is zero or π) which is the max. Moreover, with the same

example but the frequency is 80 GHz, the Doppler spread is 10.37 kHz which is still not

quite significant if it’s divided by the carrier frequency fDS/fc is 1.3e-10.

1.6 Path Loss Models

During the past decade, researchers have conducted a lot of designs to propose wireless

communication systems toward improving wireless performance. Most of the published path

loss model follows the general path loss model follow the relationship between path loss and

transmitted power is showing as:

PL[dB] = Pt[dBm]− Pr[dBm] +Gt[dB] +Gr[dB] (1.27)

Where: - PL refers to path loss. - Pt refers to the transmitted power. - Pr refers to the

received power. - Gt and Gr refer to the transmit and receive antenna gain, respectively.
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Empirical path loss models will be derived from the data collection and then usually

be compared with theoretical models such as free space and two-ray model. There are a

couple of requirements that must be accomplished for new channel models such as that

channel model must support multi-frequency band up to 100 GHz and has to support large

channel bandwidth (2GHz). Moreover, the new channel models supposed to support a range

of antennas arrays such as cylindrical, linear, planar, and spherical arrays, with arbitrary

polarization. The level of complexity should be limited. The new channel model has to be

suitable for channel states such as LOS, NLOS, indoor, outdoor and other environments. In

this section, there will be a couple of recent path models candidates as the alpha-beta-gamma

(ABG) model, the close-in (CI) model and Close-in with frequency-dependent exponent from

previous empirical communications.

1.6.1 Alpha-Beta-Gamma (ABG) Model

ABG model is the current 3GPP 3D model and values may change based on the base

station location. Academic and industrial are trying to come up with a single path loss

model for each scenario.

PLABG(f, d)[dB] = 10αlog10 + β + 10γlog10(
f

1GHz
) +XABG

σ (1.28)

ABG model is used to measure how PL gets increased with distance and β is the optimized

offset in dB. Also, γ is the PL variation over frequency in GHz and XABG
σ is the fading (SF)

in dB. Since there are three parameters, 3GPP mentioned that the ABG PL model always

has a lower shadow fading standard deviation than other PL models [15].
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1.6.2 Close-in (CI) Model

This model is usually for LOS and NLOS for all UMi, UMa, and InH as well by using

close-in reference distance base on Fariis’ law [16]. The general version of the close-in model

is:

PLCI(f, d)[dB] = FSPL(f, 1,m) + 10nlog10(
d

1m
) +XCl

σ , (1.29)

The above equation is a path loss model where the parameter FSPL is the free space

model in dB, α is the path loss exponent (PLE) to show how PL varies with multipath

propagation distance and do is the reference distance which set to 1 m since there is no

shadowing in the first meter and simplifies the equation as well. The FSPL can be obtained

using FSPL(f, 1,m)[dB] = 20log10(4π∗f∗109

c
). Where FSPL at 1 m and c is the speed of

light. Close-in path loss model is more robust and provides better performance than the

ABG path loss model [17].

1.6.3 Close-in with Frequency Dependent Exponent

This model was proposed in the 3GPP meetings where it depends on how high is the

frequency bands. Close-in with frequency dependent is an extension of the CI model with

frequency dependent [18]. The general model of the CIF model shown as:

PLCIF (f, d) = FSPL(f, 1,m) + 10n(1 + b(
f − fo
fo

))

log10(
d

1m
) +XCIF

σ (1.30)

where b is a parameter that captures the slop and it would be positive if the both PL and f

increase. fo is the reference frequency [19].

[20] compared the above path loss model for both CmWave and MmWave in different

scenarios such as UMa and UMi. All of them showed a good prediction with large data
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where the CI model was the most suitable for outdoor cases due to the close-in free space

reference. Whereas, CIF has a better performance for the indoor environments due to its

small stander deviation values.

1.7 Conclusion

Channel modeling is fundamental to design wireless communication systems. A common

practice is to conduct a tremendous amount of channel measurement data and then to

derive appropriate channel models using statistical methods. For mobile communications,

channel estimation on top of the channel modeling enables high bandwidth physical layer

transmission in state-of-the-art mobile communications. This chapter covered an overview

of the wireless channel modeling in wireless communications systems. Multiple of popular

path loss model in MmWave models were presented. For the coming 5G and diverse Internet

of Things, many challenging application scenarios emerge and more efficient methodology

for channel modeling and channel estimation are required.
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Chapter 2: Artificial Intelligence Techniques

The purpose of this chapter is to cover the theoretical background of artificial intelligence

(AI). This section focus on AI methods that can be further involved in predicting the wireless

channel parameters based on data driven and elaborate on how to overcome some wireless

issues in the new era 5G.

Table 2.1: An Overview of Machine learning Algorithms in Wireless Systems

Category Tasks Algorithms
Supervised learning Regression, Classification,

Bayesian Inference
Neural Networks, Decision Tree.
Logistic Regression, K-nearest,
SVM, Gaussian Regression

Unsupervised learning Clustering, Feature Extrac-
tion, Dimension Reduction

K-means, Spectrum Clustering,
PCA.

Reinforcement learn-
ing

Policy learning Q-learning.

Table 2.1, shows that artificial intelligence can be divided into three main categories that

can be applied to the wireless channel modeling in general. These categories are supervised,

unsupervised and reinforcement learning. Where some algorithms and tasks are provided in

this table.

2.1 Supervised Learning:

For the purpose of learning and predicting, common methodologies to realize ML are

training, testing, and validating wherein the training part, the model is trained from the

data to predict channel modeling parameters [21]. Supervised learning techniques require
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input, target labels in a dataset to create a model that is used for estimation. If we have

a sample space consist of Xi and output label space yi where i ∈ 1, 2, .., N then by using a

machine learning algorithm Å, which is a function that map the input values to the labels to

preform future predicting. To measure the quality of the mapping, a loss function is used [22].

The supervised learning can divide into two main subjects which are the regression model,

the classification learning. The regression method is considered continuous values whereas

the classification is a discrete value. Both of these two subjects are useful in estimating the

channel parameters such as the path loss component n and the large-scale random variable

ψσ. Also, it can be used to estimate the throughput. The error can minimize if the data is

sufficient in supervised learning. The following subsections are regression and classification

and other algorithms that can be applied to regression and classification techniques.

2.1.1 Regression Algorithms

Regression is a statistical method that is applied to machine learning under the supervise

category. The regression models are a learning mechanism based on a dataset from prior

measurements or simulations. After finalizing the learning processes, the models can be

used for predicting other parameters [23]. Regression uses least squared estimation (LSE)

to minimize the square of the error between the observed responses in the dataset and to

predict the most accurate model [21] [24]. LSE can be divided into two classes: linear

(ordinary) least squares and nonlinear least squares where both of them don’t require any

prior knowledge. The following sub-subsections are major regression approaches that would

be applied later to our analysis.
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2.1.1.1 Linear Regression

Linear regression presents the relationship between the dependent and the independent

variables and used forecast unknown tasks with a minimum percentage of error based on a

given dataset.

So the predicted linear hypothesis function as shown below where θ0 and θ1 are the

weighted parameters of the prediction ŷ. From the training dataset, we have independent

variables xi and dependent variables as a label output yi as an output.

h(x) = θ0 + θ1x+ ε (2.1)

The cost function (J) is measured based on the mean squared error (MSE) which is

used to measure the loss between the actual and the predicted value to obtain the best

fit regression line. The independent variables are supposed to be updated until the model

converges and the equation of the cost function can be shown as:

arg min
j

J =
1

m

m∑
i=1

(hθ(xi)− yi)2 (2.2)

Above equation is the MSE cost function Where m is the number of training data and

hθ(xi) is the predicted ŷi. MSE cost function is used to measure the performance of the

training model. MSE used to measure the average amount of the prediction from the actual

values. By optimizing the θi, the cost function can be reduced to improve the model’s

prediction.

arg min
j

n∑
i=1

J2
i (2.3)

Optimizing the thetas can be done by using the gradient descent to enhance the model

and reduces the cost. By using gradient descent minimization to find the optimum value of

the coefficient, the cost value will be reduced.
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J(θ) =
1

m

m∑
i=1

(yi − hθ(xi))2 (2.4)

where the prediction function hθ(xi) can been as:

hθ(xi) = θ̂0 + θ̂ixi (2.5)

By applying the gradient descent to minimize the value, can be done by taking the

derivation of the function with respect to each one of the coefficient.

∂

∂θ̂
J(θ̂0, θ̂1) =

∂

∂θ̂0

(
1

m

m∑
i=1

(yi − hθ(xi))2

)
(2.6)

1

m

m∑
i=1

∂

∂θ̂0

(yi − hθ(xi))2 (2.7)

Differentiation with respect to θ0, we get:

2

m

m∑
i=1

(yi − hθ(xi))
∂

∂θ0

(yi − hθ(xi)) (2.8)

−2

m

m∑
i=1

(yi − hθ(xi)) (2.9)

−2

m

m∑
i=1

(yi − θ̂0 − θ̂ixi) (2.10)

Now, by making the above equation equal to zero and divide by n to remove the sum-

mation, we get after some algebra:

θ̂0 = yi − θ̂ixi (2.11)

26



Where yi is the sample output and xi the sample mean of the input data. Same procedure

can be applied to obtain the second coefficient θ1 and end up as formed as:

θ̂1 =

∑n
i=1 xiyi − nxy∑n
i=1 x

2
i − nxi2

(2.12)

Applying the gradient descent to update the independent parameters to reduce the J by

starting with a random values for these parameters and keep updating until the J converge.

The updated coefficient can be compute using the learning rate α as shown below:

θ̂i = θ̂i − α
∂

∂θ̂i
(2.13)

2.1.1.2 Multiple Regression

Multiple linear regression is a supervised learning and the goal is to infer and predict

a parameter by reducing the error using the training data to predict the target by using

machine learning method that performs a better estimation f̂(xi). In our scenario, using

dataset that divided into two part, training and testing where the training set consists of

70% and the test is 30% and other as mentioned in [25]. The multiple linear equation can

be seen as follow [26]:

hi(x) = θ0 + θ1X1 + ...+ θiXi + ε (2.14)

The estimated of the response variable Y (PL) using X as CSI and minimizing the erroneous

follow:

ŷi = β̂0 + β̂1X̂1 + ...+ β̂iXi (2.15)

Then, to maximize the estimation method accuracy, the coefficient of equation 2.2 has to be

minimized to obtain a lower difference between the real and the estimation equation. The
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residual error of the regression estimation can be obtained using the below equations [2].

Minimize
n∑
i=1

e2
i (2.16)

ei = argmin
n∑
i=1

(yi − ŷi)2 (2.17)

(β0, ..., βi) = argminβ0...β1 [
1

n

n∑
i=1

(yi − β̂0 − β̂1X1 − ...− β̂iXi)
2] (2.18)

Then, estimating the of the slope and variance can be shown below [27].

β̂1 = (XTX)−1XTy (2.19)

σ̂2 =
1

L− 1
(y −Xα̂)T (y −Xα̂) (2.20)

2.1.1.3 Support Vector Machine (SVM)

Support vector machine (SVM) that is derived from learning theory is a method to

analyze data for classification analysis. SVM was invented by Hava Siegelmann and Vladimir

Vapnik (2001) [28], to identifying datasets using separating hyperplane. Linear regression

is suitable for a complex problem and it was extended to SVM and Linear regression is the

fundamental of the SVM. SVR is a regression method that can be used toward the wireless

channel modeling and it’s different from SVM. The output of the algorithm supposes to

be continuous values instead of classification which is categorical. The function that will

be used to describe this method is called karnel and used to map a lower-dimensional data

into a higher dimensional data. Its well known that SVRusese a hyperplane to predict the

response instead of using it as a separation line in the SVM to distinguish the classes. SVR

is different from the regular linear regression by fitting the error within a certain threshold
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instead of minimizing the error using least square error. Furthermore, the fitting line in the

SVR is base on the maximum data points within certain boundaries.

wx+ b = 0 (2.21)

where ε is the error of data point to each boundary that is shown as

−ε ≤ y − wx− b ≤ ε (2.22)

2.1.2 Classification

The general goal of classification is to map a categorical label to each data sample in the

provided dataset [29]. Where each observation identified to sub-populations (Categories)

label. Multiple classification methods are used to classify in terms of binary and multi-

binary such as Naive Bayes Classifier, Nearest Neighbors, Support Vector Machines, Decision

Trees, Boosted Trees, Random Forest, Neural Networks and others that can be used for both

regression and classifications.

2.1.3 Deep Neural Networks (DNNs)

Among many DNN structures, Multilayer Perceptrons (MLP) uses a Feed-forward neu-

ral network (FFNNs) and a back-propagation network to compute the loss and adjust the

weight [30], which is suitable for deep learning. MLP forms fully connected networks where

every single node in a single layer is connected to every node in the following layers. The neu-

rons usually learn how to transform and convert the input data into a corresponding output.

The subsequent error is usually obtained by the loss function and optimization methods can

be used to minimize the loss such as Adam optimizer. There are multiple loss functions and

cross-entropy will be used when the methodology viewed as a classification problem or least
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square for the regression approach. MLP is also a multivariate multiple nonlinear regression

and collection of neurons that serve as a regression by building a decision. Multilayer Per-

ceptrons are typically uncorrelated, and a collection of them make up the network that can

be less prone to the notorious overfitting.

The neural network is a data driven approach that learns from the data. Where there

are testing data and training data, so the system learns the hidden structure and makes

a decision then that decision can be checked with cost/loss/error function. DNNs are the

mapping of the input to the output which is a branch of deep learning algorithms. The

deep neural network is inspired by the human brain and can be implemented by mapping

the input data to the output in terms of the diagram where each vertical group of nodes is

called a layer. The first layer usually from the input data and every node is connected to

every node in the following layer, the last layer produces the predicted or the response value

and other layers between are called hidden layers. Furthermore, the more layer added refers

to the depth in the network [31]. Later, the weights are adjusted to obtain the least loss.

Once the new data pass to the input layer, the network tries to match it to what it has been

learning in previous training.

To accomplish our purpose, Adam optimization algorithm will be adopted which is differ-

ent from the traditional stochastic gradient descent process to update the weights iterative

base in the training data [32] with a learning rate or step size α to adjust weights.

Artificial intelligence (AI), particularly machine learning (ML), is widely studied to enable

a system to learn of intelligence, predict and make an assessment instead of the needs of

humans [33]. We are in a world that users are engaging with a software or a model that can

learn more from the interaction where the neural network is one of the ways that used to learn

over time Deep Neural Networks (DNNs) is a set of algorithms and one of the techniques

of artificial neural networks (ANNs) [34]. Neural networks used to map the input to the

output. In [35], the authors recommend involving the convolution neural network (CNN)
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to the 3GPP channel model. In [36], the CNN techniques used to predict the speed and

direction angle using a sequence of images as an input. By using a dataset that is produced

from channel modeling simulation or measurement, the deep neural network is inspired and

emulated by the human brain and can be implemented by mapping the input data to the

output.

Deep neural methods are an ideal technique that is capable of solving or reduce the com-

plex problems that wireless channel modeling is facing these due to complexity and time

consuming that used to collect and build channel models for different environments. More-

over, by applying DL, wireless network applications can reach higher estimation precision

and decrease design complexity.

Figure 2.1: ANN Structure

Neural figure 2.1 there are multiple of layers that can be explained as follows:
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• Input Layer: The purpose of this layer is to take the data features in terms of numbers

or figures, etc and pass it to the hidden layers. There is no computation occurred in

this stage.

• Hidden Layers: which are the middle layers that are responsible for processing the data

and performing the operations and transfer them to the output layer.

• Output Layer: To generate the decision of the data processing.

Multilayer Perceptrons has the form of some products of Input X and their corresponding

weights w plus some error b and apply an activation function f(x) to obtain the output of

that layer then feeds it to the input of the following layer. MLP follows the form as shown

below.

Yi = f
(∑

i

wixi + b
)

(2.23)

Where w is the vector of weights of x vector inputs and b is the error. While the function f(.)

is the nonlinear activation function to compute the neuron’s output. The activation function

is essential to ANN to learn and convert an input signal of a node to an output signal that

feeds to the following layer and introduce the non-linearity to learn complex tasks in the

neural networks. Furthermore, if an activation function is not involved in the networks, it

becomes a linear regression (Polynomial of one degree). There are a variety of activation

functions that can be used in the neural networks depending on the task performing as

shown:

• Logistic Sigmoid mainly used to predict a probability as an output and it lies between

zero and one which is preferred in the binary classification.

• Tanh activation function is similar to the sigmoid while its output lies between -1

and 1. Tanh function can be in the form of tanh(x) = 2 * sigmoid(2x) - 1 which is

32



a mathematically shifted from the sigmoid function. Tanh is useful with reducing the

structure of the network due to some values would be zero due to its range.

• Hyperbolic Tangent is a common activation used the backpropagation that evalu-

ated from -2 to 2.

• Rectified Linear Units (ReLUs) which is used in the modern neural due to the

speedway of processing. With large weight updates, ReLUs result in inactive nodes

and become a deadly ReLU since any negative values consider a zero in the output of

that node which causes this node to become dead and blocked. The extension of this

version is called Leaky ReLU (LReLU) to avoid this disadvantage.

• Step Function is also called the threshold function where mostly used in classification

methods. The step function passes zero and one to pass the process to the following

layer or deny the process. It’s helpful for a network that has many layers and neurons

to reduce the size, time and complexity of the network.

Activation functions are also responsible for deciding whether a neuron should be active

or not base on the summation of the weight value with the input and the bias factor. The

raw data of the received and transmitted signals are collected as training data and the model

is trained and then the loss L is obtained.

arg min
j

L =
1

N

∑
(Ŷ (k)− Y (k))2 (2.24)

To minimize the error between the estimated and the received transmitted signal, the

sum of square residual error of sample i is used. Having all neurons running with a fully

connected network leads to a complex network structure especially with the growth of the

layers and will result in a delay in training the data due to speed limit of computer processing

and the large data. Thus, regular forward feed networks have fallen into the disuse due to
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these limitations and it’s the time to apply the backpropagation. Where the weights are

tuned and the error is backpropagated through the network couple of times to reduce the

cost function.

arg min
j

ei =
n∑
i=1

[yi − ŷi] (2.25)

Multilayer Perceptrons Neural Network usually can be used in both classification and

regression. When the Multilayer Perceptrons used for the classification, this algorithm works

by having binary or multiple classes. However, the regression techniques is usually used for

continuous outputs.

2.2 Unsupervised Learning

Unsupervised learning is a branch of machine learning that is mainly used for learning

the pattern of the data where it has an input with the unlabelled response. Usually, it is hard

to have a large amount of labeled data which causes people to switch to use the unlabelled

data that is known as unsupervised learning. Using machine learning techniques such as

unsupervised learning to reduce the complexity, improve the measuring performance such as

in distributing the wireless cellular tower. Unsupervised learning is useful in the case when

the data is not efficient where the hidden variables can be obtained using methods such as

Bayesian learning. Clustering is one of the main methods of unsupervised learning wherein it

is used in channel modeling to gather multipath components (MPCs) with similar parameters

behavior to improve the process of the time-variant channel model precision. These MPCs

has similar parameters such as the angle of arrival (EOA), angle of departure (EOD), delay

(τ), the azimuth angle of arrival (AOA), the azimuth angle of departure (AOD), and power

level will be in in the same cluster [37]. MPCs can be performed in the cluster phenomenon

where power delay profiles (PDPs) that have similarities can be presented in one cluster and
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other MPCs with different clusters. Moreover, unsupervised learning employs the clustering

method in the wireless channel modeling where each pattern represents a single clustering

such as identifying either the LoS and NLoS.

2.2.0.1 Gaussian Mixture Model (GMM)

The Gaussian mixture model (GMM) is a method of clustering techniques where it’s used

to implement channel multipath clustering. GMM gives the option to mix the relation of

data to clusters. By comparing k-means which is a clustering algorithm to GMM in data

distributed, inK-means there is no mix where a single input only belongs to one cluster (Hard

clustering) whereas in the GMM an input can belong to different cluster at the same time

with a different degree of similarity (Soft clustering). GMM is more flexible then k-means

in terms of reducing complexity. Using such simple principal component analysis (PCA) is

an example of the big data algorithms to model a channel modeling where the PCA uses an

orthogonal transformation to a correlated dataset of an uncorrelated dataset [38]. Moreover,

the MPCs are assumed to consist of several Gaussian distributions in the GMM technique

that can be applied to channel multipath clustering and the likelihood of this distribution is

L(X; Θ) =
N∑
i=1

log
K∑
k=1

(xi|µk,Σk)πk, (2.26)

The theta parameter Θ is the assembly of parameters such as µk,Σk and πk. Where πk

is the prior probability of a class. xi is the channel multipath, µk is the mean and Σk is the

chi-variance matrix and πk . Then, parameters of the GMM methods are estimated to solve

the likelihood function by the expectation maximization (EM) algorithm.

Θ̂ML = arg max
Θ

L(X; Θ), (2.27)
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2.2.0.2 K-Means Algorithm

[22] used the K-means algorithm to identify the clusters and then this algorithm itera-

tively groups cluster the MPC to minimize the Euclidean distance between the data until it

becomes a cluster and then keep iteration to reach the convergence. This algorithm has been

used in [8] to cluster the multipath. During the channel modeling, if there are L number

of clusters and each cluster consists of X1, X2, ...Xn, of multipath. By using the centroids

C1, C2, ..., CL, which is the cluster center in random locations in space and a point in high

dimensional vector space. Then, by using the measured data set and for each multipath

Xi find the nearest centroids Ci and assign each multipath Xi to every cluster j. Then by

using the below equation, Euclidian distance DE can be obtained to cluster the base of the

transmitted signal on their behavior.

arg min
j

DE(Xi, Cj) (2.28)

Where the DE =
√∑k

i=1(xi − yi)2 for continuous features and for the categorical vari-

ables, Hamming distance is useful as DH =
∑k

i=1|xi − yi|.

The second step of the algorithm is recomputing each cluster centroid position j=1,2,...,

L and that can be done by taking all data inside that cluster and averaging them to obtain

the new centroid j. Then, these steps kept iterations to readjust the centroid location until

it converged.

2.3 Reinforcement Learning

Another branch of Machine Learning, known as reinforcement learning (RL), is to learn

from experience when the prior information is unknown or to interact with dynamic envi-

ronments. RL is used to learn a system to solve complex problems such as Markov Decision

Process (MDP) which usually called model-free based method or model-free methods such
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as Q-learning that does not learn a system [39]. RL starts with learning, updating and

then pursuing the action to maximize a reward. Markov Decision Process (MDP) is the

foundation of the RL where the goal of an MDP is to find an optimal policy to maximize

the decision [40]. Markov Decision Processes are widely used as a methodology for model-

ing sequential decision-making in environments with probabilistic dynamics or dynamics of

uncertainty.

In the channel modeling of the wireless sensor networks (WSNs) consist of resource-

limited devices such as power transmitting. Static decision commands may lead to inefficient

energy usage. For example, a node sending data at fixed transmit power without consid-

ering the channel conditions will drain its energy faster. Thus, by using MDPs will help

to optimize the problem. The MDP model allows a stable design of dissimilar objectives,

such as minimizing energy consumption and maximizing sensing coverage. [41] proposed a

risk-sensitive reinforcement learning to optimize the beamwidth and the transmit power of

cells. The optimal policy can be obtained after having the optimal value function to select

the action that maximizes the value in the next state. Reinforcement learning is all about

trying to understand the optimal way of making decisions/actions that maximize reward R

such as Q-learning. RL can be applied to issues that have been a while that the wireless

system dealing with such as reinforce the traffic flow and handover where an action the ma-

chine has to do. Applying RL in channel modeling will lead to better performance such as

power control and handover [42].

π∗(xk) = argmaxak{E[rk+1|xk, ak] + β
∑
xk+1

p(xk+1 | xk, ak)V
∗(xk+1) (2.29)

A useful algorithm that helps to find the optimal value function is called the value

iteration algorithm.
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maxx∈S|V l+1(x)− V l(x)|< δ (2.30)

Where l is an iteration counter. The above equation can be used to compute optimal

policy using value iteration which is the most effective and widely used technique to resolve

infinite time horizon discounted MDP. This method has many advantages such as quick

convergences especially if the state space is too large and easy to implement. One of the

Algorithms that represent RL is using Iteration which usually repeats the optimization until

the optimal state value function V(x) converges. The converges occurs once the maximum

value difference between two iterations is less than a specific threshold. For the policy

iteration: we keep repeating improving until it converges.

Machine learning techniques have been a major method for the problems that deal with

routing such as in adaptive routing, shortest path, and multicasting routing. One of the ML

techniques to solve these issues. Q-learning is one of the reinforcements learning that is used

to control the routing follow [43]. Usually, Q-learning is a model-free method that doesn’t

learn a system and can handle the routing by using stochastic transitions and rewards. Q-

learning calculates the policy that maximizes the expected value to maximize the overall

reward. Q-function is used to solve the MDP problem in cases when the information of the

environment isn’t needed. [44] mentioned that Q function estimates the expected reward

when taking an action in a state such as pursuing a handover and power control problems.

RL can be valuable in blockage and selecting beam issues where there will be a reward if

the beam of the signal is selected successful and if there is a blockage, a negative reward is

incurred and reelecting the link base on the training mode is required. To the best of our

knowledge, there are a rear works that have been done on applying reinforcement learning

on wireless communication channel modeling [40]. Deep reinforcement learning (DRL) as
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mentioned in [1] can be used for cognitive radio network (CRN) control to sense the free

channel.

2.4 Massive Wireless Channel Modeling Data Analytics

The channel modeling dataset involves a massive amount of data. Effective machine

learning and feature extraction can alleviate the thrust from the size of data sets, and the

complexity with comparable functionality can be substantially reduced. Authors of [42]

explore complexity reduction techniques to improve signal efficiency. The first technique

is using distributed optimization algorithms, for instance, alternating direction method of

multipliers (ADMM) and primal/dual decomposition. Both of these methods are used to

decouple the statistical learning issues into small sub-issues. The second technique is used

for incomplete data and to perform that, online or active learning is needed.

Other types of classification reduction are dimension reduction which is used to reduce a

high dimensional space without losing any useful information. Methods such that are liner

projection and nonlinear projections methods. An example of the linear projection methods

is principal component analysis (PCA) and for the nonlinear methods are isometric mapping

(ISOMAP) and locally linear embedding. [45] went over an interdisciplinary study of using

massive channel modeling data and used a cluster-nuclei based channel model and matching

the propagation signals to machine learning algorithms using measurement data.

Data Mining is the process of discovering large dataset that is used to learn rules and

relationships that help to build a model to predict automatically from the updated data.

Data mining can be obtained from different many resources where this dissertation focuses

on wireless channel modeling which is becoming a Data Mining. Data is useful for scientists

and during this decade, wireless communication devices have had grown by a factor of one

thousand [46] [12]. Since the measurement of channel modeling will produce big data with

a large of Gigabits especially with cellular systems. MIMO is one of the major things that
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switch the channel modeling to be data mining. [47] recommended using the benefits of data

mine to model wireless channel modeling.

Usually, the parameters of a channel model are generated by measurements or simulations

of the propagated signal through a channel where that signal gets disturbed by fading,

blocking and distance which leads to MPCs. The highest MPCs is the strongest link and

from there, channel parameters can be obtained to create a dataset. During the previous

wireless generation where SISO with lower bandwidth, the amount of data is not sufficient

enough to be used for accurate prediction. Whereas with the usage of MIMO and higher

bandwidth, data can be used to estimate instead of taking so much measurement and leads

to support the accuracy of wireless communication modeling. Thus, channel modeling can

be considered as a sort of data mining.

The data is needed for establishing a channel model where the features and structures are

obtained for the empirical data. Generally, wireless communication including cellular and

others can be data mining since it’s geographically distributed, producing data continuously

with updated versions of the same parameters [48]. Data mining methods used in Machine

learning as other algorithms to build models that predict our needs Authors of [49] believe

that the combination of data mining and machine learning methods and huge dataset, chan-

nel modeling parameters can be extracted and controlled. [50] has confirmed that a deep

model reduces the channel modeling complexity by allowing DNN algorithms to learn com-

plex functions. Moreover, some techniques can be applied to the data analytics unit such

as confirmatory data analysis (CDA) which uses statistical techniques to find out whether

hypotheses of the data set are true or false. Also, an exploratory data analysis (EDA) tech-

nique can be applied to the data analytics to obtain the relationships and patterns in the

given data [51].
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Chapter 3: Overview of the ML Toward Wireless Channel Modeling

Channel modeling is fundamental to design wireless communication systems. A common

practice is to conduct a tremendous amount of channel measurement data and then to derive

appropriate channel models using statistical methods. For highly mobile communications,

channel estimation on top of the channel modeling enables high bandwidth physical layer

transmission in state-of-the-art mobile communications. For the coming 5G and diverse In-

ternet of Things (IoT), many challenging application scenarios emerge and more efficient

methodologies are needed for channel estimation. In the meantime, machine learning has

been initiated successfully demonstrated efficiently handling big data. In this chapter, apply-

ing machine learning to assist channel modeling and channel estimation will be introduced

in this chapter and results with evidence will be in the following chapters.

Artificial intelligence (AI) methods have shown a great performance in multiple domains

such as image recognition and with this motivation, we decided to apply AI to solve complex

issues in the wireless channel modeling. Machine learning has been successfully demonstrated

efficient handling of big data. In this chapter, applying machine learning to assist channel

modeling and channel estimation will be introduced. Moreover, an overview of artificial

intelligence (AI) and its applications towards wireless channel modeling will be introduced

as well. Additionally, previous works from the literature exploring AI in the field of wireless

channel modeling.

Machine learning applied to wireless communication channel modeling is expected to

improve the derivations of channel models and contribute to more effective channel estima-
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Figure 3.1: A General Visualization Explaining the Difference Between Traditional and
New Wireless Channel Modeling

tion. Consequently, machine learning for wireless channel modeling is not only best fitting

a model with appropriate parameters but also keeping the model updated to obtain more

precise operating of wireless communication systems.

Figure 3.1, demonstrate a general compression of the classical wireless communication

channel modeling and the ML wireless channel modeling. Both of them start with have CIR

that is obtained from the sounders and then power delay profile (PDP) can be determined

by taking the absolute square of the CIR to determine the small scale parameters. If the

target is to estimate large scale fading (LSF), average the power delay profile (APDP)

is calculated [52]. Then, using the classical estimation method such as SAGE to extract

the channel parameters. On the other hand, involving and applying machine learning to

extract the CSI and then applying estimation techniques using a method such as regression,

classification, and clustering, etc. to estimate the channel parameters that will lead to better

performance and lower complexity. Channel estimation is a mathematical predicting of the
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natural propagation of the signal that helps the receiver to approximate the affected signals.

[1] suggests using deep learning to identify and classify the modulation nodes, improving the

interference alignment and locate the optimum routing path. [53] addressed that DNNs are

capable to learn the channel model characteristics of the wireless channel that get affected

by fading. In [35], the authors recommend involving the convolution neural network (CNN)

to the 3GPP channel model. In [36], the CNN techniques used to predict the speed and

direction angle using a sequence of images as an input. [24] used multiple machine learning

algorithms such as KNN and Random Forests to estimate the path loss model from a dataset

and showed results that prove the accuracy with small estimation errors.

h(t, τ) =
L−1∑
i=0

ai(t)δ(τ − τi(t)) (3.1)

The time-varying impulse response of the channel is shown in the above equation and

after applying the APDP to it using APDP (τ) = 1
N

∑N
i=0|h(τ)|2. Then, the output of that

equation is fed to the structure of the DNN. To predict the Yi values from the training data

X1, X2, ..., XN

3.1 ML Usage in the Wireless Communication Channel Modeling

Artificial intelligence (AI), particularly machine learning (ML), is widely studied to enable

a system to learn of intelligence, predict and make an assessment instead of the needs of

humans. Switching the traditional channel modeling to machine learning channel modeling

still in its early stage. One of the main issues in current communication is to accurately

predict the channel parameters, whereas using machine learning techniques could enhance

the prediction and reduce the complexity. ML can be used to predict and estimate the

wireless channel parameters and examine large and small-scale fading including parameters

such as path loss, delay path loss exponent, carrier phase shifts, Doppler spread and random
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variable that explains the large scale fading. [24] used multiple machine learning algorithms

such as KNN and Random Forests to estimate the path loss model from a dataset and showed

results that prove the accuracy with small estimation errors.

Estimation of these parameters is required at the receiver. In ML, there must be a

different way than the previous methods such as minimum mean square error (MMSE)

estimation or maximum a posterior probability (MAP). The new ML methods estimate

the channel parameters using different methods base on their categories. [54] used deep

learning for estimating the carrier frequency offset (CFO) and [28] showed how to predict

the transmitted signals using deep learning techniques such as neural networks other than

the classical method where existing receivers estimate the parameters and then recover the

data using estimation. Whereas with deep learning, the channel state information (CSI) is

estimated and recovering the transmitted signals directly. [55] used neural network methods

such as learned denoising-based approximate message passing (LDAMP) network to estimate

and learn CSI and solve the limited number of frequency chains in cellular systems from

training data. [56] used a model-based method using Cramer-Rao lower bound (CRLB) to

predict the CSI using the deep neural networks. During the data processing, the noise

threshold has to be identified where any PDP close to the noise floor will be identified

during the data processing. Specifying the noise threshold to extract the CIR is an essential

thing. The traditional ways to overcome the noise from the CIR and signal higher than

the threshold is considered acceptable and choosing the noise threshold is sensitive since

removing all noise means getting rid of part of the signal and reducing the noise level leads

to having some noise in the signal itself. Machine learning methods are capable of choosing

an accurate threshold. [57] presented several novel ideas of applying deep learning to the end-

to-end communication systems such as autoencoder and redesigning those communications

in a single process. Where the autoencoder helps to decrease the block error rate (BLER)

by 1-7 time in scenarios that has Rayleigh fading. Moreover, the Same author presented
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in [58] other channel modeling challenges that reach the complexity level such as blockage,

atmospheric effects, handover, beam direction, MIMO and it is the time for machine learning

to get evolved. [59] proposed a unique way to train deep learning of channel modeling without

any assumptions which improve the system performance. Authors used a back-propagating

stochastic approximation method to overcome the corrupted signals due to hardware, fading,

and improper schemes, etc. The cross-entropy loss function used to measure the performance

of the system as shown below. Regression is one of the main methods that is used in machine

learning where the regression models are a learning mechanism based on a dataset from prior

measurements or simulations. After finishing the learning processes, the models can be used

for predicting other parameters. Authors of [23] applied three regression models support

vector, linear and DNNs regressions then, made a compression to control the high-speed

channel modeling errors. Where all of these techniques help to reduce the wireless channel

modeling complexity and need to be investigated more. [60] used the regression algorithms

to estimate the RSS over delay bins.

L(s1:N , ŝ1:N) = − 1

N

N∑
n=1

∑
si∈sn

si log(ŝi) (3.2)

where s is the input symbol and ŝ is the estimated output.

3.2 Applications of Machine Learning in Channel modeling

The propagation channel of communication systems fundamentals is focusing on channel

modeling particularly for a new technology era such as machine learning. Channel mod-

eling is so wide either in cellular or wireless sensor networks channel model systems. The

irregularity and complexity of the wireless channel lead to solid ways to achieve accurate

models where more trails are always required to accomplish the precise results mainly with
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new technologies. Where the primary focus of this chapter is to go over Machine learning in

different channel modeling applications.

Machine learning is needed to examine the channel modeling and focusing on large scale

and small-scale fading where fading refers to the time changes of the MPC’s power. The

large-scale fading (LSF) explains the main characteristics of the channel such as path loss,

shadow, angular spread, and delay spread. Moreover, LSF cases will be examined the rela-

tionship between the path loss and the separated distance between the Tx and Rx in different

environments such as the suburban. Where the small-scale fading case will go over mainly

the relation between the Doppler spread and time coherence. These studies are needed due

to the lack of real measurements which will allow developing reliable communication. Gener-

ally, large-scale parameters are chosen base on mobility, shadowing, delay spread and angular

spread. while the small-scale parameters are measured based on power, Doppler spread, an

angle of arrival and departure of the MPCs.

3.2.1 MmWave Channel Model in High-speed Applications

Investigations on the wireless channel modeling would allow other applications to inter-

change data to make the communication more secure by using a robustness detection scheme

to avoid jamming attacks [61]. Getting machine learning involved in measurement from sim-

ulation or campaign will provide us with unbiased results. Machine learning algorithms

investigate the feature of wireless channels deeply in MmWave. Moreover, these measured

data will lead us to build a new statistical (Empirical) channel model to design an optimized

communication with high-speed applications. By using a dataset from prior measurements

and designs, ML methods would be applied to reduce the errors. Machine learning is known

to improve performance and reduce complexity. [23] applied ML techniques for high-speed

channel modelings such as support vector and deep neural network (DNN) regressions. Au-

thors of [23] applied three regression models support vector, linear and DNNs regressions
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then, made a compression to control the high-speed channel modeling errors. Where all of

these techniques help to reduce the wireless channel modeling complexity and need to be

investigated more. [60] used the regression algorithms to estimate the RSS over delay bins.

In the following section, regression will be applied to predict path loss.

[1] mentioned that deep learning is an ideal technique that is capable of solving or reduce

complex problems. Furthermore, by applying DL, wireless network applications can reach

higher estimation precision and decrease design complexity. Authors of [60] used the neural

network to optimize the estimated parameters with two hidden layers. The parameters that

were estimated by DNNs are received signal strength (RSS) and delay over angle of departure

(AoD) bins. This method could lead the effort to increase the accuracy of the link budget

due to channel fading, interference and mobility.

[53] purposed a method to train the receiver by computing the loss function and using

the DNN. The input of the DNN is the received signal y and the received signal pilot

yp (for the time-variant) that leads estimate the channel without estimating the channel

by itself. The transmitter and channel can be trained and estimated as shown in Hao

et al. work. Lee at. el in [50] purposed DNNs to improve based automatic modulation

classification (AMC) technique. Authors had revealed that using DNNs is powerful for

channel modeling and different than the traditional channel modeling. [62] used DNN to

estimate the channel of MIMO systems using the direction of arrival (DOA). Authors trained

the DNN using data of different channel scenarios that confirm the better performance than

the conventional methods. Deep Neural Networks (DNNs) is a hot topic of artificial neural

networks (ANNs) [34].

Figure 3.2 shows a feedforward DNNs that can be applied to channel modeling to estimate

the channel parameters such as delay, azimuth, and fading. Moreover, it can be used to

estimate the link budget, for instance, path loss parameters. The number of neurons in

each layer can be shown in a vector L = (Lin, L1, ..., Lh, ..., Ln, Lout) where Lin, Lhi , Lout
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Figure 3.2: Applying Deep Neural Networks in Wireless Channel Modeling

are the number of nodes in input, nth hidden. Let (x,y) the measurement data of the

wireless channel such CIR is used in the train part using the backpropagation algorithm or

Newton algorithm [?] and the DNN algorithms to estimate the weight parameters to build

the model channel. Then, the test data used to examine the model. lastly, the residual error

is measured to obtain the accuracy of applying the DNN algorithm to the wireless channel

modeling. Equation 3.3 shows the output of the DNN where wi is the weight of each node

which is needed to be estimated and n is the number of nodes. The number of the output

layer is usually base on the target and deciding the number of hidden layers and number of

neurons in each hidden layer is still an open research topic where few or more neurons lead

to underfitting and overfitting. Authors of [28] used the DNNs algorithm to predicts the

transmitted signal and then modeling the estimated data to recover the transmitted signals.

Besides, Hao Ye at el.

Yi = f
(∑

i

wixi + b
)

(3.3)

where b is obtained by the training data and one way to determine the bias is using root

mean squared error (RMSE) and by using an iteration of the neural networks, the b value
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can be reduced [21]. Then, after the model is trained, the loss of L is obtained.

arg min
j

L =
1

N

∑
(Ŷ (k)− Y (k))2 (3.4)

To minimize the error between the estimated and the received transmitted signal, the sum

of square residual error of sample i is used.

arg min
j

ei =
n∑
i=1

[yi − ŷi] (3.5)

The dataset of the wireless channel is supposed to divide into two fragments as in figure

3.2. The fragments are training, and testing which help to produce a perfect model. Other

research use training, validation and testing [63]. The selected model will be trained and

validated on the dataset then will be tested using the unseen data as showing in figure 3.2.

Usually, the train part takes 60% of the data set and 25% for the validation and 15% for

tasting the model [64] [65]. The training process can be repeated several times and then

taking the average as [56] repeated the training process ten times. Usually, the dataset is

splatted into two subsets which are training and testing the model. Training the dataset is

used to train the algorithm for the DNNs model and then later the tested data use to evaluate

the final model [66]. [1] recommends using deep learning for the incomplete or erroneous data

to be reconstructed as if the human brain can recognize letters, numbers, faces, etc.

During the past decade, vehicle-to-vehicle communication has gained academical and

industrial intentions where the vision is to have communicated vehicles for safety and other

purposes. Today, there are a couple of challenges to create wireless communication and that

is due to latency which will slow the interchange of data from sensors or cameras between

connected vehicles and complexity. Base on the literature, the only way to overcome these

issues is by using Machine learning especially with future technologies that support high

data rates [67]. The usages of higher frequency will assist IoT to interchange information
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to create what is known as a connected IoT due to the amount of bandwidth and high data

rate. By using machine learning algorithms, Efficiency and lower complexity can be achieved

than the current cellular communication systems.

During the mobile communication, the Tx, Rx and the environment moving which leads

to high Doppler shifts. The channel modeling in cellular is a time and frequency variant.

There are a couple of cellular channel modeling such as Two Ring Model [68] [69] and Regular-

Shaped GBSMs (RS) [70] where both of them are 2D GBSMs. A third cellular channel model

was proposed by [71] is a 3D two-cylinder based and later was extended by the same author

into a non-stationary 3D model [72]. Too many cellular channel models in the literature

but since it is a moving environment, Time-Delay Line (TDL) is a non-stationary correlated

scattering and modelled based on real measurement in different places [73]. 3GPP [?] has

release outdoor-to-indoor car penetration loss and that can be modeled as

PL = PLb +N(µ, σ2
P ) (3.6)

From the above equation, PLb is the outdoor PL and that model can be applied for frequen-

cies from 0.6-60 GHz.

Penetration Loss Modeling was proposed by the 3GPP, which consists of the following

parameters which can be possibly used for the future V2I.

PL = PLb + PLtw + PLin +N(0, σ) (3.7)

where PLb is path loss from the urban macro or urban micro models and PLtw is the loss

due to building penetration. PLin is losses inside building and σ is the standard deviation.

Furthermore, these parameters can be modified base on the location and versions update of

the model [?].
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Since we have the three main challenges to implement ML in cellular communication

systems, i.e., the lack of ML vehicular channel models, the ML algorithms, and usage of

deterministic or stochastic such as the empirical models. The current issue with ML cellular

systems is the lack of an accurate ML channel model. Couple characteristics in the channel

modeling need to be investigated with ML algorithms such as radio signal strength (RSS),

delay spread, Doppler spread, phase shift and bit error rate. These characteristics usually

used to improve the performance of the communications and ML will reduce the complexity.

Cellular communication is a non-stationary channel where the medium channel changes

during a short time. That change is due to the mobility of one or all transceivers or the

environment by itself such as other moving vehicles cause time-variant. These actions also

lead to delay spread and that is noticeable due to very high delay resolution [52].

By applying machine learning to the cellular systems to the wireless propagation channels

to measure the parameters such as large scale and small scale fading such as path loss,

shadow, delay parameter. Moreover, how to predict these parameters form a row data. One

of the ways to predict these parameters is using Bayesian models such as the hidden Markov

models that can use the current state data to predict the other parameters. Other methods

may be used for estimating the channel model such as neural networks based on the dataset.

3.2.2 MmWave Channel Propagation Model in Cellular Systems

Similar channel model to the previous sections, channel modeling of cellular systems can

be achieved using Deterministic and Stochastic Channel Models. The geometrical stochastic

models such as the empirical models can be used to identify the large-small scale model.

In this section, path loss models and how to apply machine learning techniques will be

exploited. Moreover, there will be a couple of recent large-scale models to obtain the path

models that consider the shadowing effects to be one of the parameters. PL describes how

the mean received power varies with the distance between the transmitter and receiver where
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it’s due to attenuation due to shadow fading between (SF) Tx and Rx. PL is a measure

of the channel range and quality in the link budget. By matching the channel modeling

formulas to the statistical analyses such as the path loss.

MmWave emerges as a new technology opportunity for 5G new radio. Most of empirical

path loss models derive from the data collection and then compared with theoretical models

such as free space and two-ray model.

PL(d) = PL(d0)− 10n ∗ log10(
d

d0

) +Xσ(d); d ≥ d0 (3.8)

where PL(d0) is the path loss at reference distance d0, n is the PL exponent which is an

environment’s dependent that is determined by field measurements, and Xσ is the large-scale

fading about the mean power which follows normal distribution with zero mean and variance

σ2 as Xσ follows N(0, σ2). PL(d0) + [10nlog]10(d/d0) can be used as the mean of the path

loss µ(d) and can be estimated and the large-scale fading Xσ can be also estimated using

empirical measurements or regular estimation using a distribution. To obtain the large-scale

fading, the effect of the small-scale fading is supposed to be removed from the data set which

usually done by averaging the set over time sample or other methods.

ML still relies on relatively old-fashioned techniques such as logistic regression, SVM,

decision trees, K-NN, naive Bayes, Bayesian modeling, ensembles, random forests, signal

processing, filtering, graph theory, gaming theory, and many others to extract the channel

modeling information. Involving machine learning techniques to estimate the path loss pa-

rameters still rely on traditional techniques such as regression and Bayesian theory. The PL

candidates are the alpha-beta-gamma (ABG) model, the close-in (CI) model and Close-in

with frequency-dependent exponent [74].
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3.2.3 ML Channel Estimation

Due to the increasing complexity due to a large number of operations and large measure-

ments, researchers tend to perform machine learning to enhances channel modeling. There

are multiple machine learning estimator methods used to predict the channel parameters such

as regression that use Least Square Estimator, the Minimum Mean Square Estimator [23].

These methods will obtain the channel state information (CSI) from the detected signals.

Authors of [60] used regression to estimate the received signal strength over AoD bins. [21]

have applied several of machine learning methods to estimate the wireless network using

data measurements. The authors use Gaussian regression and random forests to predict

where reducing the operational cost and enhancing the performance have been confirmed in

this chapter. [75] used machine learning algorithms such as regression to predict the receive

signal strength using beam training. This approach could raise the awareness of autonomous

vehicle accidents using their locations using machine learning and ray tracing. [76] used lin-

ear and logistic regression to solve the switching band and band assignment problem then

compared the results with different structures of neural networks. DNN can be used also to

estimate the path loss as shown in [77].

ML can estimate the large-scale fading using supervised learning such as the Regression

model. By using data to predict and infer the main parameters of the PL such as n and the

large-scale fading σ. σ is from the error term in the general path loss equation and since the

error is assumed to be i.i.d. where its mean is zero and variance is σ.

3.2.3.1 PL Estimation Using Regression

Regression is a machine learning under the supervise category [23]. Regression use LSE

to minimize the square of the error between the observed responses in the dataset and to

predict the most accurate model [21] [24]. LSE can be divided into two classes: linear
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(ordinary) least squares and nonlinear least squares where both of them don’t require any

prior knowledge.

Path loss (PL) considered the main goal for the link budget and by using a likelihood

expression for a normal distribution to estimate the PL and the large-scale parameters.

Where the data set is assumed to be Gaussian distributed due to a large amount of data

that converge to normality and since large-scale fading is already assumed to be Gaussian.

If we assume having N sample data point where (X1, Y − 1), (X2, Y2), ..., (Xn, Yn). By using

the general form of multiple Regression to estimate the PL variables is:

y = f(x) + ε (3.9)

where y is the dependent variable (PL) and sometimes it called the output response, x is the

independent variable and the ε is the theoretical error. However, since we have more than

one sample the function of x would shown as:

f(x) = β0 + β1X1 + β2X2 + ...+ βpXp (3.10)

The estimated of the response variable y and minimum goal of erroneous follow:

ŷ = β̂0 + β̂1X1 + β̂2X2 + ...+ β̂pXp (3.11)

arg min
j

n∑
i=1

e2
i (3.12)

Then, estimating the mean and variance can be shown below.

α̂ = (XTX)−1XTy (3.13)
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Using the above estimate, we can infer the variance σ2;

σ̂2 =
1

L− 1
(y −Xα̂)T (y −Xα̂) (3.14)

Machine learning estimation would be involved to predict the channel modeling parame-

ters that would help to reduce the signal error e(n). Also, Bayesian or ANNs methods can be

used to predict the output parameters of the channel. Moreover, the minimum mean square

estimator is a channel estimator which predict the modeling parameters that maximize the

likelihood.

3.2.3.2 Support Vector Machine (SVM) in Wireless Channel

The support vector machine (SVM) that is derived from learning theory is a method to

analyze data for classification analysis or regressions. SVM is used to identifying datasets

using separating hyperplane. Linear regression is suitable for a complex problem and it

was extended to SVM. Linear regression is the fundamental of the SVM. [78] showed how

SVM method can help to predict path loss which made it easier and more reliable than the

classical prediction. Zhao at el. used a method to estimate path loss by training PL data

and then built a model that is capable of predicting the unmeasured data. Moreover, SVM

can be used to classify by finding the hyperplane that differentiates the Los and NLoS.

3.2.4 K-Means Algorithm

K-means Algorithm is an unsupervised technique that can be implemented for wireless

channel modeling to perform multiple of the process such as enhancing the CSI parameters

using pattern learning to reduce the complexity based on data driven. As showing in [79],

after collecting the measurement data and estimation the channel parameters, several studies

have noticed these parameters such as the delay (τ), azimuth angle of arrival (AOA), azimuth
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angle of departure (AOD), elevation angle of arrival (EOA), elevation angle of departure

(EOD) usually have the same cluster. [80] used a clustering algorithm to sort the MPCs

with similar behavior such as delay and angular characteristics. Additionally, authors of

[81] used K-power means clustering algorithm to automatically cluster the MPCs based on

multipath component distance (MCD). MCD is used to enhance the clustering performance

and [82] uses other distance measures and compares them. [38] is also proposed K-means-

based clustering algorithm to classify the delay of MPCs and keep iteration the MPCs until

the distance of the slimier data is minimized. The number of an optimum cluster can be

calculated using the Kim-Park method [83] or other use numbers of a cluster as a random

variable as in COST 259 models [84]. The total MCD between the ith and the jth multipath

is shown as

MCDij =

√
(||MCDRx,ij ||)2 + (||MCDTx,ij ||)2 + (||MCDτ,ij ||)2 (3.15)

MCDτ,ij =
|τi − τj|
∆τmax

.
τstd

∆τmax
(3.16)

K-power means (KPM) is a clustering algorithm that is used to assign a clustered index

to each MPCs which is beneficial to minimize the MPCs base on their power.

arg min
j

KPM =
L∑
l=1

Pl ∗MCD(xl, Cj) (3.17)

L is the number of MPCs, Pl is power of each MPC as l = 1, ..., L and parameter vector

xl represent delay and other angular parameters. Then, iteration is used until it converged

to its own clustering.

Zhang et al. in [49] proposed a channel modeling method to exploits the feature and

structure obtained from the channel impulse response using an unsupervised method called

principal component analysis (PCA). The CIR data obtained from measurement that was
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conducted in the teaching building of BUPT, China. [85] and [86] are one of the researchers

that proved the ML techniques can improve the wireless channel modeling. The authors

proposed a tracking algorithm based on maximization estimation and K-power means al-

gorithm for the time-variant wireless channel and showed a good performance by clustering

and estimating channel parameters using the nonlinear least square regression method. [87]

purposed estimate the MPCs by space-alternating generalized expectation-maximization al-

gorithm and used clustering methods such as MCD tracking algorithm and the K-power

means algorithm.

Figure 3.3: Flow Chart of Channel Cluster Modeling Processes

Figure 3.3 illustrates the processes of machine learning techniques usages in wireless

channel modeling. The block diagram explains how MPCs are estimated and then clustering

using the clustering algorithm such as K-power means. Data later will be fed to the clustering

partitions to identify the observations into k clusters then the output shows the channel

parameters. cluster validation is also recommended during the clustering processes by using

methods such as the Calinski-Harabasz index and the Davies-Bouldin criterion to generate

significant results [88].

In, telecommunication propagation the MPCs are cluster into the group based on LoS

and NLoS and the strength of the received signal energy. Classical clustering such as k-means

and spectrum clustering for the above causes. Li at.el on [31], compared two unsupervised

methods, K-means, and GMM to model using clustering techniques in the area of wireless
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channel multipath. [56] applied Cramer-Rao lower bound (CRLB) to switch the CSI inference

problem to extract the channel modeling parameters.

3.3 Conclusion

This chapter presents an overview of the theoretical framework toward machine learning

problems for future wireless communication channel modeling. Even with the high demand

to emerge machine learning in the field of modeling, there are still some challenges and block

thoughts that need to be solved. This article presented the 5G in the channel modeling

domain and summarized the current progress of applying ML to channel modeling. The

main difference between the current LTE and 5G is the usage of data and how to involve

machine learning to it. This exposition went over some useful methods in machine learning in

the field of wireless communication such as regression analysis which was used for data fitting

to predict the channel modeling parameters. Moreover, how classification identifies the input

data to be mapped to the output which can be used to predict the traffic flow. Reinforcement

learning is all about trying to understand the optimal way of making decisions/actions so

that we maximize reward R such as Q-learning. Applying RL in channel modeling will lead

to better performance such as autonomous vehicles.

Furthermore, other channel modeling scenarios that reach the complexity level such as

fading, atmospheric effects, handover, beam direction, MIMO, suggest the time for machine

learning to get evolved. Machine learning techniques show the viability proceeding with the

estimation of the channel parameters and extracting the channel information as showing in

estimating the path loss parameters using regression and clustering techniques.

Additionally, this chapter presented several open research topics that required more effort.

So far, there are so many investments and time from academia and industry that have been

invested in machine learning of the wireless channel modeling and we still have a long way

to overcome the challenges and achieve the precise modeling. Involve machine learning to
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the wireless channel modeling is still in the preliminary phase and such that work will lead

and guide scholars to achieve that goal. The scientific explanation of using machine learning

in wireless communication channel modeling has been shown with pieces of evidence and

reasons through this journey, while mobility introduces further technological opportunities.

As a conclusion, applying effective predictive ML methods can reduce the complexity and

increase the accuracy than the regular channel modeling. Involving ML techniques to the

wireless channel modeling becomes more efficient as the number of measurements is reduced

as good generalization abilities.
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Chapter 4: Predicting the Path Loss of Wireless Channel Models Using

Machine Learning Techniques in MmWave Urban Communications

4.1 Introduction

The classic wireless communication channel modeling is performed using Deterministic

and Stochastic channel methodologies. Machine learning (ML) emerges to revolutionize

system design for 5G and beyond. ML techniques such as supervise leaning methods will

be used to predict the wireless channel path loss of a variate of environments base on a

certain dataset as a model-free approach. The propagation signal of communication systems

fundamentals is focusing on channel modeling particularly for new frequency bands such as

MmWave. Machine learning can facilitate rapid channel modeling for 5G and beyond wireless

communication systems due to the availability of partially relevant channel measurement

data and model. When irregularity of the wireless channels leads to a complex methodology

to achieve accurate models, appropriate machine learning methodology explores to reduce the

complexity and increase the accuracy. In this paper, we demonstrate alternative procedures

beyond traditional channel modeling to enhance the path loss models using machine learning

techniques, to alleviate the dilemma of channel complexity and time-consuming process that

the measurements take. This demonstrated regression uses the measurement data of a certain

scenario to successfully assist the prediction of the path loss model of a different operating

environment.

In this chapter, artificial-intelligence-learning-based prediction methods for CSI such path

loss in 5G mmWave channels are proposed. Multiple AI algorithms are applied such, like
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random forest, and K-nearest- neighbors (KNN), are engaged to make predictions. ”The

principle of machine learning is to map the inputs to the outputs through flexible inside

structures. The features selected as the inputs are often decided by the outputs. In general,

different features have different importance. The features with low importance may reduce

the generalization performance, over-fit, or increase computational complexity.

State-of-the-art channel modeling is the process of predictably incorporating wireless

channel parameters into a channel model using the minimal number of measurements. Radio

propagation models can be traditionally obtained via Deterministic and Stochastic Chan-

nel Models and applying a regular statistical method to build a model. These traditional

methods are becoming more complex and time-consuming by using the new measurements

while employing new technologies/frequency-bands and the increase of data traffic [46] [12].

In this paper, we are introducing a new procedure to overcome this dilemma of channel

modeling by machine learning (ML) that emerges to revolutionize systems design for 5G and

beyond. ML techniques, particularly supervise leaning methods, will be used to predict the

wireless channel path loss, a key component of channel modeling. As mmWave frequency

bands are widely introduced to 5G and thus require tremendous of new measurements, the

irregularity of the wireless channels leads to a complex methodology in order to achieve

accurate models. Machine learning algorithms, therefore, aim to reduce such complexity

and increase accuracy while reduces the number of measurements. From the computational

aspect, channel modeling can be considered as a sort of data mining and machine learning

techniques considered as a valid solution to predict models instead of empirical and deter-

ministic methods [89] [47]. [54] applied machine learning techniques to predict the carrier

frequency offset (CFO) and presented better results toward applying machine learning to the

wireless channel modeling. The prediction of the channel model emerges as a critical mission

in modern AI-assisted communication systems. Furthermore, ML assists the extraction of

useful information from the vast amount of channel measurement data in the wireless com-
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munication system [90]. Investigation of machine learning methods is suitable and capable

to derive a channel modeling in better shape than the traditional ways as other researchers

have accomplished and recommended [78].

Figure 4.1: System Model of Urban Micro and Macro Channel Modeling Prediction
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Figure 4.1 illustrates the proposed idea of this journey, which can be seen as instead

of applying a specific measurement campaign to obtain a certain wireless channel model.

ML can be used to predict a model of the variant of environments to predict a wireless

channel model base on reliable data from a different environment. The traditional way is

accomplished by conducting tremendous of measurements in a particular environment and

obtaining its model using regular statistical techniques. The general mathematical model

can be shown as:

y(t) = x(t) ∗ h(τ, t) =

∫ ∞
−∞

h(τ, t)x(t− τ)dτ (4.1)

Where y(t) is the received signal, u(t) is the transmitted signal, * is the convolution sign and

h(τ, t) is the delay spread function with respect to delay and time [91]. The characteristics

of the wideband channel such as the power delay profile PDP, RMS delay spread, and other

channel parameters are derived from the channel impulse response h(τ, t). The received

passband signal is shown below:

Y (d, t) =
L−1∑
i=1

αis(t− τi) + n(t) (4.2)

Large scale fading (LSF) usually due to the object that shadow the signal and explains the

main characteristics of the channel such as path loss, shadow, angular spread, etc. Moreover,

LSF cases will be examined the relationship between the path loss and the separated distance

between the Tx and Rx in different environments such as the suburban.

APDP (τ) =
1

N

L∑
i=1

|h(t− τi)|2 (4.3)

In this manuscript, common solutions to model large scale path loss are introduced in

II. Followed by section III demonstrate how machine learning will be involved in wireless
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channel modeling. Then, generating a dataset of this work explained in section IV. Then

models validation and results in V. Lastly, a conclusion is shown in section VI.

4.2 Conventional Model of Large Scale Path Loss

The common ways to predict the path loss in a channel model vary base on different

characteristics, such as environments, types of antenna and frequency scales. Inferring the

path loss of a different communication environment using existing path loss models or data

from different environments has not been well investigated in the literature, which serves our

target and novelty with the aid of ML. There are non-ML types of path loss models that are

used to predict the signal loss of the propagated link via a wireless channel. These path loss

models are briefly explained in the following subsections.

4.2.1 Close-in (CI) Model

This model is usually for LOS and NLOS for all urban micro (UMi), UMa, and InH

as well by using close-in reference distance base on Farris’ law. The general version of the

close-in model is [16]:

PLCI(f, d)[dB] = FSPL(f, 1,m) + 10nlog10(
d

do
) +XCl

σ , (4.4)

The parameter FSPL is just the free space model in dB, n is the path loss exponent (PLE)

to show how PL varies with multipath propagation distance and do is the reference distance

which set to 1 m since there is rarely shadowing in the first meter and simplifies the equation

as well. The above PL models should apply to our usage in the work and have the form of

a linear regression model where other path loss models such as the following models can be

applied to multiple linear regression due to the many channel features.
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4.2.2 Close-in with Frequency Dependent Exponent

This model was proposed in the 3GPP meetings where it depends on how high is the

frequency. Close-in with frequency dependent is an extension of the CI model with frequency

dependent [18]. The general model of the CIF model shown as [19].

PLCIF (f, d) = FSPL(f, 1,m) + 10n(1 + b(
f − fo
fo

))

log10(
d

1m
) +XCIF

σ (4.5)

here b is a parameter that captures the slop or the dependence of the path loss of the weighted

average of the reference frequencies f0 and it would be positive if both PL and f increase.

[20] compared the above path loss model for both µWave and MmWave in different

scenarios such as UMa and UMi. All of them showed a good prediction with large data

where the CI model was the most suitable for outdoor cases due to the close-in free space

reference. Whereas, CIF has a better performance for the indoor environments due to its

small stander deviation values. The path loss exponent in CI/CIF models shows loss with

distance for urban macro then urban micro and that seems applicable due to the obstructions

blocking the signal from than lower base stations while the urban macro is commonly higher

than the micro communication.

4.2.3 Floating-Intercept (FI) Model

FI model is also called the alpha-beta (AB) path loss model. This PL model can be

combined with log-normal shadowing as shown:

PLFI(f, d)[dB] = α + 10βlog10(d) +XFL
σ (4.6)
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The values of α and β can be obtained using the least square fitting as a slope and floating

intercept respectively. Also, the shadow fading is represented by XFL
σ fallowing a Gaussian

random variable with zero mean and standard deviation of σ.

4.2.4 Alpha-Beta-Gamma (ABG) Model

ABG model is the current 3GPP 3D model and values may change based on the base

station location.

PLABG(f, d)[dB] = 10αlog10 + β + 10γlog10(
f

1GHz
) +XABG

σ (4.7)

ABG model is used to measure how PL get increased with distance and α is the slope of PL

with log distance. β is the optimized floating offset in dB, γ is the PL variation dependence

over a frequency in GHz and XABG
σ is the fading (SF) in dB. Since there are three parameters,

3GPP mentioned that ABG PL model always has a lower shadow fading standard deviation

than other PL models [15].

4.3 Modeling the Path Loss Using Machine Learning Techniques

Estimating a path loss can be solved by machine learning techniques to overcome chal-

lenging issues such as complexity and time consuming due to the required tremendous mea-

surements. The classic wireless communication channel modeling is performed using De-

terministic and Stochastic channel methodologies. In the following, ML techniques such as

supervise leaning methods will be used to predict the wireless channel path loss of a variate of

environments base on a certain dataset, with application scenarios like mmWave bands com-

munication channels. In this paper, we demonstrate applying machine learning to develop

alternative procedures to enhance the path loss models using machine learning techniques.

Furthermore, the investigation of machine learning methods is suitable and capable to de-
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rive a channel modeling in better shape than the traditional ways as other researchers have

accomplished and recommended [78]. This section will presents how to apply ML methods

to estimate the channel parameters using different regression methods. Regression is a basic

supervised learning technique [23]. Regressions use least square error (LSE) to minimize

the square of the error between the observed responses in the dataset and to predict the

most accurate model [21] [24]. Regression is one of the main methods that is used in ma-

chine learning where the regression models learn the mechanism based on a dataset from

prior measurements or simulations. After the learning processes are completed, the model

coefficients can be obtained. Authors of [23] applied support vector and DNNs regressions

then made a compression to control the high-speed channel modeling errors. Where all of

these techniques help to reduce the wireless channel modeling complexity and need to be

investigated more. The machine learning techniques that will be used in this work are linear

and multiple linear regression algorithms. Multiple linear regression techniques take the ad-

vantages of other channel modeling features to enhance the path loss prediction comparing

to regular linear regression and that can be seen in the future result section. Furthermore,

this journey will test how the wireless channel features affect the path loss prediction. The

reason for using regression techniques instead of other machine learning methods is due to

the desire of prediction continuous values.

Yi = fi(X) + εi (4.8)

Y is the dependent response which is in our case the path loss, X is the independent variable

in form of X = [x1, x2, . . . , xp] which is the channel state information (CSI) features such

as distance, time delay, received power, azimuth AoD, elevation AoD, azimuth AoA, RMS

Delay Spread, and frequency (GHz). In order to make a prediction of Y on new data, we need

to estimate f̂(X). Thus, the estimate coefficients have to be accurate as possible to enhance
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the accuracy. Path loss models suppose to be applicable and have the form of regression

algorithms such as linear regression for Floating-Intercept (FI) model. While other path

loss models such as the Alpha-Beta-Gamma (ABG) model can be applied to multiple linear

regression due to the other channel features in the previous section . By considering linear

regression where distance is the only channel feature used to estimate the path loss model

as show below and estimating the parameters can be seen in equation 14.

Ŷ = β̂0 +
k∑
i=1

β̂iXi (4.9)

E(β0, βi) =

p∑
i=1

[yi − (β0 + βiXi)]
2 (4.10)

By applying this approach to estimate the the coefficient parameters and then characterizing

the theoretical loss L is obtained.

arg min
j

L =
1

N

∑
(Ŷ (k)− Y (k))2 (4.11)

4.3.1 Multiple Linear Regression

Multiple linear regression techniques take the advantages of other channel modeling fea-

tures to enhance the path loss prediction comparing to regular linear regression. Further-

more, this journey will test how the wireless channel features affect the path loss prediction.

Machine learning techniques would be adopted to estimate the channel modeling parame-

ters that would reduce the estimation error e(n). An example of the ML techniques is the

multiple linear regression method that can be used to predict the modeling parameters of

the channel following the ABG model that was introduced by the 3GPP. Multiple linear

regression is a supervised learning and the goal is to infer and predict a function by reducing

the error using the training data to predict the target by using machine learning method
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that perform a better estimation f̂ . In our scenario, using dataset that divided into two

part, training and testing where the training set consists of 70 % and the test is 30% and

other as mentioned in [56]. The multiple linear equation can be seen as follow [26]:

fi(x) = β0 + β1X1 + ...+ βiXi + ε (4.12)

The estimated of the response variable Y (PL) using X as CSI and minimizing the erroneous

follow:

ŷi = β̂0 + β̂1X̂1 + ...+ β̂iXi (4.13)

Then, to maximize the estimation method, the coefficient of equation 16 has to be minimized

to obtain a lower difference between the real and the estimation equation. The residual error

of the regression estimation can be obtained using the below equations [2].

Minimize

n∑
i=1

e2
i (4.14)

e2
i = argmin

n∑
i=1

(yi − ŷi)2 (4.15)

(β0, ..., βi) = argminβ0...β1 [
1

n

n∑
i=1

(yi − β̂0 − β̂1X1 − ...− β̂iXi)
2] (4.16)

Then, estimating the of the slope and variance can be shown below [27].

β̂1 = (XTX)−1XTy (4.17)

Using the above estimate, we can infer the variance σ2 in order to find the shadow fading

parameter of the Close-in and ABG models ()equations 7, 10 and 11).

σ̂2 =
1

L− 1
(y −Xα̂)T (y −Xα̂) (4.18)
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4.4 Data

Investigation the channel modeling would allow other applications to interchange data to

make the communication between them more precisely. Getting machine learning involved

in measurement from simulation or campaign with ML algorithms will provide homogeneous

works and unbiased results. Machine learning algorithms investigate the feature of wireless

channels deeply in MmWave. Machine learning is used to improve performance and reduce

complexity. By using a measurement dataset, ML methods would be applied to enhance

the accuracy or to interpret/extend non-measured scenarios. Channel modeling parameters

are generated by measurement campaigns or simulations and the propagated signal through

a channel that gets disturbed by fading which leads to MPCs.The highest MPCs are the

strongest link and from there, channel parameters can be obtained to create a dataset.

We modified an open-source Matlab simulation that was provided by New York University

throughout their wireless lab [92] [93] to meet our specifications. Then, that simulation was

used to obtain a sufficient amount of data to enhance the accuracy of the models. Then, we

purposed methods of using multiple machine learning techniques and the generated data and

then do the interpretation of performance comparison between the algorithms to check the

path loss model as shown in the results section. The regression techniques in consideration

include linear regression methods. Python was used to preform data analysis.

Table I., exhibits that the channel measurement parameters of the data raw that was used

for this paper. Regression is considered the main method to investigate the relationship

between the channel features [33]. With the glory of having a large amount of data, the

behavior of the wireless channel modeling becoming more interesting and obvious to obviate

the complexity. The step following cleaning the data is applying the machine learning scheme

to stars the learning processes. Then, a model can be used for predicting the path loss and
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Table 4.1: Channel Measurement Parameters

Parameters Values
Distance (m) 1-40
Frequency (GHz) 28
Bandwidth (MHz) 800
TXPower (dBm) 300
Scenario UMi
Polarization Co-Pol
TxArrayType ULA
RxArrayType ULA
Antenna SISO
Tx/Rx antenna Azimuth and Elevation (red) 10

evaluating the model will be accomplished by Mean Absolute Error, Mean Squared Error,

Root Mean Squared Error and R-square as shown in the result section.

4.5 Results

Checking how significant the data is performed by using residual plots, where plot, as

shown in figure 4.2, can demonstrate how the data distributed among the horizontal line and

it appears reasonably random. Thus, it confirms the data used for regression is unbiased.

Residuals method is used to forecast errors that can be obtained by subtracting the forecast

from the expected values.

Below Figure shows the prediction of path loss using the linear regression method and

evaluating this model is shown in table III. While table II explores the coefficient parameters

of the Linear Regression (LR), Multiple Linear Regression (MLR1) and Multiple Linear Re-

gression (MLR2). The second model (MLR1) implemented with only three wireless channel

feature while the third model used eight features.
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Figure 4.2: Residuals Plot

While figures 4.3 and 4.4 demonstrate two model urban micro (Uma) and urban micro

(Umi) of wireless communication. The date belongs to umi that was used to generate a

regression line, while the regression line is the uma model that was obtained from uma

scenario and then applied to the umi.
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Figure 4.3: Training Path Loss Prediction Using Linear Regression Algorithm

Figure 4.4: Predicting Path Loss Using linear Regression Algorithm
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With the usage of different wireless channel features, table II illustrate an adequate

work by comparing the results of applying the model that was obtained from micro/urban

environments with table I specifications and applied it in the macro/urban communication.

Thus, the wireless channel measurements can be reduced by applying a model from a single

environment to others by applying machine learning techniques that can learn the logic.

Table 4.2: Communication Scenarios Comparison

Environment Scenario UMi UMa

MAE 8.92 6.66
MSE 126.60 74.32
RMSE 11.25 8.62
R Square 0.21 0.533
Confidence 0.21 0.533

Table 4.3: Channel Measurement Parameters for UMi Communication

Test
LR MLR MLR

T-R Separation Distance (m) 0.56 0.46 0.48
Time Delay (ns) - -0.08 -0.09
Received Power (dBm) - -0.69 -0.69
RMS Delay Spread (ns) - - 0.29
Elevation AoD (degree) - - -0.10
Azimuth AoD (degree) - - -0.002
Azimuth AoA (degree) - - -0.004
Elevation AoA (degree) - - -0.001

As can be followed by equation 4 and 5, the estimated path loss model shown as for linear

Table 4.4: Linear Regression Model

Environment
α L0[dB] Xσ[dB]

Outdoor Micro Urban 97 .51 13.6

regression and a single feature loss L0[dB] as the separated distance.

P̂L = α + 10logL0[dB](d) +Xσ[dB] (4.19)
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While for the model for multiple regression that consists of multiple wireless channel features

loss LN [dB] as equation 7 proved shown as:

P̂L = α + L0[dB] + L1[dB] + ...+ L9[dB] +Xσ[dB] (4.20)

Both parameters of above two equations can be obtained from tables III and IV. Moreover,

using the statistical parameters Mean Absolute Error (MAE), Mean Squared Error (MSE),

Root Mean Squared Error (RMSE) and R square (R2) values level to achieve the significant

of the predicted or the used model. RMSE is the square root of MSE and used to check the

accuracy of the wireless channel propagation predication where it measures the differences

between the predicted and observed model where zero value indicates the fit is optimum

[6]. Furthermore, these parameters can be used to validate the significance and check the

accuracy of the proposed models. Table III illustrates the analysis of this journey, where

there is three model that can predict the path loss of an outdoor Micro environment using

a 28 GHz. The features that are used in the second model are T-R Separation Distance

(m), Time Delay (ns) and ’Received Power (dBm). While the third model’s features are

T-R Separation Distance (m), Time Delay (ns) and ’Received Power (dBm), RMS Delay

Spread (ns), Elevation AoD (degree), Azimuth AoD (degree), Azimuth AoA (degree) and

Elevation AoA (degree). Then these models are evaluated using Mean Absolute Error,

Mean Squared Error, Root Mean Squared Error and R-square. From table III, multiple

linear regression with eight features performs the best among other models which leads to

increasing the feature enhance the prediction but until the model reaches the steady-state. R

square particularly presents how the models improved with increasing the number of channel

variables which provide an acceptable prediction result.
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Table 4.5: Micro Urban Channel Measurement Parameters

Test Linear Regres-
sion

Multiple Lin-
ear Regression
(3 Feature)

Multiple Lin-
ear Regression
(7 Feature)

Feature Se-
lection with 4
Features

MAE
8.92 6.66 5.10 5.52

MSE
126.60 74.32 44.51 52.3

RMSE
11.25 8.62 6.67 7.23

R Square
0.21 0.533 0.73 0.72

4.6 An Update Results Using Different ML Algorithms

Current and previous wireless generation technologies have some technical concerns that

have not been solved or partially solve for a specific generation. In this manuscript, al-

ternative procedures are applied to overcome these issues using Artificial intelligence (AI).

Machine learning techniques have the capability to interpolate and extrapolate the channel

state’s values of a wireless communications application based on a given dataset to over-

come wireless channel modeling communications matters. Issue such as the complexity of

empirical wireless channel modeling is overcoming using the method of machine learning

(ML) techniques. Methods such as regression techniques have been implemented to en-

hance the communications to meets the 5G requirements. Methods of machine learning and

deep learning have been compared to ensure optimum accuracy is reached. Throughout this

manuscript, the robustness of AI methods will be illustrated to revolutionize the system

design of 5G - new radio (5G-NR) and beyond that led to reducing the complexity, and

enhance the reliability.

Machine Learning methods are used to develop alternative procedures to enhance the

wireless communications of different applications in the 5G era to reach the 3GPP require-

ments. In this manuscript, two wireless communications issues will be investigated to ensure
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the AI techniques capability to overcome them. The issues are the complexity of modeling

wireless channel modeling. The classical approaches either by applying empirical or deter-

ministic approaches. The deterministic methods are based on theories such as ray tracing,

Maxwell equations and others [?]. While the stochastic is based on empirical measurement

models such as Okumura–Hata [?] and COST 231 [?]. The path loss models are an esti-

mate based on varieties of factors such as the transmitted signal power, distance, frequency,

antenna high, etc. For every environment, there must be a unique model that estimates

the attenuated strength of the signal. Channel modeling is the process of incorporating

wireless channel parameters into a model that has the capability of forecasting and making

a prediction. The propagated electromagnetic waves usually face the surrounding environ-

ments that cause the signal to be reflected, diffracted or propagated through the medium

that leads to multipath components and selecting the optimum signal is the second issue in

this work [46] [12]. Investigating and overcoming these concerns are based on applying AI

techniques that shows great results as shown in selection slowromancapii@. Millimeter-wave

provides an alternative frequency band of wide bandwidth to recognize pillar technologies.

These requirements were introduced by International Telecommunication Union (ITU) to

provide ultra-reliable low-latency communication (URLLC), machine-type communication

(mMTC) and enhanced mobile broadband (eMBB) to the 5G applications [?]. The wireless

channel modeling is unstable and these effectiveness signals degregate the wireless com-

munications and cause fading, interference and other wireless issues. The wireless channel

modeling is the middleman between the transmitter and the receiver in the wireless com-

munication systems. Knowing and learning the propagation environments channel requires

either a deterministic or stochastic method such as the ray tracing or the empirical method

which are complex and inaccurate [?]. Moreover, both these methods are time consuming

and every scenario has to be measured and there must be a way to compromise them to
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meet the 5G-NR requirements. It’s time to adopt and apply machine learning techniques

toward wireless communication issues.

Reducing the complexity and other cons in the classical wireless channel modeling. ML

techniques have been used to investigate this issue where the regression method is used to

predict the path loss model instead of the classical approaches. Details of the regression

method will be shown next section

4.7 Wireless Channel Modeling

A fundamental design of the wireless communication system is the radio frequency chan-

nel modeling. The state of the art of channel modeling is defined as a fundamental part

of the physical layer in communication systems that can be represented by mathematical

parameters to model the channel. Wireless channel is the transmission medium for mobile

communications which is the process of involving wireless channel parameters into a model

that has the capability of forecasting and making a prediction. [?] have proposed the Ex-

treme Learning Machine (ELM) algorithm to predict the path loss model for lower microwave

frequency of an outdoor scenario to modify the base station deployment. The propagated

signals face an issue with the surrounding environment that causes the signals to be either

destructive or constructive during the propagation. During the past decade, deterministic

and empirical methods were performed to measure the amount of degradation of the trans-

mitted signal and that is still considered as a drawback especially with the requirement of

the 5G- new radio.

The first issue that would be investigated in this manuscript is the complexity of conduct-

ing measurement campaigns in every single scenario is a time consuming and inaccurate. The

classical procedure to come up with a wireless channel model is to establish a new measure-

ment campaign for every environment such as urban, rural, suburban and others. Instead of

measuring every single field to obtain a path loss model, a regression can be used to estimate
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a path loss model from a specific field. An example, building a new wireless channel model-

ing for urban environments requires performing a measurement campaign to collect data to

build the model. While with machine learning regression techniques, that urban model can

be estimated if we have any previous data from a different environment. Meaning, having

a single environment dataset can be used to create a new model of different environment.

This method will reduce complexity and reduce the time and the number of money [?].

4.8 Updated Results

In this section, both regression techniques will be used to investigate wireless channel

modeling. Where the regression approach will be applied to assure the capability to predict a

certain wireless environment based on a dataset from a different environment. Three methods

of regression techniques will be used to overcome the complexity of wireless channel modeling.

These methods are linear, multiple linear and Support Vector Machines Regression.

4.8.1 Linear and Multiple Linear Regression

The classic wireless communication channel modeling is performed using Deterministic

and Stochastic channel methodologies. Nowadays, machine learning (ML) emerges to revolu-

tionize system design for 5G and beyond. ML techniques such as supervise leaning methods

will be used to predict the wireless channel path loss of a variate of environments base on

a certain dataset. The propagation signal of communication systems fundamentals is focus-

ing on channel modeling particularly for new frequency bands such as mmWave. Machine

learning algorithms can facilitate rapid channel modeling for 5G and beyond systems such as

cellular communications systems due to the emerging of wireless big data. When irregularity

of the wireless channels leads to a complex methodology to achieve accurate models, machine

learning algorithms explore to reduce the complexity and increase the accuracy that reduces

the number of measurements. In this paper, we demonstrate applying machine learning to
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develop alternative procedures to enhance the path loss models using machine learning tech-

niques. Due to channel complexity and time consuming the measurements take, this journey

develops alternative procedures to reduce the channel measurements that are used to predict

the path loss model. This can be done by using the measurement of a certain measurement

scenario to predict and assist the prediction of path loss model of a different environment.

Estimating the path loss model such as the floating model as (1) can be taken to the

form of regression where linear regression has only one channel feature which is distance.

While multiple linear regression consists of many parameters that represent different wireless

channel features such as delay, receive signal strength, distance and others. t

Floating-Intercept (FI) Model is a path loss model and can be estimated using the re-

gression method as shown:

PLFI(f, d)[dB] = α + 10βlog10(d) +XFL
σ (4.21)

Ŷ = β̂0 +
k∑
i=1

β̂iXi (4.22)

E(β0, βi) =

p∑
i=1

[yi − (β0 + βiXi)]
2 (4.23)

By applying this approach to estimate the the coefficient parameters and then characterizing

the theoretical loss L is obtained.

arg min
j

L =
1

N

∑
(Ŷ (k)− Y (k))2 (4.24)

4.8.2 Support Vector Machines Regression

Support Vector Machines (SVM) is another method of supervised ML algorithms that

can be used in either regression or classification [94]. In this section, SVM used to fit the data

in terms of regression based on a theoretical foundation based on the Vapnik-Chervonenkis
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theory to minimize the error. The basic idea of SVM is to map a dataset from a finite

dimensional space to a high dimensional space in a form of linear and nonlinear shapes. The

extension of that technique is support vector regression that used in regression techniques

in continuous cases.

f(x,w) =
m∑
j=1

wx+ b (4.25)

SVR is a regression method that can be used toward the wireless channel modeling

and it’s different from SVM. The output of the algorithm supposes to be continuous values

instead of Classification which is categorical. The function that will be used to describe these

methods is called karnel and used to map a lower dimensional data into a higher dimensional

data. Its well known that SVR use a hyperplane to predict the response instead of using it

as a separate line in the SVM to distinguish the classes. An advantage of applying SVR is

the absence of the local minima to and used instead of the margins [?].

SVR is different from the regular linear regression by fitting the error within a certain

threshold instead of minimizing the error using least square error. Furthermore, the fitting

line in the SVR is base on the maximum data points within certain boundaries.

wx+ b = 0 (4.26)

While the boundaries are shown as

−ε ≤ y − wx− b ≤ ε (4.27)

where ε is the error of data point to each boundary.

e2
i = argmin

n∑
i=1

(Yi − Ŷi)2 (4.28)
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Figure 4.5: ML Regression Fitting Line Techniques

Figure 4.5 shows three models, the red dots are simulated data from MUi environment

and the black model is urban micro-cell (UMi) model. The blue line is an urban macro

model which can be seen how close the model with an R-square of 0.21 for UMi and 0.53 for

UMa which consider a great results. While the green regression line is linear SVR.

Conveniently, this procedure helps with reducing the time consuming to collect several

measurements in terms of modeling the wireless channel modeling, enhances accuracy and

reliability. Solving these issues can be applied to other applications such as IoT and other net-

working utilization. Determining and solving this issue meet the 5G-NR pillars technologies

of enhancing mobile broadband (eMBB) and ultra-reliable and low-latency communication
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(uRLLC) and massive machine type communications (mMTC). The loss of the SVM can be

obtained using the below formula can be shown as following.

Lε(y, f(x,w)) =


0 if |y − f(x,w)|≤ ε,

y(x)− f(x,w)− ε o.w..

(4.29)

Outliers can cause problems with certain types of models. For example, linear regression

models are less robust to outliers than decision tree models. Generally, we should not

remove outliers until we have a legitimate reason to remove them. Sometimes, removing

them improves performance, sometimes not. So, one must have a good reason to remove the

outlier, such as suspicious measurements that are unlikely to be the part of real data.

4.9 Conclusion

Inaccuracy, complexity, and number of measurements of the wireless communications

have been not solvable issues for past decay. This chapter presented a new ML procedure to

overcome this issue with the assist of machine learning techniques. The traditional solutions

base on top wireless communication organizations have not sufficiently overcome these issue

and with the new era of big data, it’s the time to resolve them base on machine learning

algorithms. A new approach to applying supervises learning to model the wireless channel.

We have used regression techniques to defeat channel modeling issues. Using the data of

a certain communication environment, we were able to predict the model of the new com-

munication scenario. Thus, the required number of measurements and the complexity have

been reduced.

Multiple AI algorithms have been covered to overcome wireless communications draw-

backs in a variety of communication applications such as the wireless system in terms of 5G

and beyond. The capability and potential of Machine learning (ML) techniques that have
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been applied in this journey to meet the 5G-NR. The purpose of this letter elaborates on the

ability of machine learning to solve other communications issues. Regression techniques have

been used as well to overcome the complexity and time consuming of collected measurement

of every single field to build communication models. Other machine learning techniques

already used such as SVM, logistic regression to overwhelm other wireless communication

problems.
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Chapter 5: Predicting Optimum Propagated Link for 5G New Radio via

Artificial Neural Networks

5.1 Introduction

Millimeter-wave supplies an alternative frequency band of wide bandwidth to better

realize pillar technologies of enhanced mobile broadband (eMBB) and ultra-reliable and low-

latency communication (uRLLC) for 5G - new radio (5G-NR). When using the mmWave

frequency band, relay stations to assist the coverage of base stations in the radio access

network (RAN) emerge as an attractive technique. However, relay selection to result in the

strongest link becomes the critical technology to facilitate RAN using mmWave. An alter-

native approach toward relay selection is to take advantage of existing operating data and

apply appropriate artificial neural networks (ANN) and deep learning algorithms to alleviate

severe fading in the mmWave band. In this paper, we apply classification techniques using

ANN with multilayer perception to predict the path loss of multiple transmitted links and

base on a certain loss level and thus execute effective relay selection, which also recommends

the handover to an appropriate path. ANN with multilayer perception is compared with

other ML algorithms to demonstrate effectiveness for relay selection in 5G-NR.

Relay selection [95] to form cooperative communication has become a critical technol-

ogy with the 5G - new radio (5G-NR) and future mobile communications. Relay selection

in multi-hop communication was shown as an adorable technique for mobile communication

over mmWave frequency bands [96,97] The sensitivity of mmWave signal to fading remains a

fundamental challenge in communication systems, especially for 5G era. Authors of [98] have
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proposed a novel adaptive multi-state selection utilizing different of mmWave frequencies.

The fifth-communications generation goals are prioritized base on three pillars which are

enhanced mobile broadband (eMBB), ultra-reliable, low latency communications (URLLC),

and massive machine type communications (mMTC). In this work, we are trying to meet the

first two goals base on relay selection with a new mechanism that increases communication

strength and improves reliability. Moreover, this work may enhance communication between

massive devices to meet the mMTC. During the communication propagation, the transmit-

ted signal can be affected by the surrounding environments resulting in signal diffraction,

scattering, and reflection as showing in Figure 5.1. Having a line-of-sight (LOS) transmission

does not mean obtaining a proper transmission but relying on other propagation links may

have better performance and coverage. Figure 5.1 demonstrates three propagated signals

from (BS) where the first link PLLOS is the LOS signal, PLBs,r1 is the second transmitted

signal which handover to another station and the third link is affected due to obstacles OB

then penetrate through to the destination mobile station MS. To allow the destination point

to select the best link base on the propagation signal strength to meet the 5G -new radio

(NR) requirement (the ultra-reliable and low latency communications) in terms of reliability

with 99.999% [99]. In this paper, we demonstrate a new machine learning methodology that

acculturates the link selection from base stations or the user’s equipment side.

Ci(x) =

 1 PL < 120dBm

0 PL ≥ 120dBm
(5.1)

Where Ci(x) is the link selection classes which depends on the path loss of the link that can

be calculated using models such as Floating-Intercept (FI) model.

PLFI(f, d)[dB] = α + 10βlog10(d) +XFL
σ (5.2)
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Figure 5.1: System Model of Wireless Signal Propagation Selection

BL = arg min
Ls

(PLn) (5.3)

Where BL is the best link selection and PLn is the path loss of the propagated links. While

n is the number of transmitted links between the base station and destination.

To meet the 5G pillars technologies particularity the eMBB and uRLLC, we propose a

new mechanism to overcome the affected propagation link using artificial neural networks.

Using relay link selection, we note that the classification of machine learning is suitable

for description and prediction of the optimum link/path. Having a reliable mechanism to

meet the uRLLC with trustworthy communications and eMBB to enhance the coverage and

improve the communications. The supervised classification algorithms can be performed to

predict categorical class labels using the training dataset of the outdoor urban environment

and can be implemented by the artificial neural networks (ANN) with deep learning. Fur-

thermore, Multilayer Perceptrons (MLP) methods in ANN, together with different models,

are evaluated to predict and select the strongest propagation link. MLP, therefore, serves
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the classification in ANN to identify and characterize the new link candidates using the

path loss parameter or the receive signal strength. This work also will influence the massive

machine type communications (mMTC). The classification technique that was selected is a

binary where there are only two classes which are strong links and weak links. Once we

obtain propagation results, the new mechanism of this work divides the signal losses into

categories, these levels are classes. In our case, we have binary classes, where each path loss

signal strength is either considered sufficient or insufficient (no fading). The base station

makes a decision based on that categorical. Thus, identifying the optimum link using clas-

sification algorithms to meet the reliability and coverage of the 5G NR. The base station

learns how to predict the weakest path loss and select the minimum loss path. The base

station selects the propagated signals base on a certain energy strength (threshold) and once

that link energy reaches this threshold the base station will switch to another link. In this

study, the threshold is base on the path loss which is equal to -120 dBm and below this

threshold is considered a poor propagation. Thus, eMBB and uRLLC will be achieved.

[1] suggests using deep learning to identify and classify the modulation nodes, improving

the interference alignment and locate the optimum routing path. Furthermore, applying

prediction techniques using methods such as classification and clustering, etc. to estimate

the channel path loss models that lead to better performance and precision. Multilayer

Perceptrons is a ML classification technique which is a neural network. The data can be

classified based on maximum probability in Multilayer Perceptrons techniques to predict the

path loss that can be expressed as:

Ĉ = arg max
Ci

n∏
i=1

P (Ci/X) (5.4)

Ĉ is the prediction path loss class and P (Xi/C) is the conditional probability of dataset

feature given the class. [50] published an article showing how machine learning techniques
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such as Deep Neural Network (DNN) reduce complexity and increase performance. In this

manuscript, Multilayer Perceptrons Neural Network is introduced in slowromancapii@. Fol-

lowed by section slowromancapiii@ that shows the dataset. Then, model validation and

results in slowromancapiv@. Lastly, a conclusion is shown in section slowromancapv@.

5.2 Multilayer Perceptrons Neural Network

Among many DNN structures, Multilayer Perceptrons (MLP) uses a Feed-forward neural

networks (FFNNs) and a back-propagation network to compute the loss and adjust the

weight [30], which is suitable for deep learning. MLP forms a fully connected networks

where every single node in a single layer is connected to every node in the following layers.

The subsequent error is usually obtained by the loss function and optimization methods can

be use to minimize the loss such as Adam optimizer. There are multiple of loss functions

and cross entropy will be used when relay selection can be initially viewed as a binary

classification problem. MLP is actually a multivariate multiple nonlinear regression and

collection of neurons that serves as a classification by building decision decision. Multilayer

Perceptrons are usually uncorrelated, and a collection of them make up the network that

can be less prone to the notorious overfitting. MLP is mathematically mapping in the form

of:

<n −→ <m : (y1, y2, ..., yn) (5.5)

yn = gs

(
w0 +

n∑
i=1

wiyi

)
(5.6)

y2 = gout

(
w

(2)
k0 +

M∑
j=1

w
(2)
k0 γ
(
w

(1)
j0 +

n∑
i=1

w
(1)
ji yi

))
(5.7)

The above structure can proceed with only two layer, where y0 = 1 as the output of the first

layer. gs is the activation function and here we are using the step function as can be shown
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as:

g(·) : R→ R (5.8)

gs(x) =

 0 x < 0

1 x ≥ 0
(5.9)

To accomplish our purpose, Adam optimization algorithm will be adopted which is differ-

ent from the traditional stochastic gradient descent process to update the weights iterative

base in the training data [32] with a learning rate or step size α. Artificial intelligence (AI),

particularly machine learning (ML), is widely studied to enable a system to learn of intelli-

gence, predict and make an assessment instead of the needs of humans [33]. Switching the

traditional link selection such as the Adaptive selection scheme [100] to machine learning

link selection still in its early stage. One of the main issues in current communications is the

accuracy of handover, whereas using machine learning techniques could enhance the predic-

tion and reduce the complexity. The new ML methods predict the best link using different

mechanisms base on path loss and receive signal strength. [28] showed how to predict the

transmitted signals using deep learning techniques [55] used neural networks methods such

as learned decisions-based approximate message passing (LDAMP) network to estimate and

learn channel state information (CSI) than solving the limited number of frequency chains

in cellular systems from training data. [25] used a model-based method using Cramer-Rao

lower bound (CRLB) to predict the channel state parameters in the deeper neural network.

Moreover, other authors presented in [58] and [2] some communications challenges that reach

the complexity level such as atmospheric effects, handover, beam direction, MIMO and it is

the time for machine learning to get evolved. Machine learning uses training and testing for

letting the machines learn and keep predicting. In the training part, learning from the data

while the testing method, a trained model is used for predicting such as the ray selection.
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Supervised learning techniques require input, target and training data to create a model

that is used for predicting. If a sample space consists of Xi and output label space yi where

i 1, 2, .., N then by using a machine learning algorithms Å, which is a function that map

the input values to the labels that helps for future predicting. To measure the quality of

the mapping, a loss function is used and see [22] for more details. The classification algo-

rithms that will be used in this journey is Multilayer Perceptrons Neural Network and can

be described in the following.

Multilayer Perceptrons Neural Network usually can be used for both classification and

regression. When the Multilayer Perceptrons used for the classification, this algorithm works

by having binary or multiple classes. However, the regression techniques is usually used for

continuous outputs while our goal here is to classify the link strength to binary classes to

predict the optimum link propagation. Multilayer Perceptrons follow the form as shown

below.

y = Φ(
n∑
i=1

wiXi + b) (5.10)

where w is the vector of weights of x vector inputs and b is the error. Φ is the nonlinear

activation function. In this work, we proposed six models of Multilayer Perceptrons with

different specification as shown below:

• Model 1: One Hidden Layer of 10 Neurons

• Model 2: Two Hidden Layers of 50 and 10 Neurons

• Model 3: Three Hidden Layers of 10, 50 and 10 Neurons

• Model 4: Four Hidden Layers of 10, 50, 50 and 10 Neurons

• Model 5: Five Hidden Layers of 10, 50, 100, 50 and 10 Neurons

• Model 6: Eight Hidden Layers of 10, 50, 100, 100, 50 and 10 Neurons.
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• Model 7: Logistic Regression Model

• Model 8: Dummy Classifier Model

• Model 9: Support Vector Machine

Multilayer Perceptrons neural network will be employed to predict the optimum propagated

link in our relay selection. Then, compare with other machine learning techniques base on

precision, recall, F1 Score, accuracy and support. Results will be explored using simulated

data showing the accuracy of applying deep learning techniques and how this algorithm

performs well in relay selection. By considering more from wireless communications, the

result and compassion of these machine learning models to predict and selection of the best

relay link will be shown later in Section IV.

Since both prediction of link performance and classification to select an appropriate link,

MLP neural networks appear to fit our purpose due to the capability of predicting the

link with low path loss, which allows a reliable handover to meet the need of eMBB and

uRLLC. While other ANN structures such as convolution neural networks are for images

where there exist 2D or 3D inputs and the RNN is for sequential models like time series,

machine translation, language generation. Further investigations to check the fitness of the

MLP models compared to other machine learning models will be conducted later in Section

IV. Thus, we proved that deep learning technique (MLP) is a capable technique to overcome

this wireless communications fading issue using link selection base on MLP technique and

performed better than other machine learning techniques.

5.3 Dataset

The dataset of this investigation was generated after some modification using open-source

Matlab simulation by New York University [92] [93]. The dataset of the wireless channel is

composed of two fragments. The selected model will be trained and validated on the dataset
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then will be tested using the unseen data. In this work, the train part took 75% of the data

set and 25% for tasting the model in our training/testing scenario and others can be found

in [65]. Classes data which is zeros and ones are specified base on the path loss strength and

other channel states information (CSI) are used to predict the path loss. The measurements

are specified based on distance from 1 m to 40 m. That simulation is suitable for frequencies

in a range of 500 MHz to 100 GHz, bandwidth up to 800 MHz with different scenarios and

environments. As a summary, simulation parameters are listed in Table slowromancapi@,

which exhibits that the channel measurement parameters of that data raw that was used for

this paper.

Table 5.1: Channel Measurement Parameters

Parameters Values
Distance (m) 1-40
Frequency (GHz) 28
Bandwidth (MHz) 800
TXPower (dBm) 30
Scenario UMi
Polarization Co-Pol
TxArrayType ULA
RxArrayType ULA
Antena SISO
Tx/Rx antenna Azimuth and Elevation
(red)

10

The dataset used in this work is consisting of channel properties of a communications link

such that the information helps the base station to execute supervised classification based

on a dataset from prior measurements or simulations.

5.4 Models Validation and Results

To accomplish a broad exploration, Multilayer Perceptrons Neural Network, Logistic

Regression, Dummy Classifier, and Support Vector Machine are used to perform the classi-

93



fication techniques. Evaluating the performance of these classification algorithms by confu-

sion matrix which counts the outcomes of the prediction models compared to the training

dataset [101]. Moreover, the precision usually shows how often a model makes a positive

prediction and recall shows how the model is confident in predicting all positive targets.

Accuracy, Precision, Recall, and F1 Score metrics were used to evaluate the machine learn-

ing classification algorithms (classifiers). The accuracy is measured by counting the number

of true predictions to the total number of predictions. Which is the number of correctly

predicted selected links over the total number of links, which tells how the classifier is able

not to misclassify a positive path loss (a sample). Precision is the number of true positives

(Tp) over the number of true and false positives (Fp). Recall stands for the number of true

positives over the number of true positives and false negatives (FN). While F1 Score mea-

sures the harmonic mean for both precision and recall, we obtain the following mathematical

expressions:

Average Precision =
1

n

N∑
i=1

Tp

Tp+ Fp
(5.11)

Total Recal =
N∑
i=1

Tp

Tp+ FN
(5.12)

F1Score = 2× precision× recall
precision+ recall

(5.13)

The interpretations of performance measures that were used to check the process of a

model via precision, recall, f1 Score, accuracy and support. From the two above tables inter-

pretation of performance measures of the Multilayer Perceptrons Neural Network algorithms,

we can conclude that all of these techniques did a decent job and model 5 has the highest

accuracy which consists of five Hidden Layers of 10, 50, 100, 50 and 10 Neurons. Model

5 gained in the best performance in Precision, Recall, and F1 Score among other models.
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Table 5.2: Interpretation of Performance Measures

ANN Models Precision Recall F1 Score
Model 1 0.39 0.61 0.47
Model 2 0.88 0.87 0.87
Model 3 0.86 0.86 0.86
Model 4 0.93 0.91 0.92
Model 5 0.98 0.98 0.98
Model 6 0.88 0.87 0.88
Logistic Regression 0.86 0.86 0.86
Dummy Classifier 0.56 0.57 0.57
SVM 0.92 0.93 0.93

Table 5.3: Accuracy Compression of all Models

Models Accuracy ROC AUC Score
Model 1 0.623 0.484
Model 2 0.868 0.877
Model 3 0.857 0.842
Model 4 0.925 0.932
Model 5 0.982 0.981
Model 6 0.882 0.866
Logistic Regression 0.882 0.866
Dummy Classifier 0.857 0.848
SVM 0.934 0.973

Thus, it has the best performance in classifying the ray selection, followed by Model 4 and

the worst one is model 1 among the ANN model and the dummy classifier compared to all

models. The reason for that is some of the features depend on each other such as distance

and received power. Electing the number of hidden layers and the number of neurons is

still an open research topic where few or more neurons lead to underfitting and overfitting.

An assumption from our trail and error trails, we noticed that the number of hidden layers

should lower than the number of input by 30%. Model 6, began degrading once the number

of hidden layers has reached 70% of the number of the inputs as can be seen in figure 5.4.

Figure 5.2 presents the Receiver Operating Characteristic (ROC) [102] visualizes a classi-

fier’s performance that illustrates the wellness of the classification models used in this paper.
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Fig 5.2: ROC Curves of Classification Techniques

The false-positive rate is plotted against the true positive rate and it’s very obvious that the

model 5 is almost closer to the optimum with 99%. Other models have been compared to

our models such support vector machine (SVM) that was presented in [94] that could not

perform well in overcoming the relay link selection. The usage of the sigmoid kernel while

using the linear kernel poly kernel with degree 4 would improve the performance. Underfit-

ting and overfitting were examined base on checking the accuracy and the ROC score of the

training and the testing data which were showing close to each other and performing well.

Figure 5.3 illustrates the relay selection precision recall curve where model 5 is performing

the best among other models. The precision recall curve shows the relationship between

the true positive rate and the positive predictive value for a variety of models. While figure
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Fig 5.3: Precision and Recall Curve of Classification Techniques

5.4 shows the history loss verse neural iterations when the training data will not improve

the performance of the model by at least tolerance (usually assigned 1e-4) or having a con-

stant loss for a multiple of iteration. Moreover, figure 5.4, we notice the losses of models

decreased nicely and smoothly except model one due to the adjusted learning rate of this

model which was 1e-5 while others are 0.05 and increase that rate will affect the accuracy

of the model. Moreover, by looking at model 6, we notice at iteration number 185, it starts

increasing which is a sign to stop the model to avoid issues such as overfitting and decreasing

the efficiency of the model. Figure 5.4 again confirm the best performance goes to model

5 among other NN models. Simply we conclude this journey from the result section that

ANN performs better in term of selecting the optimum link comparing to other machine
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Fig 5.4: Loss VS Iteration of ANN Classification Techniques

learning techniques where the accuracy of selecting the optimum link is 99% which meet

third 5G -new radio (NR) requirement (the ultra-reliable and low latency communications).

The future works to develop are extraordinarily rich, and powerfully using machine learning

algorithms toward solving wireless communications issues to enhance the communications

and reduce the complexities for future wireless generations. This approach can be further

extended to solve other wireless communications issues such as near-far problem base on

more than a binary classification. Base on a certain path loss, power transmission control

can be manipulated to achieve the efficiency of a full communication.
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5.5 Conclusion

Wireless communications with the new era of 5G and beyond require overcome classical

issues in order to meet the 5G pillars that include eMBB, uRLLC and mMTC. One of

these critical issues is relay selection to handover with reliability to the strongest link to

meet the eMBB and uRLLC. This can be solved by applying machine learning techniques

such as Multilayer Perceptrons Neural Network, Logistic regression, Dummy classifier and

support vector machine to develop alternative techniques to predict the signal path loss

strength that’s usually get affected by the wireless channel. Multilayer Perceptrons is a

classification technique used in this journey and compared the result of each model by using

the interpretation of performance measures such as accuracy, precision, recall, and F1-score

and compare with previous studies to end up with a better performance. Other techniques

influenced a perfect prediction that confirms the usage of machine learning towards wireless

communications.
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Chapter 6: Investigation and Prediction of the Wireless Channel Modeling for

High Frequency Bands Using Artificial Intelligence Methods

6.1 Abstract

The exploitation of higher MmWave is promising for wireless communication systems.

Involving AI and its subcategories of deep learning to beyond 5G (B5G) is to learn from data

and make a prediction or a decision other than relying on the classical procedures to enhance

the wireless design are auspicious for future wireless systems. The new wireless generation

should be proactive and predictive to avoid the previous drawbacks in the exiting wireless

generations to meet the 5G target services pillars. One of the aspects of Ultra-Reliable Low

Latency Communications (URLLC) is moving the data processing tasks to the cellular base

stations. Investigating the wireless channel modeling is an essential task in the wireless

communication systems and fuse it with Artificial Intelligence (AI) is our main goal. With

the rapid usage of wireless communications devices, base stations are required to execute

and make a decision to ensure communication reliability. In this manuscript, an efficient new

methodology to predict channel state information based on data-driven to assist the base

station to predict the frequency bands and the path loss. Systems that consume different

bands such as in telecommunications with uplink and downlink transmission and other IoT

devices need an urgent response between devices to alter bands and other channel state

information to maintain the requirements of the new radio (NR). Thus, machine learning

techniques are needed to learn and assist a base station to fluctuate between different bands

based on a data-driven. Then, to testify the proposed idea, we compare the analysis with
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other deep learning methods. Furthermore, to validate the proposed models, we applied

these techniques to a different case study to ensure the success of the proposed works. To

improve the accuracy of supervised learning, we modified the technique by combining an

unsupervised algorithm. Eventually, the superiority of AI towards wireless communication

has shown great accuracy of 90.24%.

6.2 Introduction

Artificial intelligence deployments in the wireless communication systems rapidly gaining

attractiveness nowadays with the usage of data-driven. The justification of that is the usage

of the availability of the data solutions to complex and high computational machines for

wireless communication problems [103]. Furthermore, The new emerged of the Quantum

Computing (QC) technologies have a strong potential to be applied to the future wireless

generations with the deployment of AI methods [104]. The potential investigations of AI

usages in the field of wireless communications have been increased especially channel model-

ing. Initiation studies of applying ML to the general field of wireless networks can be found

in [105]. Since the AI learning approaches are still considered a black box which it’s hard to

analyze, [106] recommended studying the theoretical analysis of machine learning to enhance

efficiency. Implementing ML techniques to estimate the received signals are complex due to

the high computational requirements and [107] proposed an online fully complex extreme

learning machine (C-ELM)-based channel estimation to avoid these limitations using a deep

neural network. The expectations of deploying ML techniques in the B5G will be a major

part of designing the networks in terms of more autonomous, dynamic and self organize. [108]

used deep learning methods such as multiple layers perceptrons (MLP) algorithm to predict

the wireless channel parameters for dedicated short-range communication and were able to

outperform formal empirical models. While others used deep learning methods to perform

channel estimation and modulation [109]. Furthermore, other ML algorithms have been
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used in [110] to assist BS to predict the acceptable received signal in lower MmWave based

on classification methodologies. [111] used ML to classify and identify the wireless channel

LOS and NLOS. Applying AI techniques towards wireless channel modeling seems successful

usage. However, these methods performance relies on data [3] and to avoid the complexity

of the wireless channel characterization, a crucial artificial intelligence methodologies have

to be involved.

Some facts of the wireless channel modeling such as the higher MmWave bands, the high

signal’s energy degradation that leads to changing the behavior of the signal with higher

MmWave frequencies, the propagated signal becomes more sensitive during the communica-

tion that leads to increase the path loss and that will be proved in the following sections.

Moreover, penetration of the propagated signal through objects is less in the higher MmWave

frequencies [8]. Thus, investigating the wireless channel modeling in higher frequencies is

crucial for B5G. Our main goal here is to assist the base stations to predict the channel state

information and that includes the evolution to predict the frequency bands and the path loss

using some ANN and random forest techniques. The wireless communications scenario will

be an urban maco environment and the frequency band will be 1-100 GHz to investigate the

bands and another dataset to validate our methodology for varieties of MmWave frequencies.

The construction and development of the wireless channel modeling with the usage of the AI

is becoming impotent for channel wireless features such path loss which is the reduction of

power strength during signal propagation through a channel. The Federal Communications

Commission (FCC) has already assigned the MmWave band in the United States as 24, 28,

37, 39, 47 GHz for the 5G and selected bands above frequency 95 GHz for experimental

usage to ensure the United States stays at the forefront of wireless innovation. Furthermore,

the FCC encouraging industrial and academia to start investigating the higher MmWave

frequencies [112]. Researchers have already started performing case studies towards higher

bands such as 28 GHz in [113]. Thus, we formulate this work to meet this request by inves-
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tigating the higher MmWave bands. Additionally, our main goal is to focus on the wireless

channel modeling to investigate the path loss and bands in high MmWave frequencies for

B5G other than the traditional procedure to pave the road towards future generations as

shown in figure 1. Concerning classical works, [114] presented a new measurement campaign

to measure high MmWave using classical empirical measurements. The classical procedure

can be obtained using empirical or deterministic models. The empirical models are based

on applying statistical methods to data that have been collected via the measurement filed.

The downside with this approach is, the time consuming that every environment has to

be measured to obtain an inaccurate path loss model. While the deterministic models are

based on geometrical theories of electromagnetic propagation such as ray-tracing which is

accurate but more details of the surrounding environment that require a three dimensional

(3D) which is complex [115]. [?] proposed a new methodology to predict the path loss of a

wireless channel based on a dataset from the different environments where ML algorithms

applied to learn the wireless medium pattern and predict the loss with perfect accuracy. This

manuscript proposes artificial intelligence techniques to assist the base station to predict fre-

quency bands and path loss. Moreover, we demonstrate and evaluate a new investigation

of the high MmWave bands for B5G. Investigating the new bands will be based on two

categories, frequency bands, and path loss where artificial intelligence methodology will be

applied to predict these factors. Then, this investigation will be compared to the lower

MmWave bands. First and second order optimizations methods will be also involved to

minimize the cost of the predictions in the base stations. Additionally, during the investi-

gation of the higher MmWave bands, other properties of the wireless channel modeling will

be included such as the relation between path loss and delay in lower and higher frequency

bands.

103



Figure 6.1: Evolution of Cellular Network Generations

The dataset was used to train the neural network’s method to predict the CSI features in

the higher bands and how these features are preformed compared to the lower bands. Deep

learning neural networks methods and other ML techniques such as random forest are used to

assist base station to predict the frequency bands, path loss and how higher MmWave band

affects the wireless channel modeling. The deep learning technique will be Multiplelayers

Perceptrons (MLP) since it works better than other artificial neural networks algorithm

with non-stationary data. Forward, backward problem propagation and error correction

methods will be used during the testing phase. Moreover, optimization algorithms that deal

with optimizing the neural networks will elaborate in the following sections. To enhance

the accuracy of the prediction models, the unsupervised learning technique is involved in

supervised learning to obtain the CSI features patterns and denominational reduction.
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This work is a promising for future wireless systems since each standard has its own reg-

ulations. One of these regulations in wide area networks (WAN) such as Cellular networks

or Wireless Local Area Network (WLAN), is assigning the frequency bands. For instance,

assisting base station to predict the LTE and 5G frequency bands or the 802.11g systems

utilizes 2.4 GHz and the 802.11a system uses 5 GHz. The newest Wi-Fi system is called

802.11n and it uses both 2.4 GHz and 5 GHz. The proposed scheme can be further imple-

mented towards and Wireless Sensor Networks (WSN) or even further to the Personal Area

Network (PAN) systems. Moreover, other applications of this scheme are telecommunication

companies where each cellular company has its own bands. Since the new devices are SIM-

less, new devices are capable of predicting the frequency bands that belong to that specific

company. Thus, work is a promising for future regulations and standards in future wireless

generations. Therefore, by implementing the proposed work, future wireless devices should

not be specified for a specific frequency band.

The components of this journey are arranged as follows. Section II system model formu-

lation, while section III presents data-driven and prepossessing. Section IV elaborates on

the supervised learning methods for B5G. Results and discussion are presented in section V

while the conclusion is in section V.

6.3 System Model Formulation

This manuscript proposes a new scheme to assist the base station to predict a wide range

of frequency bands. In a practical scenario, however, the receiver has no access to the actual

bands, and suppose to predict it. The proposed system is a single-input single-output (SISO)

wireless communication system with a macro urban environment. The system has a radio

frequency bandwidth is 800 MHz with a transmitter power of 30 dBm and transmit and

receive array type are URA. Due to the weakness of higher MmWave bands, other effects

related to weather have been considered such barometric pressure 1013.25 mbar, humidity
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50% , the temperature is 20 degrees Celsius and rain rate was assumed to be zero [116].

Other system parameters used in the simulation can be summarized in Table Table I.

Table 6.1: Channel Measurement Parameters

Parameters Values
Distance (m) 1-300
Frequency (GHz) 95
Bandwidth (MHz) 800
TXPower (dBm) 300
Scenario UMa
Polarization Co-Pol
TxArrayType ULA
RxArrayType ULA
Antenna SISO
Tx/Rx antenna Azimuth and Elevation (red) 10

Table I, exhibits that the channel measurement parameters of the data raw that was used

for this paper. While Python was used to perform the data analysis.

Once the data is generated, by investigating the higher MmWave and that can be seen

with driving the Friis theorem. This can be seen using the free space path loss theorem which

confirms the increase of the wireless bands, based on the prove in the following subsection

and other details can be seen in section V-A.

6.3.1 Theorem

Investigating the effects of higher MmWave can be driven with the usage of the Friis

Theorem [117]. By assuming an environment with only a transmitter Tx and a receiver Tr

and no obstacles between them to create a free space. With a distance d and a transmitted

power of Pt and omnidirectional antennas at both Tx and Tr. Therefore, the received power

Pr is calculated using

Pr(dBm) =
Pt

4πd2
Gt (6.1)
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Where Gt is the gain of the transmit antenna. Assuming the antenna at the receiver side

has an effective aperture AER. Then equation 6.1 becomes as shown below.

Pr(dBm) =
Pt

4πd2
GtAER (6.2)

The effective aperture of the antenna can be found from:

AER =
λ2

4π
Gr (6.3)

Pr(dBm) =
PtGtGrλ

2

(4πd)2
(6.4)

Where λ = c
fc

, λ is the wavelength in meters, c is the speed of light and f is the

frequency in GHz [118]. Moreover, Friis theory can lead to the same conclusion that path

loss is proportional to the frequency bands.6.4 can be seen as

Pr(dBm) =
PtGtGrc

2

(4πfd)2
(6.5)

From equation 6.5, we can infer the frequency bands as shown below.

f(MHz)
c2

4πd

√
PtGtGr

Pr
(6.6)

The above theorem proves driven results in affecting the path loss of the propagated

signals that results in increasing the path loss as shown in the below equation.

PL(dBm) = 10log10(
16π2dn

λ2
) (6.7)

Pr(d) = Pt
GtGrλ

(2 ∗ π)2dnL
(6.8)
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By understanding the behavior of the path loss with respect to distance and other CSI

features with continuous dependent variables leads to the use of the proper procedure of the

machine learning categories. Therefore, it’s cleared in our case that the machine learning

strategy will be a supervised regression problem based on a data driven. One technique to

measure the energy loss is by using the path loss model which measures the reduction of

the energy during the propagation. By using path loss models, energy loss can be governed.

The complexity and the accuracy of the path loss models can be varying with many factors

such as environments, interference levels, energy, distance and so on. The wireless bands

have a high impact on the amount of loss and coverage following the equation of d = λ
c

that

is different from the lower bands. The channel state information (CSI) features that are

used in our system are frequency bands (GHz), T-R separation distance (m), received power

(dBm), phase (rad), azimuth AoD (degree), elevation AoD (degree), azimuth AoA (degree),

elevation AoA (degree), path Loss (dB) and RMS delay spread (ns). While frequency band

(GHz) and path Loss (dB) will be used as a target where other CSI will be used to feed the

neural networks to assist the base station (Bs) to predict the bands or the path loss.

In the macro environment, user equipment (UEs) is assumed to be non-stationary and

placed uniformly distributed and measurement parameters can be seen in table 6.1. In our

model, we applying deep learning neural networks techniques such as Multilayer Perceptrons

(MLP) as supervised learning to predict the dependent variable. Having a dataset that

consists of the dependent variable yi and channel state information xi, features of the high

MmWave bands can be predicted. In this manuscript, we will focus on predicting the path

loss and the frequency bands based on previous data p(y/x). The data are splatted into

training D = (xi, yi)
N
i=1 and testing T = (xi, yi)

N
i=1 where D ∩ T = φ .

Since our investigation is dealing with the side effects of the higher wireless bands and

we’re trying to obtain the relation between a response variable y and other CSI variable.

Thus, our focus will be on applying AI methodologies to formulate the work. AI algorithms
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learn from the data and make predictions based on mapping the input features to output

variables through data learning patterns. The machine learning algorithms learn the pattern

and assist base stations to make a decision. Artificial Neural Networks (ANN) are widely

used nowadays to learn the complex pattern of the wireless channel to avoid complex and

unreliable mathematical formulations. Since the presented data is nonlinear and multivari-

able characteristics, ANN could be involved to predict the frequency bands and path loss

to assist the base stations as alternative model structures for received power. The ANN’s

structure consists of at least three main layers, input (i), hidden (jn) and output (k) layers

and for simplification, we assume the system only consists of only one hidden layer. Each

layer composes of one or more number of neuron Nli, where l to represent which layer and

i ∈ N = (1, 2, · · · , k) for identify the specific neurons which considered the main component

and the processing unit. Nk neurons in layer jn feeds from Nk−1 neurons in the previous

layer by a weight vector. Input of CSI X = (x1, x2, · · · , xn) are feed to networks and then

multiply by the weight vector W = (w1, w2, · · · , wn) and with addition of bias variable bi

then summed at the hidden layer. Then, activation function f(·) is used for every node in

the hidden layers to produce an output where more details of the activation functions will

be elaborated later in this manuscript. The summation of the hidden and output layer of

the neural networks denoted by sj and sk respectively and can be formulated as follows.

sj =
k∑
i=0

wij · xi + bi (6.9)

sk =
k∑
i=0

wjk · xk + bi (6.10)

y = f(
n∑
i=1

wixi + bi) (6.11)
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Figure 6.2 is a simplified systems model, where the training data samples D = (xi, yi)
N
i=1 are

feed to the system. forward, backward and optimization techniques are implemented in this

system and more details will in section ??. Deep learning algorithms will be compared with

machine learning methods and then optimization techniques will be applied to reduce the

loss of the prediction.

Fig 6.2: Visualization of the System Model Using ANN Technique

6.4 Data Driven Modeling and Prepossessing

Data-driven is considered as a new approach for next-generation generation models [119].

Data in the proposed cases were produced using the NYUSIM simulator which was based on
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an extensive measurement campaign for varieties of MmWave bands and different scenarios

environments [120]. Prior to analyzing the data, data cleansing is considered the backbone

of data analytics. Data cleansing is the process of identifying, removing and recovering the

nonrelevant data. After that data has been produced, several data prepossessing have to be

performed such as the data cleansing. Data cleansing is one of the main parts of machine

learning that perform a significant part to enhance the accuracy of the model. Data cleansing

is just the process of removing erroneous or unwanted observations from the data then

replacing them with samples based on several concepts such as the averaging. Furthermore,

managing unwanted outliers and then verifying the data. Removing unwanted observations

including detecting redundant or irrelevant samples from the dataset [121]. The dataset of

CSI features has been divided into training, testing and validating with percentages of 70%,

15% , and 15% respectively.

6.4.1 Channel Impulse Response

The wireless channel can be modeled deferentially depending on the communication en-

vironments. Linear time-variant (LTV) channel model is a popular wireless channel model

h(t) and in theory, if the received signal r(t) with an input signal s(t)

r(t) = x(t) ∗ h(t) + n(t) (6.12)

Where the n(t) is noise that affect propagated signal and the convolution is given by inte-

gration with a channel delay τ as shown below.

r(t) =

∫ ∞
−∞

x(τ)h(t− τ)dτ + n(τ) (6.13)
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h(t) =
N−1∑
i=0

aie
jθiδ(t− τi) (6.14)

APDP (τ) =
1

N

N∑
i=0

|hi(τ)|2 (6.15)

Equation 6.14 is the channel impulse response of the wireless channel where N is the

multipath components (MPCs) and ai is the random amplitude of MPC which can be char-

acterized statistically using Rayleigh or Rician distribution based on the communication

environment. Then, the power delay profile can be obtained by taking the squared absolute

value of the impulse response. While equation 6.15 is the power delay profile (PDP) that

involves removing the effects of the small scale fading by averaging the power delay profile.

PDP usually gives the intensity of the received signal of a multipath channel as a function

of time delay. [52].

PDP = |h(t)|2 (6.16)

=
N−1∑
i=0

(ake
jθi)2δ(t− τk) (6.17)

(6.18)

6.5 Supervised Learning Methods for B5G

In the following subsections, multiple machine learning and deep learning techniques

will be used to investigate the wireless channel of the high MmWave band for beyond 5G.

Furthermore, applying these techniques to the base station to predict the frequency bands

and the path loss. The Artificial Intelligence techniques establish the mapping relationship
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between the dependent and independent variables. Where in our case, the dependent variable

is the path loss and bands while other channel state information is the independent variable.

6.5.1 Random Forest

Random forests is a machine learning method that is based on ensemble methods and can

be applied to regression and classification tasks. Random forests use Bootstrap Aggregation

to divide the data into multiple bags and each bag pass and trains the data to the decision

tree. Then, multiple decision trees are combined to determine the output instead of relying

on an individual decision. Thus, for predicting the frequency bands to assist the base station,

the final prediction value is obtained by averaging the whole predictions from all single tress

as shown in equation 6.19 [3]. To enhance the random forest regression prediction, Principal

Component Analysis (PCA) technique which is unsupervised learning was implemented to

find more patterns to enhance the prediction.

ŷb =
1

T

T∑
t=1

d̂t(x) (6.19)

Another way to investigate the signal attenuation is through checking the path loss for

different MmWave bands from 1 GHz through 100 GHz. As can be seen in the below figure

that in specific bands, the path loss is considered and performed better than other bands.
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Fig 6.3: Visualization of the High Loss with Different MmWave Frequencies

Based on figure 6.3, path loss (dBm) VS Bands (GHz) visualization explaining the low

loss through different frequency bands. We can identify the perfect path loss in band such as

2.4, 17, 41, 54, 68 and 82 GHz. The number of estimators in this kind of ensemble method

is the number of trees to be used in the forest. In our case, we used 100 estimators where

each tree or estimator makes a prediction and with other tree’s prediction can be averaged

to obtain the final prediction.
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6.5.2 Multiplelayers Perceptrons

Multiplelayers Perceptrons (MLP) method is a branch of artificial neural networks (ANN)

for the purpose of computing and prediction. MLP combines neurons in different layers to

solve complex problems. MLP will be used as a regression technique to investigate the high

MmWave where Feed-forward neural networks and a back-propagation computation will be

used to assist the prediction in the wireless base station. This section describes the propose

neural networks technique to investigate wireless channel modeling in terms of path loss and

bands. The output of the neural network in equation 6.10 will be fed back to the network

to compute the backpropagation to reduce the loss using equation the following equation.

Figure 6.4: An Explaining the MLP Forward and Backward Algorithms
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Lε(y, f(x,w)) =
1

2

k∑
i=0

(yki − ŷki)2 (6.20)

Where L is the loss, y is the actual dependent variable and ŷk is predicted value. The

predicted value of the neural networks can be seen as follows.

ŷk =
k∑
i=0

(wjk · S
k∑
i=0

(wijxi + bj) + bk)) (6.21)

Then, optimization methods are used to reduce the error to reach the minima of loss. For

simplification, the bias variable will set or initialize from now to zero. Since the loss have

been obtained in equation 6.20, back propagation feeds the parameters values back to the

network to reduce the error then after some iterations, the parameter values are ready to

be used to form the path loss model of 5G advance. Back propagation calculations shall be

started from the output layer toward the first hidden layer and by taking the derivative with

some derivative properties such as the chain rule as shown below.

∂L(w)

∂(wjk)
=
∂ 1

2

∑k
i=0(y − ŷ2)

∂wjk

= (y − ŷ)
∂(y − ŷ)

∂wjk

= (y − ŷ)
∂ŷ

∂wjk

= (y − ŷ)
∂ŷ

∂xk
· ∂xk
∂wjk

= (y − ŷ) · Axk · (1− Axk) · xj

= Error · Axk · (1− Axk) · xj

(6.22)

Where Axk is the derivation of the activation function and xk,xk,xk are unit value in input,

hidden and output layer respectively.
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Then the value of the derivation in the above equations is called the backpropagated error

from the output layer which passes the output value to the hidden layer. This procedure

has to come through every layer in the networks until it reaches the input layer as shown

in the below derivation to obtain the final backpropagation value. Then the procedure of

updating the weight and bias parameters begins and proceeds a new forward propagation to

the networks.

∂L(w)

∂(wij)
=
∂ 1

2

∑k
i=0(y − ŷ2)

∂wij

=
k∑
i=0

(y − ŷ)
∂ŷ

∂wij

=
k∑
i=0

(y − ŷ)
∂ŷ

∂xk
· ∂xk
∂xj
· ∂xj
∂xi
· ∂xi
∂wij

=
k∑
i=0

(y − ŷ)α(xk)(1− α(xk)wjkα(xj)(1− α(xj))xi

(6.23)

During the MLP regression procedure, optimization algorithms have been used to opti-

mize the square loss. Gradients are usually used to find the minimum loss using a vector

that reaches to the optimum loss. We started with Broyden–Fletcher–Goldfarb–Shanno algo-

rithm (LBFGS) optimizer which is a family member of quasi newton methods. Then, started

comparing the results with stochastic gradient descent (SGD). Moreover, another stochastic

gradient-based optimizer has been used called ”adam” or some times called adaptive moment

estimation. Adam is an extension of stochastic gradient descent to update neural network

weights iterative based in training dataset [122]. The reason most of this work focused on

adam optimizer is our data is non-stationary and it does not conserve a specific learning rate

for every single weight update [123].
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6.5.3 Neural Network Optimization

Optimization algorithms are often used in neural networks such as Gradient Descent (GD)

which is an iterative technique to obtain the values of the parameters of a function to reduce

the cost function. Optimization algorithms are methods used to reduce the error function

E(x) that depends on the internal learning variables that are considered undependable to

compute the response variable y. Thus, the main purpose of the optimization is to estimate

the error gradient of the current state, then updates the weights and the bias of the model

using the backpropagation of error algorithm. Other stochastic methods can be used to

update the neural networks but there must be a trade-off between the precision of the

updated parameters and the running time to update. Optimization methods are used to

minimize the loss function L(wi, bi) by fining the optimum wight wi and bi bias variables.

Optimization can be categorized into two major codes based on first or second-order op-

timization to obtain the information of the slope as a vector to identify the minima direction.

The first-order optimization algorithms are used to minimize or maximize the loss function

using a derivative. An example of the first-order methods is Gradient Descent (GD) where

the derivative is used to identify whether the loss function is increasing or decreasing toward

the minima. While second-order optimization algorithms are considered as optimizing the

optimizer based on the second-order derivative to check how the gradient varies which usu-

ally involves a high computational cost. To avoid this dilemma, techniques such as LBFGS

is applied with limited memory usage. Other SGD methods such as Adaptive Moment Es-

timation (Adam), Momentum, and Root Mean Square Propagation (RMSProp) are used as

second-order optimization methods. Gradient Descent is considered as the main optimizer

to optimize an intelligent system. GD is used to reduce the loss by updating the model’s

parameters to reach the converge limit. Once the gradient vector ∇J(W ) is calculated, the

new parameter can be obtained by multiplying a learning rate η by the gradient parameter
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and then subtracting them from the current weight parameter. Where the subtracting value

is used to move toward the opposite direction since the gradient is considered as a vector

that points to the direction of the increase of the loss function. Where the newly updated

parameters are feedback to the network to reduce the cost. Where the cost can be calculated

using the mean squared error. The new update parameter Wt1

Wt1 = Wt − η · ∇J(W ) (6.24)

Wt+1 = Wt − η · J(W ) (6.25)

Wt+1 = Wt − η ·
∂J(W )

∂wt

Where Wt+1 is a new weight that we assume will feed to the networks to reduce the loss and

Wt is the previous weight parameter. Usually, a random weight is generated and if the new

weight Wt + ∂W . Initialization of the parameters can be in the form of ones, zeros, normal

distribution, truncated normal distribution, etc. A different version of gradient descent

recommends using where the difference between these versions is based on the number of

data samples that feed to the network for each iteration.

• Gradient descent (GD) which based on applying the gradient algorithm to every single

observation in the training set.

• Stochastic gradient descent (SGD) is the opposite of the SG method. SGD introduces

a random sample of the data on its iteration. The con of this method is the slowness.

• Batch gradient descent is based on feeding all data to the network at the same time.

The limitation of this method is the high risk while the positive is the processing speed.

• Mini-batch gradient descent: is based on feeding the networks with N random of a

group of samples to overcome the cons on the SGD such as the acceleration processes.
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During our compression between the optimization methods, we notice that ADAM preformed

better with large amount of data while LBFGS is works for small data since it converge faster

and may preform with alike results to other stochastic optimizes.

6.5.4 The Neural Network Structure

The activation function can have a general form where W is the weight vector and b is

the bias variable. Neural networks that don’t use an activation function will end up with

a linear output. Where non-linear functions are preferred to learn more complicated data

patter that linear functions aren’t able to do.

h = f(W TX + b) (6.26)

The activation function is used in the forward and backward propagation process in the

network to compute the summation of the error to show the loss of the models. The number

of iterations is set to 200 and the number of hidden layers and neurons in the proposed

models can be shown in Table 6.2.

Table 6.2: MLP Parameters

MLP Models Hidden layers Learning Rate
Model 1 3 e−1

Model 2 3 e−2

Model 3 5 e−3

Model 4 6 e−4

Model 5 6 e−10

Model 6 7 e−20

6.6 Results

In this section, the results of investigating the wireless channel modeling in the high

MmWave bands is presented. We started with constructing a logarithmic path loss model
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using different channel state information. Furthermore, we were able to assist base stations

to predict the bands and path loss using AI techniques. To elaborate the results more, we

used multiple evaluation matrices to evaluate the accuracy of the AI models such as the

average root mean square error (RMSE) defined as:

µ̄ =

√√√√1

k

k∑
i=1

µ̄j (6.27)

µ̄j =

√√√√1

k

k∑
i=1

(yi − h(xi,w))2 (6.28)

Where µj in the above equation can be obtained for the test set, given by and k is the number

of data samples in the test set. Additionally, to evaluate the proposed models, regression

evaluation metrics are preform. Mean squared error (MSE) is used to average the sum

squared difference between the predicted label ŷ and the actual label y. Mean absolute error

(MAE) is measured by taking the average absolute difference between the predicted label

and the actual label. Where low values are targeted to reach perfect prediction without

errors in both MSE and MAE. R-Square (R2) which is used to evaluate the models and

how close it fits the regression line by measuring the sum square error to the total square

error [124]. Other statistical metrics can obtain from the below properties

MSE
1

N

N∑
i=1

|yi − ŷi| (6.29)

Where yi and ŷi are the actual and predicted values for multiple of purpose in this manuscript

such as predicting the frequency bands and the path loss of a high MmWave in maco urban

environment.
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6.6.1 Bands

With the new wireless generations, the wireless bands are becoming more widely and it’s

essential to allow the base station to predict the bands. In this section, the base stations can

predict the bands based on machine learning algorithms. With the usage of wireless channel

information, the bands can be predicted. Machine learning methods such as algorithms and

deep learning techniques are implemented to infer the frequency bands. Figure 5, shows that

as the bands increase, the path loss increase as well.

Figure 6.5: The Relation of MmWave Bands with Path Loss
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Figure 7.2 shows the prediction of frequency bands with using only a CSI feature where

the purpose of this figure is to show the proportion relation between path loss and frequency

to meet equation 6.7.

Table 6.3: Frequency Bands Prediction Evaluation Metrics

AI Models R-Square MAE MSE RMSE
Model 1 65.6 0.73 12.2.9 17.3
Model 2 63.3 13.3 322.2 17.9
Model 3 65.0 12.9 306.8 17.5
Model 4 67.1 12.2 287.7 17.0
Model 5 65.0 12.7 307.0 17.5
Model 6 66.2 12.6 296.4 17.2
Model 7 73.0 11.7 238.9 15.45

Random Forests Regress (RFR) 83.7 10.5 142.5 4.99
RFR and PCA 90.23 9.8 132.6 3.89

Table 6.3 shows the evaluations and the capability of base stations to predict the wireless

frequency bands that allocated from 1 to 100 GHz. Where the highest prediction was the

modified schemes of the combination of RFR and PCA techniques as marginal of supervised

and unsupervised learning. That combination of random forest regression and principal

component analysis (PCA) results in a higher prediction than using the random forest by

its self due to the capability of PCA to find the pattern of the CSI features. Moreover, to

illustrate how the loss function of predicting the bands can be seen in the below figure. Where

Sven models have been implemented with different learning rate to predict the frequency

bands of a wireless systems. Moreover, number of iteration reached to 300 which indicate

the lowest loss error obtained with this procedure.
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Figure 6.6: The Loss of the Proposed Models

6.6.2 Path Loss

Path loss usually obtained from the measured PDP by calculating the received power

using the integration of the area under PDP. Since the transmitted power and the antenna

gains are known, path loss can be obtained from the wireless channel empirically. In this

manuscript, we proposing a new methodology to allow base stations to predict the path

loss based on leaning using AI algorithms. In this section, investigation of the path loss in

the higher frequency bands compared to the lower frequencies. A comparison between a 95

frequency to lower 28 GHz in with alike environments will be shown in this section.
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Table 6.4: Path Loss Evaluation Metrics

AI Models R-Square MAE MSE RMSE
Model 1 73.63 5.94 60.81 7.79
Model 2 75.02 5.91 57.61 7.59
Model 3 73.00 6.24 62.77 7.93
Model 4 76.48 5.77 54.24 7.36

Random Forests Regress 89.18 3.34 24.93 4.99

Figure 6.7: The Loss of the Deep Learning Models with Different Learning Rate

The loss function in equation 6.20 can be represented in figure 6.7 that shows how the

loss of predicting the path loss decayed with the number of iterations. In terms of how the

loss curve is used to investigate the path loss, three models of MLP algorithms have been

used as seen below. The models are the same but with different learning rates, we can see
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that the low learning rate, the improvement can be seen as a linear. While with a lower

learning rate, the sharper the curve became and decaying faster. While a very high learning

rate can cause overfitting in the model.

Table 6.1 contains path loss predicting evaluation in the higher MmWave Bands. Where

the random forests obtain the highest accuracy with 90.24% while other MLP models have

lower accuracy and this is due to random forests uses ensemble technique that reduces the

variance error. Moreover, you may notice that the normalization on that table was neglected

due to the low difference between normalization process results and the regular procedure.

Moreover, the investigation of the effect of path loss with propagation delay in different

bands. The received propagated signal appears as the sum of taps with different delay

due to multipath. That stretching signals are usually casing temporal dispersion and can

be characterized using the RMS delay spread of the channel impulse response h(t). We

confirm that the path loss increase as the frequency band increase and that can be seen from

the below figures. Where figures 6.8 and 6.9 show how path loss is changing with higher

frequency bands.
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Figure 6.8: Case I: Frequency Band = 28 GHz

Figure 6.9: Case II: Frequency Band = 95 GHz
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6.6.3 Validation Results

Table 6.5: Frequency Bands Prediction Evaluations Using an Alternative Case study

AI Models R-Square A R-Square B
Model 1 65.6 70.6
Model 2 63.3 70.9
Model 3 65.0 63.9
Model 4 67.1 63.8
Model 5 65.0 77.3
Model 6 66.2 76.9
Model 7 73.0 79.4

Random Forests Regress 90.23 94.9

To validate the proposed methodology to assist base station to be capable to predict the

frequency bands, we generated another dataset. The second environment is a micro urban

environments where the generated bands were from 10 to 100 GHz with an increment of 5.

The results conclusion is almost match. Table 6.5 shows the R-square only of both cases

for the same applied models. The above procedures were implemented on a cellular systems

and following the same methodology can be applied to other systems such wireless local area

network (WLAN), wireless sensor networks (WSN) and etc.

6.7 Conclusion

The high MmWave bands for beyond 5G have been examined in this manuscript with

the methods of applying artificial intelligence techniques. The superiority of AI towards

wireless communication is proposed in these manuscripts based on data-driven. By utilizing

wireless channel modeling data and other deep learning and machine learning approaches,

we were able to assist the base stations to predict the frequency bands and the path loss.

The deep leaning MLP technique was associated with the performance of other machine

learning algorithms such as random forests regressor to predict path loss and frequency bands.

Optimization methods were used to assess and update the internal variables such as the
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weight Where various types of optimization algorithms can improve the system performance.

The random forest as supervised learning was modified by an unsupervised PCA algorithm

to assist the base station to enhance the prediction of the MmWave bands.
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Chapter 7: Future Works and Conclusion

7.1 Challenges and Open Issues in Wireless Channel Modeling Using AI

Applying machine learning to enhance or to enable channel modeling is still in the infant

stage. We summarize a list, surely not an exhaustive list, in the following:

• Channel Modeling under overfitting and underfitting with massive data that leads to

estimation erroneous [81] [125].

• Analysis massive data of channel modeling with advanced machine learning algorithms

[55].

• Applying machine learning techniques to MmWave channel challenges such as Block-

ages [12].

• Interference such as co-channel interference (CCL) and inter-symbol interference (ISI)

[11] [12] [31].

• Securing the data during channel estimation in V2V.

• Power control and handover where decision supposed to be built based on previous

states or results and making a decision using reinforcement in the current stage such

to execute a handover [126].

• Accurate channel models with dynamic behavior with mobility [127].

• Switching between dual bands system (MmWave ⇐⇒ Microwave) [128].
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• New standardization supposes to include machine learning and other data formats.

Solving these issues requires more investigation form researchers in academia and in-

dustries. Resolving this issue is essential for future smart cities and artificial intelligence

life.

7.2 Future Works

Getting involved in a measurement campaign will provide us with confirming results.

We will investigate the feature of wireless channels in other MmWave frequency bands will

be measured under very close conditions and will be compared to other measurements.

Moreover, these measured data will lead us to build a new channel model free to design

optimized wireless communication systems.

7.3 Conclusion

The propagation channel of communication systems fundamentals based on channel mod-

eling particularly for a new technology era such as MmWave. The irregularity and complexity

of the wireless channel lead to solid ways to achieve accurate models where more trails are

always required to accomplish the precise results mainly with new technologies.

Fading is identified as the time variation of the received multipath components MPCs

power that propagates through the medium channel where it can be categorized into two

parts as Small Scale Fading and Large Scale Fading. Propagation in wireless channel models

can result in either large or small scale fading base on the variations of the signal where large

scale fading can be either path loss or shadowing due to shadowing by objects that’s larger

than the carrier wave. Whereas, small scale fading is due to amplitude variations due to

multipath time delay or Doppler spread. In this dissertation, we focused more on the large

scale fading.
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Switching the traditional channel modeling to machine learning channel modeling still in

its early stage. One of the main issues in current communication is to accurately predict the

channel parameters, whereas using machine learning techniques could enhance the prediction

and reduce the complexity.

Artificial Intelligence (AI) emerges to revolutionize system design for new radio 5G. The

subcategories of AI involve machine learning, deep learning techniques such as Multilayer

Perceptrons Neural Network have been used to investigate the wireless channel modeling to

predict channel state information and assist base stations to select the optimum propagated

signals. Forevermore, investigating the higher MmWave bans was involved in this dissertation

and predicting the frequency bands was performed.

This dissertation focused on predicting channel state information based on data-driven

and elaborates on how to overcome some wireless issues in the new era 5G. To conclude,

based on our investigation in this dissertation, we confirm that applying Artificial intelligence

towards wireless channel modeling is a promising technique and should be implemented in

current and future wireless communication systems.
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